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Exploring radical formation and ultrafast
intersystem crossing in a heavy-atom-free
thiophene derivative

Luca M. Sihn, *a Robert B. Vadell,b Rafael B. Araujo,c Atripan Mukherjee,de

Miroslav Kloz, e Jacinto Sá bf and Henrique E. Toma a

The photophysical study of decarboxyranelic acid (DRAc), a thiophene derivative made from strontium

ranelate, shows that it can form long-lived radical cation species through a pathway involving triplet

states. Femtosecond transient absorption spectroscopy and computational modeling reveal a fast

intersystem crossing (ISC) process in water, with a time constant of 1.1 ps and a quantum yield of 27%.

The small energy gap between the S1 and T1 states, along with the mixed ps* character of the S1 state,

contributes to this rapid ISC, in line with El-Sayed’s rule. The results indicate that DRAc’s photoreactivity

is strongly influenced by the solvent: in water, the high hydrogen-bond donor capacity stabilizes the S1

state, narrows the energy gap, and creates an almost barrier-free ISC pathway. Studies using deuterated

solvents show that the ISC rate increases due to stronger stabilization of the S1 state by deuterium

bonds. Overall, these results make DRAc a useful model for studying heavy-atom-free molecules with

efficient ISC and radical formation, with potential applications in photodynamic therapy and catalysis.

Introduction

The nonreactive transition known as intersystem crossing (ISC)
– between electronic states of different multiplicities – plays a
pivotal role across multiple fields, including photonic,1 materi-
als science,2 photodynamic therapy for cancer,3 and catalysis.4

However, this spin-forbidden process is naturally slow, often
reaching the microsecond range in S1 - T1 transitions5 due to
spin selection rules. Enhancing the efficiency of ISC is possible
by increasing spin–orbit coupling (SOC), typically achieved by
incorporating heavy atoms like ruthenium, iridium, iodine, or
bromine into molecular structures. These heavy atoms drive up
ISC efficiency by leveraging the heavy-atom effect.6

In recent years, however, the high cost,7–10 toxicity,11 high
environmental impact12–14 and stability15 concerns surrounding

heavy-atom compounds have spurred interest in heavy-atom-free
molecules (HAFMs). HAFMs offer a promising alternative, achiev-
ing rapid ISC (often reaching sub-picosecond timescales)16 with-
out the negative impact of heavy metals. This capability is driven
by specific molecular features that promote SOC without relying
on heavy atoms.

One effective molecular feature is a small energy gap
between the S1 and T1 or T2 states, which enhances vibrational
wavefunction overlap, thus facilitating ISC.17–19 This concept,
known as the energy gap law, is exemplified in benzophenone –
a well-researched molecule with ultrafast dynamics and effi-
cient ISC in catalysis applications.20 Benzophenone achieves
sub-picosecond ISC through two main factors: a nearly degen-
erate S1 (np*) and T2 (pp*) state, and an orbital configuration
that follows El-Sayed’s rule.21 This rule posits that transitions
between states with different orbital configurations (np* for S1

and pp* for T2) exhibit increased SOC,22 leading to efficient ISC.
Beyond catalysis, HAFMs are gaining traction in PDT to

generate reactive oxygen species (ROS) without the health and
environmental hazards of heavy-atom compounds.16 In PDT,
ultrafast ISC enables efficient energy transfer to molecular
oxygen, producing singlet oxygen (1O2), a potent ROS essential
for therapeutic applications.

Our study leverages this emerging field by exploring dec-
arboxyranelic acid (DRAc) (Fig. 1), a non-toxic23 thiophene deri-
vative synthesized from Strontium Ranelate, a medication widely
used to treat osteoporosis in postmenopausal women.24–29 DRAc’s
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synthesis is straightforward,30 and initial investigations revealed a
surprisingly rapid ISC process,31 presenting exciting implications
for PDT and catalysis. Structurally, DRAc contains a thiophene
core with carboxylic and amino-carboxylic arms resembling EDTA,
along with a nitrile group. This molecule undergoes photodimer-
ization at the C2 carbon, suggesting a reactive excited state
suitable for various applications. Using ultrafast spectroscopy
and computational calculations, we identified a sub-picosecond
ISC time constant and mapped out a feasible ISC pathway, along
with a long-lived radical cation species. These findings reveal new
opportunities to develop HAFMs as efficient, environmentally
responsible alternatives in PDT and catalysis, further advancing
the utility and commercial potential of ISC-based applications
without the drawbacks of heavy metals.

Results and discussion

The steady-state absorption spectrum of DRAc, along with the
calculated vertical excitation energy, is presented in Fig. 2a.
Two prominent absorption peaks are observed at 223 nm and
297 nm, with the latter attributed to the S1 transition. Our
computational analysis further reveals two low-energy triplet
excited states, T2 and T1, located at 313 nm and 416 nm,
respectively. In Fig. 2b, natural transition orbitals (NTO) analy-
sis shows that both triplet states exhibit pp* character, aligning
with the electronic configuration of the S1 state. Notably, the S1

transition also displays a ps* 32,33 contribution, distinguishing
it from the purely pp* nature of the triplet states. This mixed
character in S1 likely plays a significant role in enhancing the
molecule’s intersystem crossing efficiency, a hypothesis that
will be further examined through ultrafast measurements.

Furthermore, it is important to emphasize that the orbitals
involved in the S1 transition are delocalized across the thio-
phene ring and extend into the directly attached functional
groups. This characteristic is further corroborated by near-
resonant Raman spectroscopy (NRRS), as illustrated in the
Raman spectrum (Fig. 3). Here, the selective enhancement of
vibrational modes associated with electronic excitation con-
firms this orbital distribution, providing additional insight into
the electronic structure.34–36

In the NRRS spectrum, four key signals are observed: the
CH2 stretching nCH2

(2980 cm�1) and bending dCH2
(1404 cm�1)

modes, which show moderate intensity amplification, and
the more prominent nitrile signal (2209 cm�1) along with the
nCQC + nC–N mode (1516 cm�1), which exhibit the highest
amplification. This selective enhancement aligns with the
involvement of these groups in the electronic transition. As
anticipated, the thiophene ring and nitrile group play a sig-
nificant role in the transition, while the CH2 group displays
comparatively lower participation.

Before exploring the photodynamic of DRAc with ultrafast
techniques, a computational model of the molecule and its excited
states is needed. To construct this model, vertical excitation
energies were calculated at the S1min, T2min, and T1min geometries.
The resulting energy diagram is displayed in Fig. 4, with detailed
computational results provided in SI. In the figure, a potential
energy diagram (PED) shows the behaviour of all excited states
involved in these dynamics across all main geometries.

Fig. 1 Molecular structure of DRAc.

Fig. 2 (a) Absorbance spectrum of H5 in aqueous solution with HCl
6 mol L�1 (black) and the calculated spectra for the displayed structure
(blue) with the calculated transitions (red). (b) Hole-particle pairs of NTOs
(isosurface value = 0.02 a.u.) of S1, T1 and T2.
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This PED reveals that after a vertical excitation from S0 (1),
the molecule transitions to an energetically ‘‘hot’’ S1 state.
Upon reaching this state, the molecule undergoes energy loss
(2), relaxing to the S1min geometry, followed by solvent reorga-
nization around this new geometry.

This process of structural relaxation, typical in thiophene
derivatives, has a time constant of approximately 80 fs.33,37 This
process cannot be detected due to the equipment’s resolution.
Upon reaching S1min configuration, calculations suggest a
small energy gap between the S1 and T1 states (0.06 eV),
indicating a potential pathway for intersystem crossing (ISC)
(3). Thiophene derivatives are known to undergo efficient

ISC.38–40 For instance, Grebner et al.41 investigated this process
in oligothiophenes, finding time constants ranging from 51 ps
in bithiophene to 1100 ps in sexithiophene. Similarly, Zhelda-
kov et al.42 examined the excited-state dynamics and triplet
formation in phenylthiophenes, reporting ISC time constants
between 21 ps and 132 ps, which fall within the detection
capabilities of our equipment. There is also the possibility that
this ISC occurs between the S1 and T2 states. However, this is
highly unprobeable, as the rate of structural relaxation signifi-
cantly exceeds the rate of ISC. The decay from both excited
states S1 and T1 to the ground state S0 (4) is possible as well and
will be consider in the kinetic model.

Building on this understanding of excited-state dynamics,
we further investigated the solvent influence on these excited
states. Vertical excitation energies were calculated with H2O
and CH3OH as solvents. These calculations employed the
polarizable continuum model (PCM) with the integral equation
formalism (IEFPCM) for indirect solvation, followed by a hybrid
solvation approach that combines IEFPCM with explicit water
molecules surrounding the DRAc molecule. This dual approach
enables differentiation between dielectric effects and those
arising from hydrogen bonding. The energy diagram for water
is displayed in Fig. 5, with detailed computational results
supporting these findings provided in the SI.

There is minimal difference between the energy levels in
vacuum and in H2Oimp (H2O as indirect solvent), indicating
that the primary influence of the solvent is not solely due to its
dielectric properties. However, when comparing the energy
levels in H2Oimp with those in H2Oexp (H2O as implicit and
explicit solvent), a notable increase in difference is observed,

Fig. 3 Near-resonant Raman spectrum of powdered DRAc (blue) and the
calculated spectra of DRAc (red).

Fig. 4 Schematic illustration of the potential energy for this system, with
calculated relative energies of S1(sp*), T1(pp*) and T2(pp*).

Fig. 5 Comparison between vertical excitation energy levels of S1(sp*),
T1(pp*) and T2(pp*) and S0 with water as an implicit solvent model (vacuum)
and as a hybrid solvent model (water).
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suggesting that hydrogen bonding in the (H2O)8–DRAc system
plays a significant role in energy level stabilization. While all
states are affected by hydrogen bonding, the S1 state shows the
largest stabilization, with a DE of 0.3 eV, followed by the T1

state with a DE of 0.14 eV.
A similar analysis conducted with methanol shows a less

pronounced difference (Table S5), underscoring the importance
of hydrogen bonding as a solvent parameter in these interac-
tions. This trend aligns with the higher hydrogen bond donor
capacity (Kamlet–Taft parameter a) of H2O compared to CH3OH
(aH2O =1.09 and aCH3OH = 0.93).43

To evaluate the importance of the solvent in the processes
presented earlier, the influence of hydrogen bonding on the S1

energy level was considered in the PED (Fig. 6). As the solvent’s
hydrogen donor capacity (a) increases, the S1 state becomes
further stabilized. In solvents with low hydrogen donor capacity
(a), calculations indicate that the STC (singlet–triplet crossing)
between S1 and T1 does not occur at S1min, as shown previously,
suggesting the crossing occurs away from this geometry. As a
increases, the energy gap between the S1 and T1 states narrows,
bringing the STC closer to S1min. In H2Oexp, the STC appears
very close to the S1 minimum, creating an almost barrier-free
ISC pathway. Thus, as the energy gap narrows, the likelihood of
intersystem crossing is enhanced,44 resulting in a fast and
effective crossing.

To corroborate this model, femtosecond transient absorp-
tion spectroscopy (TAS) measurements of this system were
conducted in acidic solution of H2O, MeOH, as well as its
deuterated counterparts, D2O and CD3OD, to determine the
influence of hydrogen bounding.21 All spectra were acquired
with UV excitation (lpump = 310 nm), and the transient absorp-
tion spectra were recorded across the probe range (lprobe = 330–
700nm) with delays up to Dt = 8 ns, as shown in Fig. 8a. A key
feature in the fs-TA spectrum is the broad positive band in the
UV region, corresponding to an excited state absorption (ESA)
(Fig. 8a). In Fig. 8c, the ESA band exhibits contributions from
multiple species, as indicated by its spectral profile. Notably,
during the decay of this band (Fig. 8d), the red edge diminishes
more rapidly than the region around 350 nm, providing clear
evidence of multiple states contributing to the decay process.
These observations are consistent with our predictions.

To align the data with our model, a three-state kinetic
system was proposed, as illustrated in Fig. 7. This model
incorporates three kinetic constants: k1, representing S1 - S0

internal conversion (IC); k2, corresponding to S1 - T1 ISC; and
k3, describing T1 - S0 ISC.

Global analysis of these dynamics reveals that indeed this
system can be described as a three-state system and its dynamic
is also solvent-dependent, as predicted by calculations. The
extracted rate constants are summarized in Table 1 and the
temporal evolution of the S1 and T1 state throughout the time
was constructed and is shown in Fig. 8b. The population of S1

rapidly decays to near zero within the first picosecond, while
the population of T1 is populated by the S1 state, reaching a
maximum around 1.5 ps and retains a detectable population
during the studied delays. This dynamic agrees with the
proposed model, not only the feeding relation between S1 and
T1, but the effectiveness and the ultrafast timescale of the ISC
due to an almost barrier free pathway. In H2O, this ultrafast ISC
has a timescale of 1.1 ps, reaching a 27% efficiency.

Fig. 6 Schematic illustration of the potential energy for this system, with
calculated relative energies of S1(sp*), T1(pp*) and T2(pp*). Two PE curves
of the S1(sp*) state are shown to represent those in a solvent with a
medium a and high-a solvent. STI: singlet–triplet intersection.

Fig. 7 Simplified energy level of DRAc with all considered kinetic con-
stants in the kinetic model.
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Another factor other than the favourable ISC pathway that
may contribute to this ultrafast ISC rate is the mixed ps*
character of the S1 state, as mentioned previously. This ps*
character may increase ISC probability between the S1(ps*) and
T1(pp*) states,45 as stated by the El-Sayed’s rule, further accel-
erating the transition. However, additional studies are neces-
sary to quantify the impact of this factor on the dynamics.

Moreover, the solvent has a significant influence on the
dynamics. As the hydrogen bond donor capacity increases
(comparing H2O and MeOH), the k2 is reduced by 28%. Not
only does the absolute rate value change, but the ISC efficiency
also varies accordingly. Specifically, there is a 23% increase in
efficiency when moving from methanol to water and reaching
an efficiency of 33% in D2O and a sub-picosecond ISC time
constant of 0.9 ps. This isotopic effect can be explained. In both
cases the k2 is greater in the deuterated solvents due to the
stronger deuterium bond compared to the hydrogen bond.46

k1 analysis also cast a light at the influence of the HB in the
S1 energy. As the solvent hydrogen bond donor capacity
increases, the S1 - S0 rate increases, aligning with the predic-
tions of our model. As the S1 state gets stabilized by the HB’s,
the energy gap between the excited state and the ground state
shrinks, increasing the transition rate according to the energy
gap law.47

When compared to the deuterated solvent, there are two
competing effects that should be considered. The first one is
the stabilization of the S1 state due to the HB, which increases
the transition rate, as discussed before. The second effect is the
different probability of vibronic coupling between the electro-
nically excited molecule and vibrational modes of the solvent.48

In the deuterated solvent, the rate of non-radiative deactivation
is lower compared to the non-deuterated solvent because the
amplitude and frequency of vibrational modes are reduced due
to deuterium’s greater mass, diminishing vibrational coupling
and the effectiveness of non-radiative decay pathways.49

In deuterated water, the second effect exerts a more pro-
nounced influence on k1, resulting in a reduced rate of non-
radiative deactivation. On the other hand, in deuterated metha-
nol compared to methanol, the first effect predominates.

The same effect is observed in the ISC from T1 - S0.
However, the influence of hydrogen bonding is less pro-
nounced in the T1 energy level compared to S1, as illustrated

Fig. 8 (a) Contour plots of fs-TAS spectra of DRAc in methanol (HCl 3 mol L�1). (b) Temporal evolution of the S1 and T1 DRAc state throughout the time
in methanol (HCl 3 mol L�1). (c) and (d) Wavelength traces sliced at representative delay times of the fs-TAS spectra in methanol (HCl 3 mol L�1).

Table 1 Time constants of DRAc in different solvent

Solvent k1 (ps�1) k2 (ps�1) k3 (ps�1) FISC

H2O 2.5 � 0.2 0.91 � 0.03 0.74 � 0.05 0.27 � 0.02
MeOH 2.39 � 0.07 0.66 � 0.02 0.42 � 0.01 0.22 � 0.007
D2O 2.29 � 0.1 1.1 � 0.02 0.56 � 0.02 0.33 � 0.01
CD3OD 2.6 � 0.1 0.81 � 0.02 0.39 � 0.02 0.24 � 0.01
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in Fig. 5. Consequently, the second effect consistently domi-
nates, resulting in a lower k3 value for the deuterated solvent
compared to its hydrogenated counterpart. A diagram compar-
ing the solvents is shown in Fig. 9, summarizing this analysis.

As the triplet state T1 reaches a stable population, a notable
reactive pathway emerges: the formation of a long-lived radical
cation species. In the Fig. 10 the long live species spectrum is
shown, along with the calculated transitions of DRAc radical. This
radical plays a central role in driving the previously discussed
dimerization reaction, highlighting the reactivity of the T1 state,
providing valuable insight into its potential for driving chemical
transformations. This assignment is further supported by the well-
established reactivity of thiophene derivatives,50,51 where radical-
mediated mechanisms are frequently implicated in both polymer-
ization and dimerization processes. Nevertheless, it is important to
emphasize that this interpretation, while supported by several lines
of evidence, does not exclude the possibility of parallel pathways,
including photodegradation processes.

The generation of this radical underscores the suitability of
DRAc for applications where triplet-state reactivity is a key
factor, such as photodynamic therapy (PDT) and catalysis.

To corroborate this model, a femtosecond Raman spectro-
scopy study was performed in this system, as shown in Fig. 11.
At 0 ps, the main peak observed at 1050 cm�1 primarily arises

Fig. 9 Compared energy levels of DRAc and the corresponding time
constants for each transition in: (a) water and methanol, (b) water and
D2O, and (c) methanol and CD3OD.

Fig. 10 Spectrum of the long-lived of the TAS experiment in methanol
(black), water (blue) and the calculated electronic transitions for [DRAc]+.

Fig. 11 Femtosecond Raman spectrum of H5 in methanol with HCl
6 mol L�1 (lpump = 280 nm and lRaman = 800 nm) in the 1000 cm�1 region.

Fig. 12 Time traces (transients) sliced at 1009 cm�1 and 1060 cm�1 of the
FSRS spectra in methanol with HCl 6 mol L�1 (lpump = 280 nm and lRaman =
800 nm).
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from the stimulated Raman signal of the S1 state. However, this
signal also shows a subtle contribution from the T1 state
Raman signal, which becomes evident in the initial part of its
kinetic profile, as shown in Fig. 12, displaying a slight prolon-
gation attributed to the feeding of T1 from S1. After 0.3 ps, a
new peak emerges around 1009 cm�1, which is assigned to
the T1 state. Importantly, the 1009 cm�1 band rises in syn-
chrony with the decay of the 1050 cm�1 band, indicating
that ISC from S1 populates T1 and supporting our kinetic
model—where the decline of one band coincides with the rise
of the other.

These findings reinforce the proposed model, providing
vibrational evidence of the ISC dynamics and the involvement
of the T1 state. This analysis supports the mechanistic insights
proposed earlier and demonstrates the proposed dynamic.

Conclusions

The ultrafast excited-state dynamics of decarboxyranelic acid
(DRAc) were elucidated through a combination of femtosecond
transient absorption spectroscopy and computational analysis.
Upon photoexcitation, DRAc undergoes a rapid ISC to a triplet
state with a picosecond time constant, facilitated by a small
energy gap between the singlet and triplet states and enhanced
by orbital interactions consistent with El-Sayed’s rule. These
dynamics are further modulated by solvent interactions, parti-
cularly hydrogen-bond donation, which stabilizes the singlet
excited state (S1) and reduces the energy barrier for ISC.

The ISC process leads to the formation of a radical species,
highlighting the photoreactive potential of DRAc. Computa-
tional studies confirm that the triplet state is primarily
accessed via a near-barrierless pathway, influenced by the ps*
character of the S1 state and its small energy gap with triplet
states at the S1min geometry. Solvent isotope effects reinforce
the role of hydrogen bonding in modulating ISC efficiency,
particularly under aqueous conditions.

This study establishes DRAc as a heavy-atom-free model
system for ultrafast ISC, demonstrating not only efficient
singlet-to-triplet conversion but also the formation of a radical
cation species. The ability of DRAc to generate radicals through
triplet-state-mediated pathways highlights its potential for
photochemical reactivity under mild conditions.

Given its robust ISC dynamics without reliance on
heavy atoms, future studies should focus on characterizing
the radical’s reactivity, stability, and possible role in catalytic
or photodynamic applications. In addition, structural modifi-
cations—such as incorporating DRAc into the framework of
other molecules (as demonstrated by Ramidi et al.52) or adding
substituents to shift its absorption toward longer wavelengths
(as demonstrated by Liang et al.53 and Fang et al.54)—could
expand its spectral coverage and enhance its suitability for
photodynamic therapy (PDT) and related applications.

Expanding this understanding in more complex environ-
ments could open new avenues for sustainable photochemical
transformations in energy conversion and biomedicine.

Experimental and computational
methods
Synthesis and sample treatment

The synthesis of the DRAc was previously described by Rocha
et al.55

Strontium ranelate. The compound was extracted from
Protoss, a drugstore medication containing 2 g of strontium
ranelate and 2 g of excipients (aspartame, maltodextrin, and
mannitol) per 4 g sachet. To isolate the compound, five sachets
were magnetically stirred in 500 mL of distilled water at 50 1C
for 4 hours. The solid was decanted, the supernatant removed,
and the volume adjusted to 200 mL. This process was repeated
twice. In the final cycle, 200 mL of ethanol was added, and the
mixture was stirred for 2 hours. The solid was then filtered,
vacuum-dried for 12 hours.

Decarboxyranelic acid (DRAc). Strontium ranelate (3.5 g) was
dissolved in 50 mL of a 6 mol L�1 HCl solution in a Petri dish.
The dish was kept in the dark for 24 hours. Over the course of a
week, the solution was slowly evaporated at ambient tempera-
ture and pressure, resulting in the formation of needle-shaped
crystals. These crystals were collected by vacuum filtration and
washed with 5 mL of diethyl ether. The solid was then dried
under vacuum.

Steady-state spectroscopy

UV-vis electronic spectroscopy. The electronic spectra were
acquired using a Hewlett-Packard model 8453-A diode array
spectrophotometer, using rectangular cuvettes with a 1cm
optical path and deuterium and tungsten lamps.

Raman spectroscopy. The Raman spectroscopy measure-
ments were performed using a Renishaw Reflex (Invia) spectro-
meter, with a 365 nm laser, a 2400 lines/mm grating, and a
1024-pixel Renishaw Streamline CCD detector. Before the experi-
ments, the spectrometer was calibrated with a silicon reference
standard, achieving a reference peak of (520.5 � 0.2) cm�1. The
data acquisition for all measurements was carried out utilizing
WiRE 3.4 software.

Ultrafast transient absorption spectroscopy

A 40-fs pulsed laser with a 3 kHz repetition rate was generated
through the Libra Ultrafast Amplifier System designed by
Coherent. An optical parametric oscillator (TOPAS-prime, Light
Conversion) created the excitation beam. The signals were
detected with a UV-NIR detector from Newport MS260i spectro-
graph with interchangeable gratings. The fundamental laser
(probe, 795 nm) passes through the delay stage (1–2 fs step size)
and is focused on a CaF2 plate to generate supercontinuum
from 300 to 750 nm. The instrument response function
obtained for our system is ca. 95 fs.

To ensure the constant renovation of the solution, the
system employed in this study features a motorized cuvette
holder designed to reduce localized photodegradation and
improve sample homogeneity during transient absorption
spectroscopy. The cuvette is securely held by a mechanical grip
and is continuously moved vertically at a frequency of

PCCP Paper

Pu
bl

is
he

d 
on

 2
8 

Ju
ly

 2
02

5.
 D

ow
nl

oa
de

d 
by

 U
N

IV
E

R
SI

D
A

D
 S

A
O

 P
A

U
L

O
 (

U
SP

) 
on

 1
0/

2/
20

25
 5

:4
9:

22
 P

M
. 

View Article Online



17310 |  Phys. Chem. Chem. Phys., 2025, 27, 17303–17312 This journal is © the Owner Societies 2025

approximately 2 Hz. This continuous motion ensures that
different regions of the sample are exposed to the laser beam,
preventing prolonged exposure at any single point and mini-
mizing the formation of photoproducts.

Femtosecond Raman spectroscopy

All the FSRS spectroscopy experiment was conducted on a
homebuilt setup constructed around femtosecond Titanium
sapphire amplifier Femtopower (Spectra Physics), generating
4.2 mJ pulses of B20 fs duration at a repetitive rate of 1 kHz.
Another Solstice amplifier (Spectra Physics) sharing both the fs
oscillator. Both the Amplifiers were synchronized both by
means of electronic and optical delay of the seed prior to
amplification. FSRS and TA experiment were integrated in
one setup as described below. The experiment is based on
controlled time overall of three pulses in the sample, denoted
as probe (probing transient absorption and Raman transition),
Raman pump (Rp driving sample into vibration coherence with
the probe), and actinic pump (Ap – trigger the desired
photoreaction).

The probe pulse is generated by splitting the laser output of
0.4 mJ of the laser and used to pump a two stage optical
parametric amplifier to generate 1450 nm pulses of B40 fs
duration. This output was used as a pump for a single filament
supercontinum generated in a 2 mm CaF2 plate, resulting in a
white light with the spectrum covering from 370 nm to
1700 nm, near infrared region. The wavelength 1450 nm was
chosen to have undesired spike in the probe intensity from the
white light driving the pump matching the first peak of water
infrared absorption. A 1 cm cuvette with water was used as an
efficient notch filter, thus removing the 1450 nm spike result-
ing in a flat white light covering the whole sensitivity range of
the CCD detector. The probe was imaged into the sample by a
spherical mirror to a 50 mm diameter spot, from the sample to
the detection apparatus.

In detection apparatus, the probe is split into two beams,
where one part is sent to a pair of homebuilt grating based high
resolution imaging spectrograph for Raman analysis in the
Stokes region 750 nm to 950 nm and anti-Stokes region
650 nm to 850 nm. The other part was directed to the prism
spectrograph to obtain transient absorption spectra in 370 nm
to 1200 nm range. In all the three spectrograph, a 58 � 1024
pixel CCD (Entwicklungsbuero Stresing) was used as a linear
image sensor via operation in a vertical-binning mode. Cam-
eras were triggered from the lasers at 1 kHz and provided full
shot to shot detection with a dynamic range exceeding
30000 : 1. Despite the low intensity of the single filament super-
continuum (BpJ nm�1), it was possible to fully saturate the
dynamic range of the sensors. At saturation level, the readout
noise of this detector is two orders of magnitude lower than
optical short noise at given intensity so, all presented measure-
ment can be considered only optical shot noise limit.

The Raman pump was generated from B1.5 mJ of the laser
output transmitted via a 4f pulse shaper where the spherical
disc with 96 shifted aperture was spinning at 10 Hz synchro-
nised with the laser. At a time 15 cm�1 interval of wavelength

were transmitted by each aperture allowing to produce 96
Raman pulses for each 100 incoming pulses, where each one
was shifted by 5 cm�1from each other. The shifted signals are
then numerically combined to reduce fix pattern noise and
facilitate baseline correction. The Raman pulses were generated
in the interval from 770 to 795 nm and resulting Raman spectra
represents an average of signal from all Raman experiments
conducted over this interval. Four pulses out of 100 were fully
blocked to produce a pure transient absorption sequence along
with the Raman experiment leading to the cyclic scheme where
96% of time the FSRS signal is measured and 4% of time pure
TA signal is measured. The Raman pulses were guided via an
optical delay line and then focused by a lens to B100 mm
diameter spot overlapped with the probe. Temporal overlap
between Raman pump and Probe was adjusted to achieve
maximal stimulated Raman gain while maintaining good spec-
tral resolution. Average Raman pulse energy at the sample was
B4 mJ.

The actinic pulse was generated from 1.5 mJ of the laser
output pumping two stage OPA combined with sum frequency
generation (TOPAS, light conversion). The 280 nm output was
guided via a motorized optical delay line and focused into the
sample via a lens. The actinic pulse energy was adjusted to
2.5 mJ for all experiments.

Data analysis of time-resolved spectra

Ultrafast transient absorption spectroscopy spectra were ana-
lyzed using the Surface Xplorer software. The data window was
defined between �0.5 ps and 8000 ps, and the wavelength
range was set from 330 nm to 700 nm. Following the correction
for probe velocity dispersion (chirp correction), the kinetic
traces were extracted and fitted using a mathematical model
(see SI).

Molecular modelling

The ground state and excited state geometry optimizations, as
well as their associated vibrational frequencies and orbitals
energies were obtained from DFT and TD-DFT calculations
performed with the GAUSSIAN 16 package.56 The calculation
employed the hybrid exchange functional of Becke with the
correlation functional of Lee, Yang and Parr (B3LYP57–59), and
the 6-311++(d,p) split-valence triple-z basis set in the polariz-
able continuum model (PCM) using the integral equation
formalism variant (IEFPCM) using water and methanol as
solvent. The discussion and references supporting the func-
tional choice are provided in the SI. Default SCF convergence
criteria were used (tight convergence), and geometry optimiza-
tions used the default convergence thresholds in Gaussian 16
(maximum force 4.5 � 10�4 a.u., RMS force 3.0 � 10�4 a.u.,
maximum displacement 1.8 � 10�3 a.u., and RMS displace-
ment 1.2 � 10�3 a.u.). Numerical quadrature grids used the
default ‘‘FineGrid’’ setting in Gaussian 16.

To construct the schematic representation of potential
energy (PE) curves, it was essential to ascertain the energy
minimum of the respective state, followed by the determination
of the energies of the other relevant states.
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The optimized geometries for the singlet ground state (S0)
and the first triplet state (T1) were obtained using DFT and
unrestricted DFT (UDFT), respectively, while TD-DFT was
employed for the first excited state (S1), utilizing the B3LYP/6-
311++(d,p) basis set. Subsequently, TD-DFT calculations were
performed to evaluate the vertical excitation energies of the
excited states within this optimized geometry. To facilitate the
identification of each state across varying geometries, a natural
transition orbital (NTO) population analysis was conducted,
providing insights into the electronic transitions involved.
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