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ARTICLE INFO ABSTRACT
Keywords: Applications of quartz luminescence beyond sediment dating are expanding rapidly. A growing number of studies
Luminescence protocols have successfully applied quartz optically stimulated luminescence (OSL) and thermoluminescence (TL) sensi-

Luminescence sensitivity of silt
Sample preparation
Palaeoprecipitation proxy

tivities in sediment provenance investigations and palaeoclimate reconstructions based on marine sediment
cores, which are usually composed of fine-grained sediments (silt and clay), demanding measurements on pol-
ymineral samples. However, the procedures during sample preparation and the luminescence measurement
conditions for determining the quartz OSL and TL sensitivities of fine-grained polymineral samples have not yet
been extensively assessed. Here, we present the results of five different tests designed to determine whether the
current procedures employed when preparing the samples and measuring their quartz luminescence sensitivities
could be improved and/or simplified. The tests include assessing the dependency of quartz OSL and TL sensi-
tivities on: (1) luminescence measurement conditions (i.e., with and without preheat, with light stimulation at
room temperature and at 125 °C, based on natural and laboratory dose); (2) aliquot mass; (3) number of aliquots
per sample; (4) grain size selection; and (5) feldspar content. Tests were performed on polymineral fine sedi-
ments from two marine cores, GeoB16206-1 and M78/1-235-1, recovered from the western equatorial Atlantic,
close to the mouth of the Parnaiba and Orinoco rivers, respectively. In general, our results show that the pro-
cedures when preparing polymineral aliquots for quartz OSL or TL sensitivity measurements can be easily
optimized on a case-by-case basis, saving time and resources. Our key result is that quartz OSL sensitivity ob-
tained using natural signals and measured without thermal treatments (Test 1) are very similar to the results
obtained using regenerative doses and preheating. This opens the possibility of reducing the OSL measurement
time by 70 % and of scanning marine sediment cores with portable luminescence readers without the use of
radiation sources for signal regeneration. Tests 2 and 3 show that both OSL and TL sensitivity results given by
more than six aliquots or by aliquots made of 0.4 mg to 5 mg are indistinguishable. Waiting longer settling times
to subsample finer fractions before mounting the aliquots (Test 4) is helpful to reduce feldspar, but it may also
reduce the quartz significantly, limiting the %BOSL;s analysis. Finally, including an etching step to reduce
feldspar (Test 5) is a helpful procedure to improve the TL and OSL sensitivity analysis, but not necessarily
feasible for routine application with hundreds of samples.

1. Introduction provenance studies (e.g., Capaldi et al., 2022; Goswami et al., 2024;
Gray et al., 2019; Sawakuchi et al., 2012, 2018, 2020; Souza et al.,

The quartz optically stimulated luminescence (OSL) and thermolu- 2023). Recent investigations have emphasised that the OSL sensitivity of
minescence (TL) sensitivities, i.e., the light emitted per unit mass per quartz grains is mainly related to processes (e.g., solar exposure and
radiation dose, is a property that has been in vogue for sediment burial irradiation and/or surface heating) affecting quartz in soils of the
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source areas and, thus, is useful to track sediment provenance (e.g.,
Capaldi et al., 2022; Magyar et al., 2024; Sawakuchi et al., 2018; Zhang
et al., 2023). Variations in the sources of continental sediments supplied
to the oceans may be induced by changes in precipitation patterns (e.g.,
Mulitza et al., 2013; Zhang et al., 2015) and, therefore, the quartz
luminescence sensitivity has been shown to be a useful tool for palae-
oclimate studies (e.g., Campos et al., 2022; Mendes et al., 2019).
Assessing the luminescence sensitivity of quartz grains from marine
sediment cores is particularly relevant, because they are widespread
across the continental margins and, unlike continental deposits, they are
not exposed to post-depositional modifications affecting quartz
luminescence.

Specifically, the quartz luminescence sensitivity applied in sediment
provenance studies refers to the fast OSL component (Jain et al., 2003),
usually measured using blue light stimulation (referred to as “BOSL;;”),
and to the 110 °C thermoluminescence signal peak (TL110) (e.g.,
Pagonis et al., 2002). According to Campos et al. (2022), employing the
quartz luminescence sensitivity in marine sediment cores as a proxy for
continental precipitation has some advantages over other classic prox-
ies, such as stable hydrogen isotopes in specific molecules and elemental
ratios in bulk sediments (e.g., Ti/Ca), because it (i) responds fast to
changes in continental precipitation, (ii) lacks post-depositional biases
(i.e. dissolution), and (iii) is not influenced by effects related to rainfall
isotopic fractionation and changes in relative sea-level or biogenic car-
bonate production.

Employing the quartz OSL and TL sensitivities of fine sediments
recovered from marine cores as palaeoclimate proxies is a novelty
(Campos et al., 2022, 2025; Mendes et al., 2019) and, thus, some
methodological aspects have not yet been broadly appraised. In the
pioneer work by Mendes et al. (2019), and then in Campos et al. (2022),
the procedures to prepare the polymineral samples for luminescence
measurements included chemical treatments with hydrogen peroxide
and hydrochloric acid to eliminate organic matter and carbonate min-
erals, respectively, and making a solution by adding alcohol/acetone to
the remaining sediment until 5 mL; after homogenised, three aliquots
(discs) per sample were prepared by adding four drops of the solution on
luminescence measurement discs (Mendes et al., 2019). In that study,
however, the amount of material (given the number of solution drops)
used to mount each disc (aliquot), the necessary number (n) of aliquots
per sample, and the grain size selection have not been systematically
evaluated.

Regarding the luminescence measurement conditions, OSL and TL
sensitivities are usually calculated from signals obtained using regen-
erative doses after preheating, and with hot optical stimulation, in case
of OSL sensitivity measurements (e.g., Liu et al., 2022; Mendes et al.,
2019; Sawakuchi et al., 2018; Zhang et al., 2023). OSL measurements
usually include such thermal treatments (i.e., preheating and hot optical
stimulation) to avoid contamination from the peak-shaped isothermal
TL signal in the OSL (Murray and Wintle, 2003), increasing the
fast-to-slow components ratio (Jain et al., 2003). Studies have demon-
strated that the unstable signals coming from medium and slow com-
ponents may also be sensitized (e.g., Moska and Murray, 2006;
Tsukamoto et al., 2011) and, thus, are potentially useful. However, in
case of polymineralic samples, the presence of feldspar would interfere
in the analysis, making it difficult to distinguish the signals from me-
dium and slow components. Sawakuchi et al. (2020) have conducted
tests varying preheating and stimulation temperatures for measuring the
quartz OSL sensitivity of sediments from various geologic contexts, but
these tests were performed with pure quartz aliquots in the sand grain
size ((150-250) pm) and the OSL signals derived from regenerative
doses. They have also measured silt samples from marine sediment core
GeoB16206-1 collected offshore northeastern Brazil (also used in this
study), however they have neither measured TL sensitivity nor investi-
gated the OSL sensitivity of signals derived from natural doses or any
different procedures when preparing the aliquots (Sawakuchi et al.,
2020).

Radiation Measurements 187 (2025) 107490

Here, we aim at broadening the tests performed by Sawakuchi et al.
(2020) on silt grain size samples, which dominate marine or lacustrine
sediment cores collected for palaeoclimate investigations. Simplifying
the procedures to assess quartz luminescence sensitivity of fine-grained
sediments, keeping the reliability and significance of the results, would
be a substantial contribution to the scientific community engaged in
using quartz OSL and TL sensitivities in sediment provenance and
palaeoclimate investigations. A simpler preparation and faster reading
protocol could significantly decrease the time necessary to prepare and
analyse samples, allowing higher resolution luminescence studies from
sediment cores.

Five tests are presented in this study, each one exploring a different
aspect of the sample and/or aliquot preparation (Table 1): (1) lumi-
nescence measurement conditions; (2) aliquot mass; (3) number of ali-
quots per sample; (4) grain size selection; and (5) feldspar
concentration. Test 1 aims at verifying if/how the sensitivity from a
natural OSL signal (i.e., acquired during burial irradiation) measured
without preheating and stimulated at room temperature (blue OSL at
20 °C) correlates to a signal derived from regenerative dose, with pre-
heating and hot blue light stimulation (blue OSL at 125 °C). Tests 2 and 3
aim at, respectively, verifying the quartz OSL and TL sensitivity de-
pendency on aliquot mass and determining how many aliquots per
sample are sufficient to obtain reproducible results. Test 4 aim at
assessing the quartz OSL and TL sensitivity dependency on grain size
selection. Finally, Test 5 includes treatment with hydrofluoric acid (HF)
to a sample of low quartz luminescence sensitivity and/or high feldspar
content to reduce feldspar concentration and, thus, increase the pro-
portion of quartz OSL signal. The results of these five tests are presented
and discussed in light of other quartz luminescence sensitivity data
obtained from protocols of published studies in similar sediment cores
retrieved from the Brazilian continental margin (e.g., Campos et al.,
2022; Mendes et al., 2019; Sawakuchi et al., 2018, 2020).

2. Materials and methods

Given the strong methodological aspect of this work and to facilitate
the reading, only general information that applies to all tests will be
presented in this section. Details on the materials and methods
employed in each test will be presented in dedicated sections along with
respective results and discussions. A summary of all tests specificities is
provided in Table 1.

2.1. Studied marine sediment cores

Tests were performed using fine-grained (silt) polymineral sediments
from two marine sediment cores, namely GeoB16206-1 (Mulitza et al.,
2013) and M78/1-235-1 (Bahr et al., 2018). The first four tests were
performed using the samples from GeoB16206-1, while the fifth test was
performed with a sample from M78/1-235-1 (Table 1). In all cases, the
sample code represents the depth of the sample within the core to which
a modelled age is associated (Niirnberg et al., 2021; Zhang et al., 2015).

Both marine sediment cores studied here comprehend a mixture of
marine biogenic and continental terrigenous sediments delivered by
South American rivers. GeoB16206-1 was retrieved from the north-
eastern Brazilian continental slope (1°34.75'S, 43°01.42' W) at a water
depth of 1367 m (Supplementary Fig. S1) during cruise MSM20/3
(AMADEUS; Mulitza et al., 2013). The most important river delivering
sediments to this area is the Parnaiba River (Supplementary Fig. S1)
(Zhang et al., 2015). The sediments (continental terrigenous and marine
biogenic clasts) of GeoB16206-1 have already been extensively studied
and reported in previous studies (e.g. Campos et al., 2022; Portilho-R-
amos et al., 2017; Zhang et al., 2015), including the study by Mendes
et al. (2019) and Sawakuchi et al. (2020) who have also investigated its
quartz luminescence sensitivity. In fact, core GeoB16206-1 was selected
because it has already been studied using “conventional protocols” to
measure the quartz OSL and TL sensitivities (Mendes et al., 2019) and,
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Table 1
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— Summary of all tests performed in this study, where: aliquot n indicates the number of aliquots (discs) mounted for each sample; drop n makes reference to the number
(quantity) of drops of the solution with sediment and alcohol that make each aliquot; %BOSL;s represents the quartz optically stimulated luminescence (OSL)
sensitivity given as the percentage of the contribution of blue OSL fast component (BOSL15) to the other more slowly decaying components (see section 2.5).

#  Test identification Core Aliquot Drop Signal type Thermal Test purpose
n n treatment
1 Luminescence GeoB16206- 3 5 Natural No To check whether natural signals measured at room temperature and
Measurement 1 without thermal treatment can yield %BOSL;s values comparable to those
conditions obtained from regenerated OSL signals measured with thermal treatments
2 Aliquot mass GeoB16206- 3 1to Regenerated  Yes To check the dependency of %BOSL;s and %TLj10 to the size (mass) of the
1 10 aliquot
3 Number of aliquots GeoB16206- 10 5 Regenerated  Yes To check how many aliquots per sample are sufficient to obtain
1 reproducible results
4 Grain size dependence GeoB16206- 3 5 Regenerated  Yes To check the dependency of mean of %BOSL;s and %TL11¢ to grain size
1 selection
5 Feldspar concentration M78/1-235 6 5 Regenerated ~ Yes To check whether the %BOSL;5 and %TL;10 could be improved by
removing/reducing the interference of feldspars
thus, our results could be compared to theirs. By “conventional pro- Table 2
able

tocols” we mean calculating the OSL sensitivity from regenerated sig-
nals, after a preheating and with light stimulation at 125 °C. The
geochronological framework for this marine sediment core is based on
radiocarbon ages from planktonic foraminifera (Zhang et al., 2015).
Here, we updated the original age model by employing a more recent
radiocarbon calibration curve (IntCal20, Reimer et al., 2020) and a local
marine reservoir correction derived from model experiments (Butzin
et al., 2020; Heaton et al., 2020) as implemented in the software Pale-
oDataView (Langner and Mulitza, 2019) (Supplementary Fig. S2).

Piston core M78/1-235-1 was retrieved off Trinidad (11°36.53' N,
60°57.86' W) at a water depth of 852.2 m during cruise 78/1 (Schonfeld
et al., 2012). This area is under the influence of the Orinoco River
discharge (Supplementary Fig. S1), the third-largest drainage basin in
South America. The age model used was published by Niirnberg et al.
(2021), who has updated and extended the chronostratigraphy initially
published by Hoffmann et al. (2014) and Poggemann et al. (2017, 2018).
Preliminary (screening) tests have shown that the sediments delivered
by the Orinoco River are characterized by low luminescence sensitivity
quartz and relatively high content of feldspar, which makes it a good
case to include in our tests for improving samples preparation and
measurement protocols.

Bulk samples from GeoB16206-1 were collected at the University of
Bremen (Germany) and stored in the Luminescence and Gamma Spec-
trometry Laboratory (LEGAL) at the Institute of Geosciences of the
University of Sao Paulo (IGc-USP, Brazil). M78/1-235 samples were
collected at GEOMAR, Kiel (Germany), and stored at LEGAL. All samples
were processed and measured at LEGAL.

2.2. Luminescence measurements

Table 2 presents the protocols applied for the luminescence mea-
surements in Test 1 (left column) and the Tests 2 to 5 (right column).
Infrared stimulated luminescence (IRSL), detected through ultraviolet
(UV) filters, was used before OSL to reduce feldspar luminescence with
minor influence on quartz OSL (Wallinga et al., 2002).

All luminescence measurements were carried out using a Risg TL/
OSL DA-20 reader in the LEGAL facilities. The reader is equipped with
a%%Sr/°°Y beta source, delivering a dose rate of ~0.075 Gy/s, blue ((470
+ 20) nm, maximum power of 80 mW/cm?) and infrared (870 nm,
maximum power of 145 mW/cm~2) LEDs for stimulation, and Hoya U-
340 filter for light detection in the UV band (290 nm-340 nm).

2.3. Luminescence sensitivities calculation

Following Sawakuchi et al. (2018), the OSL sensitivity was calcu-
lated in relative terms as expressed in Equation (1):

— Optically stimulated luminescence (OSL) and thermoluminescence (TL) sen-
sitivities measurement sequences employed in Test 1 (left-hand column) and
tests 2 to 5 (right-hand column). Infrared stimulated luminescence (IRSL) is used
to presumably deplete the luminescence emitted by feldspar grains. The dose
size given (steps 3 and 8) was test-specific: 15 Gy in tests 1 to 4, and 50 Gy in test
5. Note that the main difference between both sequences shown in the left-hand
and right-hand columns is that in the left-hand column, there is no quartz
bleaching step at the beginning of the sequence, and the measurements of the
natural dose signal are made at room temperature. Steps assigned with an index
“b” correspond to measurements run for appraising the remnant signal used for
background calculation of the previous measurement.

Step  Treatment for Test 1 Treatment for tests 2 to 5

1 IRSL at 20 °C for 100 s IRSL at 125 °C for 100 s (bleaching)

2 OSL at 20 °C for 100 s (Lnyg-c) OSL at 125 °C for 100 s (bleaching)

2b OSL at 20 °C for 100 s (background)

3 Beta irradiation (15 Gy) Beta irradiation (15 or 50 Gy)

4 TL at 200 °C for 10's, 5 °C per s TL at 200 °C for 10's, 5 °C per s
(preheating) (preheating)

5 IRSL at 125 °C for 100 s IRSL at 125 °C for 100 s

6 OSL at 125 °C for 100 s (Lx125:c) OSL at 125 °C for 100 s

6b OSL at 125 °C for 100 s OSL at 125 °C for 100 s
(background) (background)

7 TL at 250 °C for 0's, 5 °C per s TL at 250 °C for 0s, 5 °C per s

8 Beta irradiation (15 Gy) Beta irradiation (15 or 50 Gy)

9 TL at 250 °C for 0's, 5 °C per s TL at 250 °C for 0's, 5 °C per s

9b TL at 250 °C for 0's, 5 °C per s TL at 250 °C for 0's, 5 °C per s
(background) (background)

%BOLS,, — —205k019 = BGoa g (Equation 1)

BOSLp.100 s — BGp:100 s

Where BOSL¢.; sj and BOSL¢.100 s correspond, respectively, to the in-
tegral of the first second and of the total OSL curve recorded in step 6
(Table 2). Similarly, BGpo.1 5] and BGpo:100 5] correspond to the integrals
of the respective intervals but from the OSL curve recorded in step 6b
(Table 2), a measure of the signal background. This calculation yields an
OSL sensitivity relative value (%), hereafter termed %BOSL;5, which
corresponds to a signal dominated by the fast OSL component, assuming
the first second of light emission as dominated by the fast OSL compo-
nent, in relation to the medium and slow components. This approach
aims to reduce instrumental influence on luminescence sensitivity esti-
mates, which is needed for intercomparison of data obtained by different
luminescence readers.

Similarly, TL relative sensitivity (%) was obtained by the ratio of the
integral of a temperature interval around the so-called 110 °C TL peak,
minus the respective background, to the integral of the total curve,
minus the respective background (Equation (2)). Since the 110 °C TL
peak was observed to occur below 110 °C, the integration limit com-
prehended the curve area from 50 °C to 100 °C. The background (BG in
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Equation (2)) was obtained from the TL curve measured in step 9b
(Table 2, left-hand column), in which the signal had been depleted in the
previous step. Hereafter, such TL relative sensitivity is termed %TLj1.

TLis0:100 °c) — BGis0:100 <]

%TLy19 = (Equation 2)

TLio.250 °c) — BGyo:250 =)
3. Test 1: luminescence measurement conditions

In Test 1, 28 light-protected samples (i.e., having the natural lumi-
nescence signal preserved) were selected from core GeoB16206-1,
covering the last 30,000 years. For each sample, approximately 0.5 g
of sediment was weighted and put into a 50 mL Falcon tube. They were
subjected to chemical treatment using oxygen peroxide (H202) 35 % and
hydrochloric acid (HCI) 40 % to remove organic matter and carbonates,
respectively. Between the acidic treatments, samples were washed with
distilled water (and centrifuged) until the reagents were completely
removed. Alcohol (70 %) was added until 10 mL to the remaining ma-
terial to make a solution, which was homogenised and left to rest for 18 s
before a sub-sample was collected at depth of ~1 cm using a disposable
pipette. When necessary, the homogenisation was facilitated by putting
the tubes in an ultrasonic cleaner for a few minutes (to deflocculate the
sample). Using the disposable pipette, a drop (~0.05 mL) at a time was
dripped on each disc until completing five drops - i.e., one drop was
added to each disc, then the second, then the third, then the fourth, and
finally the fifth. In test 1, three aliquots per sample, making 28 in total,
were mounted on luminescence discs (Table 1). We opted for heating
these discs up to 40 °C on a hot plate to speed up the liquid (alcohol)
evaporation. That interval of 18 s was given by Stokes’ Law and ensures
that we sub-sampled in the range of interest only, i.e., <63 pm. Unlike all
other tests, all procedures in Test 1 were performed under subdued or-
ange light to preserve the sample natural dose.

The luminescence measurements for Test 1 followed the protocol
presented in Table 2, left column. The aliquots, which had their natural
dose preserved, were first stimulated with IRSL at room temperature
(20 °C) for 100 s to reduce the feldspar signals (step 1). Then, they were
stimulated twice with blue OSL at room temperature for 100 s to mea-
sure the natural quartz OSL signal (Lnggoc, step 2) and its respective
background (step 2b). Next, a known dose of 15 Gy was administered
(step 3), aliquots were preheated to 200 °C for 10 s (step 4), and we
repeated the IRSL (step 5) and OSL stimulations (steps 6 and 6b) but, this
time, at 125 °C. Finally, aliquots were heated to 250 °C as a clean out, a
dose of 15 Gy was given, and a TL stimulation at 250 °C was employed
twice to register the TL glow curves given by 15 Gy (step 9) and 0 Gy (i.
e., background; step 9b). The data given step 2 (and 2b) corresponds to
the signal used to calculate the OSL sensitivity of Lnygec: a signal given
by a natural dose, measured at room temperature, and without any
preheating treatment. The data given in step 6 (and 6b) corresponds to
the signal used to calculate the OSL sensitivity of Lxjo5:c: a signal given
by a laboratory dose, preheated to 200 °C, and stimulated at 125 °C.

OSL sensitivities were calculated based on Equation (1). Addition-
ally, we calculated ratios between the IRSL and OSL data (IRSL[is)/
BOSL15)), which give information on the feldspar content. The IRSL
intensity (IRSL[15)) was given by the integral of the first second of the
IRSL stimulation curve, minus a late background (last 10 s of the curve).
Test 1 results were normalised in order to compare our results to those
published by Mendes et al. (2019) and Sawakuchi et al. (2020), who
investigated the same sediment core used in this test (i.e.,
GeoB16206-1). We used the Z-score normalisation, obtained by sub-
tracting from each value the mean and dividing it by the standard de-
viation of the dataset.

3.1. Test 1: results and discussion

BOSL counts in the first second of the light stimulation given by each
approach were different, with Lnyye¢ yielding twice as many counts as
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the Lxj25:¢ (Fig. 1A). Such difference in the absolute number of counts is
not surprising, as they derived from doses of different sizes — natural and
unknown dose, which varied from sample to sample, against a fixed
regenerative dose of 15 Gy. The %BOSL; values, in turn, were notably
similar (Fig. 1C; Table S1) and showed significant positive correlation (r
= 0.86, a = 0.05; Fig. 2). %BOSL;s mean values (+1c) derived from
Lngg-c and Lxjose¢ signals ranged from (9 + 2) % to (38 + 11) % and
from (8.9 + 0.5) % to (25 + 4) %, respectively (Fig. 1C and Fig. 2;
Table S1).

The IRSL[15)/BOSL15) data given by Lnggec and Lx;2se¢ signals were
also very similar to each other (Fig. 1D). Noteworthy is the relation
between %BOSL;s and IRSL[15/BOSL[1s) data: decreasing mean %
BOSL; values were accompanied by an increasing trend of the IRSL{15)/
BOSLy;4) ratio (e.g., see in Fig. 1C and D the trend from depth ~350 cm
towards the core top), when the feldspar contribution increases (Fig. 1B,
from 350 cm to 0 cm). Were this correlation positive, i.e., with IRSL[15/
BOSL[15) and BOSL increasing/decreasing in the same direction, it would
be an indication that the OSL signal is not coming from quartz but is
dominated by feldspar. In case of polymineral samples characterized by
low quartz sensitivity and high content of feldspar, other procedures
would be necessary to see quartz OSL signal, such as thermal sensiti-
zation, pulsed OSL, or acid treatments for example.

The normalised data shown in Fig. 3, performed to allow data
intercomparison, make it even more evident that quartz OSL sensitivity
from natural signals measured at room temperature and without pre-
heating agree with those derived from signals of regenerative doses
measured with thermal treatments. Moreover, the results given by
Lnyg:c (this study) are also in line to those reported by Sawakuchi et al.
(2020), who investigated the role of thermal treatments on quartz OSL
sensitivity measurements using samples from the same core as in this
study (i.e., GeoB16206-1) but employing a regenerative dose (Lx2¢°c, 10
Gy) (Fig. 3B).

Some variation in the calculated %BOSL;s data among these ap-
proaches was expected because of fundamental differences among nat-
ural and laboratory irradiations (e.g., Peng et al., 2022), mainly under
different thermal treatments (e.g., Wang et al., 2021; Murray and
Wintle, 1998). OSL signals from natural doses are less affected by the
preheating treatments because, in fact, they already have a smaller
contribution of medium and slow components, which are more unstable
and, thus, naturally fade through time. In the case of OSL signals from
regenerative doses, the time between irradiation and light stimulation
often used (<300 s) is not sufficiently long to allow the fading of the
unstable components and, therefore, the preheating is employed prior to
the light stimulation to essentially remove them (Jain et al., 2007). Such
removal of unstable components through artificial heating is efficient,
but not as efficient as the fading in nature. For instance, Wang et al.
(2021) have reported on how differently natural and regenerated OSL
signals of fine-grained quartz may respond to the same thermal treat-
ment and how these differences may affect the equivalent dose (ED)
estimation for OSL dating. They showed that quartz OSL sensitivity of
signals from regenerative doses (Lx signals) are much more affected by
variations in the preheat temperature than the signals from natural
doses (Ln signals), resulting in ED (and so age) underestimation (Wang
et al., 2021). Here, however, these differences between natural and
regenerative dose signals and their response to preheating did not seem
to affect the analysis outcome, for both Lnggec and Lx;25:¢ signals pro-
vided results (OSL sensitivity) that point in the same direction. More-
over, it is noteworthy that no difference nor pattern in the %BOSL; data
error bars behaviour was observed: Lngoe¢ data did not necessarily yield
larger relative standard errors than the respective Lxjzs-¢c data
(Table S1). One could expect to see this systematic difference in the error
bars, because of intra-sample dose differences: the natural dose in each
aliquot for the same depth is expected to be similar but may not be the
same, whereas the regenerative (laboratory) dose is the same. Our
observation reinforces that the relative luminescence sensitivity is not
dependent on dose size.
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are multiplied by 10°. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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Fig. 2. — Correlation between %BOSL;; data obtained from natural and re-
generated (15 Gy) OSL signals measured, respectively, at room temperature
without preheating (Lngpc) and at 125 °C after a preheating of
200 °C (LX125=C).

Test 1 results suggest that both natural and laboratory signals yield %
BOSL;s with similar range and precision. Such conclusions are encour-
aging, for they open the possibility of making fast measurements directly
on core samples using portable luminescence readers, such as other
measurements (e.g., gamma density, magnetic susceptibility, X-ray
fluorescence, etc.) are already routinely performed using multisensor
core loggers. A drawback, however, could be making measurements in
bulk samples (in contrast to what was used in this study and by Sawa-
kuchi et al. (2020)). One could argue that if the measurements of this
study had been performed with bulk samples (i.e., if organic matter and
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Fig. 3. — Normalised luminescence sensitivity data of samples from marine
sediment core GeoB16206-1 obtained in Test 1 (green and orange curves), and
the data (magenta curve) compiled from Sawakuchi et al. (2020). While panel
(A) shows IRSL(y5/BOSL[15;, panel (B) depicts %BOSL;s both normalised.
Green and magenta curves show OSL signals of natural dose (Lnyg:c; this study)
and of regenerative dose (10 Gy, Lxog-c; Sawakuchi et al., 2020), respectively,
both stimulated at room temperature without preheating. The orange curve
shows the OSL regenerated signals stimulated at 125 °C, after preheating at
200 °C (15 Gy, Lx;5¢c; this study). Gray-shaded areas indicate the period of the
events Heinrich stadials (HS1 and HS2) and Younger Dryas (YD). (For inter-
pretation of the references to colour in this figure legend, the reader is referred
to the Web version of this article.)
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carbonates had not been removed), the natural signals measured at
room temperature (Lnyg-c) would not yield sensitivity results similar to
those from regenerative dose measured in the presence of thermal
treatments (Lx;25°c). To address that, a preliminary test was performed
using some light-exposed bulk samples from GeoB16206-1 that were
still available and had been investigated by Mendes et al. (2019) and by
Sawakuchi et al. (2020). %BOSL; results from Lx;25:¢c signals of bulk
versus treated samples showed satisfactory correlation (r = 0.76, Sup-
plementary Fig. S3A) and followed the same trend as those from Lxggec
obtained by Sawakuchi et al. (2020) (Supplementary Fig. S3B). Thus,
the results obtained in Test 1 (LIIZOOC, Lxo0ec, LX125°C, and Lx125°C from
treated and bulk samples) were satisfactorily similar. They all provide
information for palaeoclimate interpretation in the same direction as
reported by Mendes et al. (2019): higher %BOSL;s values during the
climate events Heinrich stadials (HS1 and HS2) and Younger Dryas (YD),
which are characterized by enhanced precipitation, followed by a
gradual decrease in %BOSL;, along the Holocene (Fig. 3B).

4. Test 2: aliquot mass

Test 2 was performed using a sample from GeoB16206-1, the same as
in Tests 3 and 4. In these tests (2 to 4), there was no need to select a
sample whose natural signal was still preserved and, thus, the selected
representative sample was that with (i) the higher amount of bulk ma-
terial still available and (ii) the higher quartz signal sensitivity given in
previous/preliminary measurements. Following the criteria above, the
selected sample was from the downcore depth 490 cm of core
GeoB16206-1.

The selected sample was prepared in the same manner as that in Test
1 (i.e., weighting to ~0.5 g, treating with HyO2 35 % and HCI 40 %, and
making a solution with alcohol), however aliquots were mounted
differently. Here, we used the same sample (i.e., same core (GeoB16206-
1), same depth (490 cm)) to prepare 30 discs varying from one to ten
drops every three discs, which makes three aliquots per number of
drops. Therefore, in this case, “sample 1” corresponds to aliquots pre-
pared with one drop of the solution, “sample 2” with two drops, and so
on until getting to the tenth sample prepared with ten drops per disc. For
samples with more than five drops, it was necessary to wait until the
solution on the disc (aliquot) had evaporated to add the remaining drop.
Finally, these discs were weighted with and without the sample after
being measured (on the luminescence reader) to determine each ali-
quot’s mass. Mean weights (+ standard deviation, n = 3) of the aliquots
according to the number of drops (1 to 10) added to the discs were the
following: (0.42 + 0.07) mg, (0.84 + 0.10) mg, (1.34 + 0.10) mg, (1.69
+ 0.06) mg, (2.29 + 0.04) mg, (2.92 £ 0.12) mg, (3.37 + 0.42) mg,
(3.75 £ 0.08) mg, (4.98 + 0.48) mg, and (5.2 + 1.01) mg.

The luminescence measurements in Test 2 employed the protocol
shown in Table 2, right column, which is similar to that used to measure
Lxj25¢¢ signals in Test 1. The difference is that, here, the aliquots were
bleached using IRSL and OSL stimulations at 125 °C for 100 s.

4.1. Test 2: results and discussion

In Test 2, the dependency of %BOSL,s and %TLj1¢ on aliquot mass
was assessed. Results are summarised in Fig. 4, which shows the mean
values calculated for %BOSL;s and TLj10 sensitivity obtained for ali-
quots of 0.4 mg to 5.2 mg. The data did not show any clear trend with the
increase in the mass of the aliquots (Fig. 4). Most samples fell within the
mean values of (18.6 + 2.18) % and (26.0 + 3.20) % for %BOSL,s and
TL110 sensitivity, respectively (Fig. 4).

Test 2 results were encouraging, for it was observed no dependency
(nor trend) of %BOSL;s on the aliquot mass — no dependency for the
considered interval of 0.4 mg to 5.2 mg, at least. It means that a stan-
dardized aliquot preparation procedure is enough for reliable (relative)
sensitivity measurements in fine-grained sediments, dismissing the need
for adopting a more laborious procedure that include weighting each
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Fig. 4. — Test 2 results. The y-axis shows the sensitivity values for %BOSL;
(blue circles) and %TL1¢ (red squares) data. Each symbol represents the mean
+ 1o of three aliquots made using the same quantity of drops (1-10). The blue
and red horizontal solid lines and shaded areas indicate the average of all %
BOSL;s and %TL,¢ data, respectively (shaded areas correspond to 1c). (For
interpretation of the references to colour in this figure legend, the reader is
referred to the Web version of this article.)

disc to calculate absolute sensitivity values (i.e., in cts-Gy~'-mg ™). For
this sample (GeoB16206-1, depth 490 cm), to which was given a labo-
ratory dose of 15 Gy, an aliquot with a mass as low as 0.5 mg is enough
to yield reliable and reproducible %BOSLs and %TL;;¢ values. Consis-
tency is probably what matters the most, i.e., to use the same measure
(drops quantity) for all aliquots of the same sediment core. Since there is
no trend and aliquots made of, for instance, 4 or 9 drops yield similar
results, there is no need to spend effort and material mounting discs with
more grains; 4 drops (1.7 mg) are enough.

5. Test 3: number of aliquots

Test 3 was performed with aliquots made with the sample of core
GeoB16206-1 at the depth 490 cm (i.e., the same as in Tests 2 and 4).
The sample preparation followed those in the previous tests (i.e., same
acid treatments and general manner to prepare the aliquots), but we
prepared ten aliquots with five solution drops each (Table 1).

The luminescence measurement conditions were the same used in
the previous test, Test 2 (Table 2, right column).

5.1. Test 3: results and discussion

Here, mean %BOSL;5 and %TL;1¢ values were calculated using 3, 6,
9, 12, 15, 18, 21, and 24 aliquots. In general, the mean values varied
within error limits with the changing number of aliquots: %BOSL;s
ranged from (13.5 + 3.5) % to (16.6 + 2.6) %, and the %TL;1o ranged
from (29.0 + 3.3) % to (31.2 + 6.6) % (Fig. 5). The most expressive
variation was observed for %BOSL;s and %TL;19 mean values as the
numbers of aliquots increased from 3 to 6. In fact, results given by more
than six aliquots are indistinguishable (Fig. 5). As for the data disper-
sion, the larger the number of aliquots, the smaller the relative standard
deviation: from three to 24 aliquots, relative standard errors decreased
from 26 % to 16 % for %BOSL1s, and from 21 % to 12 % for %TL11o.

Test 3 showed that measuring few aliquots can provide good enough
results. Our results demonstrate that, for fine-grained samples, six ali-
quots are sufficient to yield quartz %BOSL;s and %TL1;¢ values com-
parable to as if 24 aliquots were used (Fig. 5). This is probably because
aliquots mounted with silt contain a large number of grains compared to
sand grains aliquots, which averages the results (Duller, 2008). Obvi-
ously, error bars become smaller if more aliquots are employed and,
whenever possible, it is preferable to work with smaller uncertainties.
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given by lo. Solid and dashed horizontal lines represent, respectively, the
average and + 1o of all points.

However, making more aliquots increases the time of luminescence
measurements, which may be a limiting factor in many circumstances.
Given the simplicity of the Tests 2 and 3, we recommend performing
them prior to sensitivity measurements to ensure that the best choice is
made for each set of samples. These tests could be used in the same way
the preheat plateau and the dose recovery tests are used for OSL dating
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using SAR protocol (Murray and Wintle, 2000).
6. Test 4: grain size dependence

The sample used in this test was the same as in Tests 2 and 3, i.e.,
from core GeoB16206-1 at 490 cm and, except when mounting the ali-
quots, the sample preparation (chemical treatment) was the same as in
Test 2 and 3. Here, samples rested for different time intervals (18, 60,
120, 180, 240, and 300 s) before sub-sampling and mounting the ali-
quots (3 per settling time, with five solution drops each) to assess the
effect of grain size in measured quartz OSL and TL sensitivities (Table 1).
Given that the solution column was of 2 cm and that it was sub-sampled
at a depth of 1 cm, the expected grain sizes after 18, 60, 120, 180, 240,
and 300 s were, respectively: <34 pm, <19 pm, <13 pm, <11 pm, <9.5
pm, and <8.5 pm.

The luminescence measurements in Test 4 employed the protocol
shown in Table 2, right column (same as Tests 2 and 3). For Test 4,
however, the intensity of the IRSL signal (IRSL[;s)) obtained for each
sediment settling time was also calculated to investigate the behaviour
of the feldspar signal with the change in grain size.

6.1. Test 4: results and discussion

Results obtained in Test 4 show that mean IRSL[;5) values decrease
from (530 + 92) cts to (46 + 16) cts as the aliquots grain size decreases
from <34 pm to <8.5 pm (Fig. 6A). The solution volume (i.e., number of
drops) used to mount these aliquots was the same, however the aliquot
mass varies, since finer grains were preferably subsampled with longer
settling times. The given dose was the same (i.e., 15 Gy). As shown in
Fig. 6A, the most expressive change was observed from settling time 18 s
to 120 s, and the mean IRSL[;5) did not change significantly in settling
times higher than 120 s.

As for the %BOSL;5 data, we could confidently calculate the sensi-
tivity only for the first two settling time intervals, i.e., with aliquots
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Fig. 6. — Results from Test 4 (grain size dependence): luminescence data as a function of varying settling time and, therefore, of different grain sizes. Panels (A), (B)
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BOSL 15 data (D), and the relative sensitivities from quartz BOSL (E) and TL (F) signals obtained after different settling times. Each data point corresponds to the

mean of three aliquots + standard error.



P.E. Souza et al.

made of grains coarser than 13 pm. OSL signals recovered after longer
intervals (>120 s) were either slightly above or at the background level
(Fig. 6B), which may jeopardize the %BOSL results (Fig. 6E). It is likely
that the amount of quartz and feldspar grains left after longer intervals
(<13 pm) was too small to detect.

The %TLq; data suggests an increasing trend of the quartz propor-
tion towards aliquots made of finer grains. There was little variation ((30
+4) % to (31 £ 2) %) among aliquots made with grains of 34 to 13 pm;
however, the mean %TL;1¢ increased from (30 + 2) % to (45 + 11) %
and remained at this level for aliquots made of grains <11 pm (Fig. 6F).
Respective glow curves confirm a change in the TL curves shape as
settling times became longer and aliquots were composed of finer grains
(Fig. 7). For the first three grain size ranges (<34 pm, <19 pm, and <13
pm), the quartz TL curves did not show a typical pure-quartz TL;¢ peak,
i.e., a curve that increases from a background level, peaks near 110 °C
(here ~90 °C), and then returns to the background level. Instead, after
the peak near 90 °C, these TL curves slowly decreased and did not reach
the background level (Fig. 7). In the case of the aliquots made with
grains <11 pm, the TLj;o peak was better defined (lower panels in
Fig. 7), although less intense (i.e., with fewer counts; see Fig. 6C and
insets in Fig. 7).

In Test 4, we attempted to see how the quartz sensitivity varies for
different grain sizes of the same sample, which were obtained by
increasing the settling time before mounting the aliquots on the stainless
discs. The rationale is that the proportion of feldspar in the aliquots
made of finer fractions may be smaller because they are more suscep-
tible to the weathering process and, thus, may have been dissolved or
transformed in autogenic clay minerals. As we go for longer settling
times, the amount of material in the aliquot is too small and there is a
large intra-sample variation, which may limit the data analysis to some
extent. The results shown in Fig. 7 make it clear that both feldspar and
quartz signals are significantly reduced after settling time intervals
>120 s (aliquots <13 pm). The %BOSL;s values of aliquots made of
grains <13 pm are too low (near the background level) and, thus, they
rather better not be taken at face values but be qualitatively interpreted
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as “low sensitivity” or even “dim” signals.

The large errors reflect the fact that the longer the settling time, the
more difficult it is to prepare even aliquots (at least, manually). If the
large error bars are ignored for a moment, the data seem to suggest that
after 60 s (grain sizes <19 pm) it is possible to recover slightly larger %
BOSL;s mean values than when in the presence of “larger” grains
(Fig. 6E), possibly because the proportion of quartz increases. In fact, the
mean IRSL[1s) values decrease from 18 s to 60 s (Fig. 6A), indicating less
feldspar contribution in the later. The effect of decreasing feldspar
content in aliquots made of finer grains is also evident in the TL data,
which show an increasing mean %TLj;¢ as settling time increases
(Fig. 6F) and an improvement in the TL curves shape (Fig. 7). Note that it
is only after settling times >120 s that the TL;10 quartz peak is better
distinguishable and not followed by a plateau that could be related to
the feldspar TL signal (Fig. 7). We conclude that working with finer
grains is an efficient way to remove the contribution from feldspar,
mainly from TL signals. However, the fact that the OSL counts become
too low in aliquots made after longer settling time (>120 s) limits this
strategy as a means to minimize the feldspar contribution to improve the
%BOSL; data, because most quartz is also being eliminated. In this case,
mounting larger aliquots (increasing the amount of material) may be
helpful.

7. Test 5: feldspar concentration

Unlike the other tests, Test 5 was performed using four representa-
tive samples selected from M78/1-235-1 core at depths at 118 cm, 128
cm, 133 cm and 253 cm. Three aliquots per sample were prepared using
the same chemical treatments (H,O; and HCl) and manner as the pre-
vious tests (settling time = 18 s, n drops in each aliquot = 5). Then, the
samples were subjected to an additional step with hydrofluoric acid (HF)
to eliminate or, at least, minimize the feldspar content in the sample. HF
40 % was administered to the samples and left to rest still for 1 h and 40
min. Supernatants were discarded, samples were washed with distilled
water and centrifuged until completely removing the reagent. Solutions
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given the different employed settling times (i.e., 18 s, 60 s, 120 s, 180 s, 240 s, and 300 s). Each curve corresponds to an aliquot made of grains in the size range
indicated in the graph top right corner. Insets show the respective IRSL curves. Note that the colours of the curves are only used to distinguish them - e.g., the black
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with alcohol and the remaining HF-treated sediments were then pre-
pared, homogenised, left to rest for 18 s, and subsampled in the same
manner as in the previous tests. Again, three aliquots per sample, with 5
drops of the solution each, were prepared. Therefore, in Test 5, we
prepared six aliquots per sample: three without HF attack and three after
HF attack.

The luminescence measurement followed the same protocol as in
Tests 2 to 4 (Table 2, right column), however the given dose in Test 5
was higher: 50 Gy.

7.1. Test 5: results and discussion

OSL, TL, and IRSL curves obtained in Test 5 with samples from core
M78/1-235-1 showed that employing an HF treatment to fine grained
polymineral samples was effective to improve all signals for quartz
sensitivity measurement purposes (Fig. 8B and D). In general, aliquots
treated with HF yield OSL decay curves with less counts (~50 % less
intense, Fig. 8A vs B), however there is an improvement in %BOSL;
values (Fig. 9A, Table S2). For instance, in the case of the sample rep-
resenting the depth 253 cm, the quartz OSL signals of two (out of three)
aliquots not treated with HF were not sufficiently above the background
level (i.e., they were smaller than two times the background plus 30);
therefore, they were on the edge for calculating %BOSL;s values
(Table S2). In contrast, all aliquots of sample “253 cm” subjected to HF
yielded an OSL signal sufficiently above the background that could be
used to calculate the %BOSL4 (Table S2).

TL curves of aliquots not treated with HF were characterised by a
growing signal following the so-called TL;;¢ peak (Fig. 8C) and, thus, the
area used for %TL;;¢ calculations included these higher values (counts)
following “the peak”. These counts are not related to quartz, but were
included in the %TLj1¢ calculation. Following the HF treatment, the
quartz TLj;o peak became clearly distinguishable (Fig. 8D), i.e., fol-
lowed by decreasing counts, resulting in less counts but quartz-related
TL (Table S2). Consequently, the %TL;;o was improved by adding the
HF step (Fig. 9B).

As for the IRSL signals, they were almost completely removed from
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aliquots treated with HF. On average, the IRSL signals of aliquots treated
with HF were 82 % lower than those not treated (Fig. 8E vs F, Table S2).
Accordingly, the IRSL[;5/BOSL[1) ratio in aliquots subjected to HF
treatment was significantly smaller (Fig. 9C and Table S2).

Finally, the results from the test in which HF was employed (i.e., Test
5) were also positive, showing a significant improvement in the data
after the acid treatment, as suggest in Prasad (2000). Although the HF
treatment causes a loss of both quartz and feldspar, feldspar dissolves
more effectively than quartz, increasing the relative proportion of the
later. Moreover, removing most of the feldspar reduces the background
in the subsequent OSL measurement, which helps better distinguish the
OSL signal and allows calculating its sensitivity (as observed in the case
of sample 253 cm, Table S2). This would be useful in sediment samples
hosting quartz grains with lower OSL and TL sensitivities.

In cases where the feldspar content is relatively high and/or the
quartz sensitivity is low, as it is the case of the samples from core M78/
1-235, including an HF attack may be the best approach, better than
increasing the settling time at least.

8. Conclusions

We tested different ways to prepare samples/aliquots for quartz OSL
and TL sensitivity measurements, aiming at simplifying or improving the
preparation steps for routine measurements in marine sediments. We
specifically worked with polymineral fine-grained sediments obtained
from two marine sediment cores collected in the western equatorial
Atlantic offshore the mouth of large rivers in sites accumulating from
terrigenous sediments.

Our tests show that natural OSL signals measured at room temper-
ature yield quartz OSL relative sensitivity values (i.e., %BOSL;s) com-
parable to those derived from regenerated signals with preheating and
hot stimulation. Such finding is encouraging as it shows the possibility of
speeding the measurements and of obtaining %BOSL;s values using
readers designed for core scanning. Usually, an OSL measurement for
sensitivity calculation of only one aliquot takes 20 min or more,
depending on the size of the regenerative dose and on the preheating

800 200 300
A C E
| Without HF Without HF 1 & Without HF
600 - 150 e P |
COAAT A \ \ 200
W g e
4004 100 - Wﬁfy/%‘v,?«”/f‘w‘“‘wwM“xc”\r‘u”VJ
< 200+ £ 50+ i S
g & 4 B
o g N = o i Q.
ﬂ 0 2 0 n 6‘&»@"?7{’9’ % 0 e 5
= L, = 118 cm
U)j After HF I__, 100 - After HF d s After HF 128 cm
O 2004 @ 757 133 cm
253 cm
4 ‘ 50
50 H !
150 AN ‘ !
A h [ yil{
f MMMWWM%W ¥
“"'« " ,\f»‘“., Py ‘ N
0 I’ T T T 0 + T T T
0 25 50 75 100 0 100 150 200 250
Time (s) Temperature (°C) Time (s)
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253

employed. However, if the natural dose is measured without any heat-
ing, the measurement time of one aliquot is reduced by 70 % and dis-
misses the use of an irradiation source.

Moreover, our tests show that the amount of fine-grained sediment
on the measurement discs does not affect the %BOSL;s and %TLj1¢ re-
sults. The aliquots’ mass was varied by an order of magnitude, but the
mean sensitivity values varied within errors. Increasing the number of
aliquots does not necessarily improve the results either: six or 24 ali-
quots yielded indistinguishable results in this study. The ideal amount of
material on the disc and the number of aliquots enough to provide
reliable results may vary among samples. Therefore, similarly to a pre-
heat plateau test that is routinely performed prior to OSL dating, we
recommend including these simple and straightforward tests to a
representative sample before performing luminescence sensitivity
measurements in a batch of samples. These tests save time, effort, and
material when mounting the aliquots.

In the case of fine-grained polymineral samples of characteristically
low quartz sensitivity and/or high feldspar content, increasing the
settling times before mounting the aliquot to work with finer grains
reduced the contribution from feldspar signals, improving the shape of
the TL curve. The %BOSL,s was not as improved as the TL because the

10
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intensity of the BOSL signal was too low (near the background level) in
the aliquots made of grains <13 pm (probably because of the very
limited amount of quartz left).

Finally, adding an HF treatment step in sample preparation improved
both %BOSL;5 and %TLj¢ results by significantly reducing the feldspar
content. Such approach, however, is more laborious and may not be
feasible for routine application in studies with tens to hundreds of
samples, which is common when working with core samples.
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