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A PRIMARY AND BACKUP
COOPERATIVE PROTECTION SYSTEM

BASED ON WIDE AREAAGENTS
R. Giovanini, D. V. Coury, Member, IEEE, K. M. Hopkinson, Student Member, IEEE and J. S. Thorp,

Fellow, IEEE

Abstract—Tïiis paper presents a study of wide área agents

based on communication for primary and backup coordinated
protection. Agents are used to give each protection component

contrai capacity as wdl as the ability to commuDicate with other
agents. We feel that this method naturally points towards a new
philosophy for primary and backup protection. Simulatíons are
used to illustrate concepts, using a simulatíon engiae named

EPOCHS that combines the EMTDC/PSCAD power simulator
with the NS2 network communications simulator. Results
iïlustrate the improved performance of our protectíon scheme. In

thís new protection system, agente were embedded in each of the
conveational protectíon components to construct an EED relay
(Intelligent Electronic Device). Tbe agent searches for relevant
infonnatíon by commuaicatíng with other agents. Agent
communications can take place at the same substatíon or at

remate substations. This informatíon can be nsed to detect

primary and remate faults, relay misoperatiou, breaker failures,
and to compensate such problems with much better performance
than that can be done in traditíonal schemes. Preliminary results
give us hope that the proposed protectíon scheme may be able to
contribute towards the mitígation of wide-area disturbances and

the power blackouts that frequentíy follow them.

ïndex Tenns — Power System Protectíon and

Communication, Cooperatíve Systems

I. INTRODUCTION

During the last decade, a new policy hás arisen for the

BraziUan power system utilities- The oïd monolithic system

was dismantled into a decentralized model. As a result, these

power systems are now being operated closer and closer to

fheir limits. ProblenK such as transmission congestion, power

fluctuations and smaller generation reserves are new

drawbacks in tiús scenario. Faster, more reliable, and better

coordinated protection and stability control are even more

criticai under this new environment than they have been in the

past. New mefhods are needed to overcome Üús chalenge.

Traditional protection relays are based on standalone units.
These relays take decision based on fheir local mputs and data

fi-om remate units are rarely used on their internai logic.

Communication plays a little role on these systems but relay

engmeers are begmning to study and access the benefíts of

wide arca communication. One of the technologies that hás

called attentíon is the success of Internet. The Internet hás
shown the capabilities and advantages of IP based networks.

With this in mind, the power indusüy started to consider this

kind of communication as a reliable way for improving the

protection of the electíc power grid. Faster responses, better

coordination and increased correctness are ali expected

features from commumcation.

Despite the great interest in the electric power community

ínvolving communication scenanos and protection, no
software hás offered the possiblity to simulate IP networks for

protection purposes. For this reason, a platform named
EPOCHS (Electric Power and Communícation Synchronizing

Simulator) was built EPOCHS combmes simulators fi-om

different domains (power systems and communication

networks) in order to evaluate protection schemes based on

commumcation.

This paper presents the study of wide área agents based on

communication for primaiy and backup coordinated

protectioiL An EEEE base power system was used in
conjunction with fíber-optíc ethemet network. Thie simulations

presenteei show fhe performance of these agents. Aspects

pertaímng to power systems and communication networks are

aaalysed. Caracteristics such as ü-affic congestion, and link

lesses are considered, as well as agent, and breaker failures. In

ali cases, the communication approach proves to be superior to

the legacy system.

II. AGENTSFORPROTECTIONANDCONTROLOFPOWER

SYSTEMS

The electnc power grid hás ü-aditionaUy been made up of a
large number of protection and control devices that act on
local mformation to respond to problems. ThÍs method works
well m some cases, but is inefficient in many others. Agents
have begun to be recognized as a natural solution to this
problem. in the electíc power research community. Their
autoaomous nature, ability to share infonnation and coordinate
actions, and the potential to be easily replaced fi-om remote
facilíties make them potentially valuable [l].

The protection and control scenarios that interest us use
geographically distnbuted agents located Ín a number of
Intelligent Electronic Devices (IBDs) as shown in Fig. l. An
IED is a hardware environment that hás fhe necessary
computational, communícation, and other 1/0 capabÍlÍtÍes
needed to support a software agent. An IED can be loaded
with agents fhat can perfomi control and/or protection
functionality. These agent-based DEDs work in an autonomous
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manner where they ínteract both wíth their environment and
with each other. An example of this might be digital relays
where each one hás Íts own thread of local control, but they
perceive a more global scope ofthe system and act m response
to their non-Iocal environment by commumcatmg wiíh other
agents either via Local Área Networks fLANs) or via Wide
AreaNetworks fWANs).

Power Plant - Cwifrol Centw - Substatjon

ISCADA Systóm Host i Computer

fEthemetLAN

ProtecBon ProtecSon Control Control
IED IED IED IED

Substaiion

Fig. l Placements of the Agent-based EEDs within the Utility ïntranet
Infrastructure

The agent-based EED's stmcture is depicted in Fig. 2.

Agents withm an IBD perceive their environment fhrough

local sensors and act upon it through the IED's actuators.

Examples of sensor inputs might iaclude local measurements

of the currení, voltage, and breaker status. Actuator outputs

might include breaker trip signals, adjustmg transfomier tap

settings, and swítching signals in capacitar banks. Agents

might even interface with systems such as Supervisory Control

and Data Acquisition (SCADA) systems. The host computer

shown in Fig. l could act as a bridge between the old and new

systems in this type of situation. As shown in Fig. 2, agents

have the ability to commumcate through a LAN m order to

mteract wífh other ageats directly located on that same LAN,

or can pass infomiation along to the Utility WAN, i.e. fhe

Utiliíy Iníranet, ultimately coinmumcating witfa more remote

ÏEDs.

A. The Strucíure ofa Utility Communication Network

Networked compuííag systems are becoming increasingly

prevalent in many áreas and we belíeve that this growth will

occur within electnc utüity systems as welt. Technology is

constantíy changmg, but we can make some guesses about
what utility commuaication systems wiU look like. First, Üie

network systems wül almost certainly be built fi-om standard

commercial off-the-shelf components. To do otherwise wonld
be expensive both in terms of mitial cost outlay ana system

maintenance. This means fhat fhese networks will be based on

Internet standards even ifthe systems remained ÍndependeDt of

tíie global network conglomeration. We can akeady see hiats

that such changes are commg m recent standardization efforts

such as the Utility Communications Architecture (ÜCA). We
believe fiber-optic Efbemet networks in conjunction wifh EP-

based commumcation protocols will be heavüy used in utiUty

communicaíion for these reasons.

m. EPOCHS

A. Overyiew

EPOCHS is a distributed simulation platform that links
commercial and high quality simulators through the use of a

Runtime Infi-asímctme (RTI) to allow modelers to investígaíe

electric power scenarios that involve network commuiücation.

EPOCHS seamlessly links its three simulation systems írom a

modeleis perspective, enabling them to investigate power

protection and control scenarios that combine communication

wíth real-tüne sensing of the síate of a power grid and real-

time response [2].

Actuator
Output

Agent

ComnstíKcatíon

Contrai and
Protection
Schemes
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Fig. 2 Structure ofan Agent-based ffiD

EPOCHS is particularly vaiuable for evaluaüng Üie

communications requirements of new protection and control

schsmes and the impaci of common Internet behavior, such as

traffic congestion, on power system operation [3-5].

B. Architecture

The EPOCHS system is shown m FÍg. 3. It is composed of

5 main components:

FÍg. 3 Relatíonship Between EPOCHS's Five Componeüts

• PSCAD/EMTDC: It is used for electromagnetic transient
sünulation. EMTDC is a well-known eïecüric power

símulaíor produced by the Maaitoba HVDC Research
Centre [6].

PSLF: li is an electromechanical transient simulation
software used for stability studies. It is produced by
General Electric [7].

NS2: It is a communication network simulator that was
created through a joint effort between the UnÍversity of
Califórnia at Berkeley, Lawrence Berkeley Labs, the
Universiíy ofSouthem Califórnia, and Xerox PARC [8].



• AgentHQ: It Ís a module fhat we developed to present a
urdfíed environment to our ageats and acts as a proxy for
those agents when interactii^ with other EPOCHS

components. Through it, fhe ageDts can get and set power
system values and send and receive messages to one

another.

« Runtüne Ïnfi^stmcture (RTI): It acts as the "glue"

between ali other components, It is responsible for
simulation synchronization and for routmg
communication between EPOCHS components.

It fflust be pointed out that m this paper PSLF is not ïised,

and ali electric simulations were performed by
PSCAD/EMTDC.

C. Component Interactíon

The synchronization between the various simulation

components follows a sünple algorithm. AU systems are halted

at time 0. At the begimiing of aay time step, the RTI waits for

syachromzaíion messages fi-om botíi íhe power system
sunulator and NS2. Then, the RTI yields coDtrol to the

AgentHQ. The AgentHQ passes the control on to the agents

one by one until ali have had a chance to execute. During üus

cycle, íhe agents are capable of sending commumcation

messages and gettmg/settmg power system variables. Oüce ali
agents are done, the AgentHQ retums conürol back to the RTÍ.

Finally, the RT[ notífíes both NS2 and tfae power system
simulator that üie current time step is done. At this point, tfae

two simulation engines nm for an additional time step. Special

attention must be paid to NS2. Messages may be received m

betweea two synchronization pomís within NS2. If a message

arrives, NS2 wiiï iiDmediately pass it along to the RTÏ bound

for the AgentHQ. The AgentHQ will, in tum, pass the message

on to the appropriate agent. The agent can process the message

and send another in response. If the message requires power

system staíe to be read or changed then íhat agent keeps the

message in a queue until fhe next synchioüization point
occurs.

TV. TÏÏE STRATEGY EMPLOYED BY THE AGENT-BASED
PROTECTION SYSTEM

In fhe current implementation, agents are responsible for fhe
ü-ansmission line protectíon. These agents receive information
such as local voltages and currenís fi-om the local IED or
acquire informatioü by communicating with remate agents.
Three types of agents were implementeâ: primaxy agents,
baclkup agents, and load agents. Primary agents are responsible
for fhe fnst zone protection, covering 100% of fhe
transmission Une. Backup agents are responsible for íhe third
zone protection which covers fhe first zone plus ali the

transnússion lines connected to the remate end of the first
zone. Load ageaís are responsible only for sending fheir
current state, usually their current phasors, to the backup
agents. An agent can either receive the list ofagents, which are
in its protection zone and with which it will commumcate, at

imtialization or Ít might leam Üus infonnation through some
type ofnetwork topology discovery algorithm.
Primary and backup agents follow íhe differential philosophy
to detect a fault. At every time-step, they read in their local
current phasors and send this Ínformation to its agent
couüterpart Once an agent receives the phasors &om its
protection zone remote end/ends, ít calculates fhe differential
current and decides whether a fault occurs or not After
detectmg a fault, the agents take actíon based on the preset
rules depicted in Table l. As shown, ifa primaxy agent detects
a fault (rale l)., it sets its internai variable FaultStauts to
DETECTED, send an INTERTRÍP to ali agents in its primary
agents list and starts a tímer. As we can see, no action is taken
to open tbe associated breaker. At first this might be strange,
but since a commumcatíon network is avaiÏable, we will wait
for a message confinnation to perfbrm this operation. Ïf an
INTERTRIP or BACKUPJTRIP is received, the primaiy agent
wüi open its breaker (mie 6). Qn the ofher hand, if a
INTERTRIPJíESPONSE = NEGATÍVE is received (rale 8),
it means the primaiy agent counterpart hasa't detecíed the
fault, which might signalize an agent misoperation. In thís case
it disafcles its intemal timer and it waits for anotíier message.If
a BACKUP_TRÍP message is received, it follows mie 6, and
opens íhe breaker. Finally, ifafíer detecting a fault no message
is received withing 15 ms, Üie primary agent assumes íhat a
communication problem mighí be occuring and triggers its
breaker (rule 5). la ali cases, after opening a breaker, the
primary agent starís a second timer. This timer wül íhen check
if fhe breáker was really opened. If after 50 ms tiiere is still
current flowing into the primary protection zone, íhe agent
sends a NEÏGHBOUR_TRIP to ail primaiy agents located at
fhe same bus, in order to them to open. their brcakers (mie 2).
A primary agent can rcceive a GSÍTERTRIP, a BACKUP_JRIP
or a NEIGHBOUR_TRIP without having detected a fauÏt
eifher. In a first case, if a primary agent receives íhe fírst two
types of messages, it will assume that it is defective, and will
open its breaker withouí detecting a fault by itself (rule 7). ia a
second case, if a primaiy agent receives a
NEIGHBOUR_TRIP and a BACKUP^TRIP, it will mfer a
problem hás occurred with one of its primaiy agent
neighbouis, and will trip its breaker (rule 9).

On íhe backup agest side, if a fault is detected, it sends a

BACKUP_TRÜ> to ali primary agents inside its backup
protection zone ana starts a timer (rule 3). Ifafter a 100 ms of

fault detection fhere is still a diffèrential curreat present in its

backup protection zoae, it assumes ali first zoae relays have

failed to clear the fault, and opens its breaker (rule 4).

V. T^ÍEPOWERSYSTEMUTILIZEDANDTÏ^EAGE^^^SSYSTËM
CONFIGURATION

AU tests conducted with the agent system were based ou
the well-known IEEE 34 bus system. The complete data set for

Üús system can be found at [9].



TABLE l - RULES FOR PRIMARY AND BACKUP AGENT BEHAVIOUR

EletïtricàlEverit

PrimaryAgent

Primary_Differential_Current > Límit

-Fault Status = Detected

- Send ÍNTERTRIP to correspondent primary agent
- Start trip^timer

LocaI^Current still present after 50 ms offault
occurrence (breaker_timer > 50 ms)

- Breaker Failure = Detected

- Send NEIGHBOLIIÏ_TRIP to tiie primaiy agents
located at the same bus

Backup Agent

Backup_Differential_CurTeot > LÍmÍt

-Fault Status = Detected

- Send BACKUPjnUP to correpondent primary
agents
- Start backup_dmer

L^c^üts?.LPr^ní^rn1^ ms offault - Open breaker (FORCED_TRIP)
occurrence (backup^timer > 100) ~t'~" "—— '•- —*"-•

Communicatíon Event

Primcoy Agent

No message airives within 15 ms offault detectioo - Open breaker (FORCED_TRS*)
(trip^timer > 15 ms) - Check for breaker faílure "^ Start breaker_timer

Receives

INTERTRIP or BACKUP TSIP and
FAULT.STATUS = Detected

- Open breaker

Receives
INTERTRIP and BACKÜP TRIP - Open breaker

Receives

ÏNTERTRIPJíESPONSE = Negative - Disable tripjimer aad wait for BACKUP_TRIP

Receives

NEIGHBOUR TRIP and BACKÜP TTUP - Open breaker

Ali transmission lines were modeled based on the PI model

of the Ime, and ali sources were modeled as consíant power

sources. The communicaíion links were set up on íhe top of

the transmission lines, resulting in a communicatioa system

with the same topoïogy as íhe power system gríd. Ali links

were assumed to have a bandwidíh of 5 Mb/s and a l ms

traversal time. AU commumcation was based on the UDP/IP

standard.

in the next examples, we deployed 15 agents as follows:

a 8 primaiy agents (PRIM_12-13, PRIM_13-12, PRJM^13-
14, PRIM_14-13, PRIM_06-13, PRIM_13-06, PRIMJ4-
09,andPRJMJ)9-14);

• 5 backup agents CBACK_09-13-14L, BACK^13-09-14L,
BACK_06-12-14-13L, BACK_12-06-14-13L, BACK__14-
06-12-13L);

- 2 load agents (LOAD_13 and LOAD^14).

As we can see, the ageaís' names follow a simple mie. The

j5rst four letters mdícate their type, the next number shows

were the agent is sited, and tiie following numbers iüdicate the

location of fhe agents that ít must commumcaíe wiíh in order

to perfònn iís differential protection. Just as an example, at

initiaïizatíon agent PRIM_12-13 is informed that it must

commumcate with agent PRIM_13-12 and agent BACK_09-
13-14L must communicate wiíh agents BACK_13"09-14L and

LOAD 14.
Ali agents calculate the phasor currenís seen on their.

terminais based on a moving window of l cycle with a

sampling rate of l kHz. Additional effects such as anti-aüasmg

filters, cun-ent transformers aad digital samplÍng were taken-

iato account for ali agenís. The agents' locatíons can be seen

in Fig. 4. This figure includes buses 4, 5, 6, 9, 10, 11, 12,13,

and 14 ofthe IEEE 14 bus system. It should be pointed out
that the power system bus nmnbers are not equal to the

communication system aode numbers. This happens because
buses 5 and 6, and buses 4 and 9 delimitate a transformer and

not a transmission line. For fhis case we assumed no delay



between these buses sínce they are located at the same

substatioa, makmg buses 5 and 6, and 4 and 9 to become the

same nodes.
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Figure 4 - SnÍppeí from the IEEE 14 bus system showmg the agenfs locations

VI. CASESTUDIES

A. Case ï - Correct Primary Protection

As our first test, we preseat a correct primaiy protection
operation. A three-phase fault occurs at 0.1500 s m the middle

oftransmission Ïine 13-14. In this example, agents PRIM_13-
14 and PRIM 14-13 detect a fault at 0.157 s and after 1.4 ms

and l .2 ms respectively, fhey receive an INÍTERTRIP message,

whích leads íhem to open their breakers (mie 6). The sequence

ofevents can be seen on Table 2.

TABLE 2 - SEQUENCE OF EVENTS FOR CASE l

0.1570

-Differential Current > Limit
-Fault Status = Detected

- Seod INTERTRIP to
PRIM 14-13

- Differentia] Cun-ent > Lünit
- Fault Stetus = Detected
-SendINTBRTIUPto
PRIM 13-14

0.1580
- Send INTTERTRH* to
PR3M 14-13

- Send ÏNTERTRIP to
PRiM 13-14

0.1582
- Receive INTERTRIP from
PRIMJ4-13 (0.1570 s)
- Open breaker

- Receive INTERTRIP from
0.1584 PRIM_14-13 (0.1570 s)

- Open breaker

B. Case 2 ~ Link Failvre

In this second case, a liak failure occurs at 0.100 s, making

the link 9-10 moperative. At a first glance, this conld caiise

problems to the correct agent operation. However, through a

standard dynamic route algorithm, a new path is found.

Messages that should go from aode 9 to node 10, now go from

nodes 10 to 4, from 4 to 5, from 5 to 9, and vice" versa. In this
scenario the primary protection is delayed, but still works

correctly. InitiaUy, the fault is deíected at 0.159 s by agents

PRIM_13-14 and PRIMJ4-13. At 0.1592 s, agent PRIM_13-

14 receives a BACKUP_TRIP and opens íts breaker (mie 6).

The same happens to PRIM_14-13 at 0.1594 s. The sequence
ofevents can be seen ou Table 3.

TABLE 3- SEQUENCE OF EVENTS FOR CASE 2

0.1590

-DÍfferential Current > LimÍt
-Fault Status = Detected
- Send DStTERTRÏÏ* to
PRIM 14-13

-DÍfferential Current > Lünit
-Fault Status ss Detected

-SendÏNTERTREPto
PRIM 13-14

0.1592

- Receive BACKUP TRIPfrom
0.1594 BACK_06-12-14-13L

- Open breaker

- Receive BACKUP TRTP fi-om
BACK_09.13-14L
- Open breaker

C Case 3 - Agenï PRIMJ3-14 Fails

Ín OUT fhird case, we show a test where agent PR[M__13-14

fails to detect a fault in line 13-14. As we can see, despite

being iacapable of detecting the fault, the agent system still

works correctly. At first, agent PRIM_13-14 receives an
INTERTRIP at 0.1584 s. Laíer on, ií receives a

BACKUPJTRÍP aí 0.1595 and fíaaüy opens its breaker (mie
7). On the agent PIUM_14-13 side, Ít detects the fault at

0.1590 s, rcceives a BACKUPJTRIP at OJ592 s and finally
opeas its breaker (mie 6). This example shows the strength of

a cooperaüve system based on communication. Despite havmg

a defective agent, the agent system was capable to detect ana
eliminaíe precisely the faulí only 0.6 ms later than case l,

where no problems occurred. The sequence of events can be

seen on Table 4.

TABLE 4- SEQUENCE OF EVENTS FOR CASE 3

0.1570

" Differentíal Current > LimÍt
-Fault Status = Detected

-SendINTERTRJOPto
PRIM 13-14

0.1580
- Sena INTERTKGP to
PRIM 13-14

0.1584
- Receive BSTTERTRIP fi^m
PRIMARY_14-13 (0.1570 s)

0.1590
- Send INTERTRIP to
PRIM 13-14

0.1592
- Receive BACKUP TR3P from
BACK_13-09-14L
- Open breaker

- Receive BACKUP TRIPfrom
0.1595 BACK_12-06-14-13L

- Open breaker

D. Case 4 - Breaker Failure

As our final íest, we present a breaker failure, where the

associated breaker to agent PRtM_13-14 refüses to open. As



we can soe on Table 5, the sequence of events for agents

PRIM_13-14 and PRIM^_14-13 are exactíy the same as case l

until 0.1584 s. At 0.2070 s, agent PmMJ3-14 realizes there

is still current fíowmg fhrough its breaker, which leads it to

contact its primary agent üeighbor to open their breakers (mie

2).AgentsPRIM_l3-06andPRÏM_13-12 receive this

message almost instantaneously, and trip their breakers at
0.2070 s (mie 9).

TABLE 5- SEQUENCE OF EVENTS FOR CASE 4

0.1570

- Differeütial Current > Lünit
"Fautt Staíus = Detected

- Send INTERTRIP to
PRÏM 14-13

-Differential Cmrent > Limit
-FauÏt Status = Detecteâ

- Send INTERTRIP to
PRIM 13-14

0.1580
-SendINTERTRIPto
PRIM 14-13

- Send INTERTRIP to
PRIM 13-14

0.1582
- Receive INTERTRIP fi-om
PRIMJ4-13 (0.1570 s)
- Open breaker

- Receíve INTERTRIP from
0.1584 PRIMJ4-13 (0.1570 s)

- Ppen breaker

- Breaker failure detected

- Send NEIGHBOUR TRIP to
0.2070 PRIM 13-06

- Sena NEIGHBOUR TRff to
PRIM 13-12

- Receive BACKUP TKEPfiüm
0.1591 BACK_06"12-14-13L (0.1580

A.

0.1592
- Receive BACKÜP_TRIP from
BACKJ)6-12-14-13L (0.1580

A.
- Receive NEIGHBOUR TRff

0.2070 fiüm PRIMJ3-14 (0.2070 s)
- Open breaker

-ReceiveNEIGHBOUR TRIP
fi-om PRIM_13-14 (0.2070 s)
-Open breaker

VII. CONCLUSIONS

In this paper we have described the use ofwide área agents

for primary and backup protection. Initially we defined íhe

concept of agents for power systems, and pointed out that one
of its main strengths is their ability to commumcate. We

believe fhat power utilities will have private communication

networks as depicted in this paper in the near future. Based on
tíüs, we defined a utility intranet on the top of the power grid.

ThÍs utility intranet is based on TCP/IP and UDP/IP standards.
To analyze the agent technology for power system protecíion,

EPOCHS, a platform that míegraíes a power system simulator

(PSCAD), and a nefrwork communication simulator (NS2) was

created and implemented. Our first two teste showed how

agents can perfòrm a primary protection scheme by

exchanging basic informaíion. As depícted in case 2, even
though a commumcation link failure exists, a primary

protection scheme based on a utility Íntranet can perfbrm its

goal successfülly. The last two examples showed how agents

can cooperate through communication to overcome dífferent

kmds of failures. The ability to commumcate shows m tiiese

cases the power ofagents over traditiona] systems. In aïl cases,

the agent approach proved to be faster aad more reliable than
the tradiíional standalone altematives.
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