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Abstract. The recent literature highlights that recommendation sys-
tems are significantly influenced by popularity bias. This phenomenon
has far-reaching implications for the fairness and accuracy of recommen-
dations. This bias often results in some users finding their preferences in-
adequately reflected in their recommendations, while others benefit from
more consistent suggestions. Nevertheless, despite the current state-of-
art efforts in this field that primarily aim to provide fairer recommenda-
tions, a crucial aspect has been overlooked: the impact of popularity bias
on the long tail effect, which leads to a decline in the visibility of less pop-
ular items in recommendations. To address this research gap, the present
study introduces a calibration approach designed to cater to the diverse
interests of users across various levels of item popularity. To achieve this
objective, we propose a post-processing system that is independent of
any specific recommendation algorithm. Building upon the foundational
idea presented by [20], we evaluate the efficacy of our proposed system
using an additional dataset from the domain of music. The performance
assessment of our system encompasses a range of metrics that consider
aspects related to popularity, accuracy, and fairness. Additionally, four
recommendation algorithms and two distinct baselines are employed. As
a result, the proposed technique mitigates popularity bias, augmenting
diversity and fairness within the considered datasets.

Keywords: Recommender System - Popularity Bias - Fairness - Cali-
bration.

1 Introduction

Machine learning algorithms have gained significant prominence in people’s lives
from various application domains. This prevalence has empowered researchers
to gain insights into prevalent issues existing within these systems, such as rec-
ommendation imbalances [18]. This specific problem entails certain items being
prioritized over others in recommendation processes, leading to an inherently
unfair and biased system.

* Supported by FAPESP, process number 2022/07016-9
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The unfairness present in recommendation systems stems from various types
of biases that naturally occur in the data. One of these biases is popularity bias,
which tends to favor the recommendation of highly popular items at the cost
of lesser-known ones [8]. This outcome leads to a situation where users may
overlook certain items or the system struggles to provide recommendations that
align with users’ preferences.

In this context, the notion of fairness within a recommendation system is
tied to its ability to provide recommendations that align consistently with the
preferences of all users. Therefore, it is important to measure the system’s ca-
pability to offer appropriate recommendations to any user, and one promising
approach is employing calibration [22]. Calibration has gained renewed attention
recently, particularly with studies about fairness in machine learning algorithms.
A calibrated algorithm is when the predicted proportions of different classes cor-
respond to the factual ratios of instances within the available data.

A specific type of calibration is when using items’ metadata (e.g. genres) to
provide a recommendation ranking whose distribution of categories is aligned
with the distribution of these topics in the user’s profile. In this scenario, [22]
introduces a system that adjusts the recommended items ratio based on users’
proportion interest in this aspect. Meanwhile, [10] and [21] have focused on
strategies to align recommendations consistently and with high accuracy, en-
suring the inclusion of items tailored to users’ preferences. In an attempt to
mitigate the disparity in recommendations based on users’ gender and age, [11]
introduces an approach to reclassify results considering these attributes.

Although these works address fairness regarding item categories, they are
prone to popularity bias. Other works, such as [28, 16,9, 19, 15, 30], focus solely
on reducing popularity bias but do not address fairness regarding categories.

Hence, there exists a gap in the field for systems that address popularity bias
while also being calibrated to respect users’ preference levels. In a previous work
[20], we proposed a personalized calibration technique, which uses popularity and
genre calibrations in a switch-based approach to provide fairer recommendations
to users according to their interests. We showed that calibrating items based
on popularity is a way to improve a recommendation system to bring fairer
recommendations to users to meet their preferences and reduce the impact of
popularity bias in the system. However, the system was evaluated with two
datasets from a single domain — the movies domain — and analyzing the system’s
behavior within other contexts was left to future work.

In this work, we propose a deeper analysis of our calibration method, which is
performed with an additional dataset from another domain. We also include two
different recommendation algorithms to verify the performance of its calibration
and two additional metrics that favor the analysis in terms of calibration and fair-
ness. As a result, we use two datasets from the movie domain (MovieLens-20M
and Yahoo Movies) and one from the music domain (Yahoo Songs). Addition-
ally, we select four traditional recommendation algorithms (SVD++, NMF, Ttem
KNN, and SlopeOne) calibrated with our approach and with two baselines.
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The structure of this paper is outlined as follows. Section 2 presents related
works and compares them to our proposal. Section 3 defines the problem and
our approach. Section 4 elaborates on the experimental setup, and Section 5
provides a result analysis for the three evaluated datasets. Finally, in Section 6,
we conclude the study by highlighting promising results compared to state-of-
the-art and suggesting potential avenues for future research.

2 Related Work

In the literature, for a recommendation list to be calibrated, it is necessary that
an equivalent number of items be returned for each user in relation to the topics
the user has previously appreciated [21]. In [21], the authors present a strategy
for calibrating recommendation systems to balance accuracy and consistency.
However, their approach is heuristic-based and does not effectively address the
issue of popularity bias.

[12] adopt a calibration strategy inspired by [22]. They replace the genre-
based calibration of items with a sub-profiles approach focused on users’ inter-
ests. [32] demonstrate that systems that adopt Bayesian Personalized Ranking
make unfair recommendations, as they favor items over others. The work then
proposes a calibration model capable of reducing unfairness. These works differ
from ours, as we focus on each user’s interest level by popularity.

Further contributing to the discourse on handling user preferences in relation
to popularity, [2] proposes an approach that categorizes users into distinct pref-
erence groups based on their interest in popular items. We also adopt this prefer-
ence categorization method in our work, albeit employing a distinct calibration
methodology. We introduce a genre-based calibration to tailor recommendations
for users favoring less popular items, ultimately enhancing engagement. We com-
pared the performance of the two systems in our work.

In an approach adopted by [29, 6], the system reclassifies the recommended
items penalizing the most popular items, reducing bias and accuracy. This ap-
proach is different from our work, as in our study, we used the popularity aspect
to rank items according to the user’s preferences.

In pursuing fairness, [4] introduces metrics to gauge recommendation system
fairness and proposes a pairwise regularization technique to enhance fairness
during algorithm training. Despite its promising results, this work diverges from
ours as it is not a post-processing step and does not consider assessing user
interest levels regarding popularity bias.

Other notable calibration approaches to mitigate biases include [25]. This
work delves into modeling the causal effects on user representation during item
score prediction, which is suitable for various recommendation algorithms. While
this approach differs from ours, it aligns with the goal of reducing bias.

There is also an approach that adopts Inverse Propensity Weighting (IPW),
where the impact of popular items is reduced in the training phase through
the analysis of a cause-and-effect relationship to reduce the problem of popular-
ity bias [26]. This method is compatible with many models, as is our proposal,
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but it is applied in the training phase. [5] calibrate the system based on the
long tail to measure how the system treats its items equally in this distribution,
proposing a metric to minimize the biased correlation between the item and its
popularity. [31] attempt to remove the bias at the same moment recommenda-
tions are generated, unlike our approach, whose bias removal is accomplished
in a post-processing step. The performance of these last three works [26, 5, 31]
were already compared against our proposal in our previous work [20], and due
to their low performance, in particular with fairness metrics, were not included
in the current paper’s analysis.

Compared to the findings of [20], in this paper, we conducted our experiments
on an additional dataset, the Yahoo Songs, introducing a shift in the domain for
recommendation and calibration. As our proposal is independent of the recom-
mendation algorithm, we also included other traditional recommenders to verify
how calibration is performed with these approaches. These extensions allow us
to explore the robustness of the system’s performance regarding fairness when
exposed to varying contexts.

3 Problem and Approach

This section formalizes the problem we are dealing with and the proposed solu-
tion.

Problem Statement. To formalize the problem, we adhere to the frame-
work proposed by [20]. Suppose we have a set of items I = {i1,42,...,%/7/}, a
set of users U = {uy,uz,...,ujy|} and a set of candidate items for each user
CI, = {i1,42,...,in}, where N is the number of items suggested by the recom-
mender system. We have two valuable pieces of information to know the user’s
preferences: (1) genres or metadata of items interacted by user u; and (2) pop-
ularity of items interacted by user u. Our task is to exploit users’ preferences
related to popularity and genres to increase the fairness and accuracy of recom-
mendations and reduce popularity bias by increasing the long tail coverage of
all users based on CI, generated by any recommendation model.

Approach. We propose the personalized calibration approach as shown in
Figure 1. In particular, our approach is divided into two methods: popularity
calibration (highlighted in continuous blue line in Figure 1), which extends
the genre calibration previously proposed by [22] (highlighted in the dotted red
line in Figure 1); and personalized calibration (Figure 1 as a whole), which
uses genre calibration and popularity calibration in a unified model to provide
recommendations calibrated according to popularity and genres.

To calibrate the recommendation list based on the popularity of the items
consumed by the user in the past, we introduce a popularity division to group
items based on how much users access them. In addition, to provide personalized
calibration based on popularity and genres, we first group users based on their
consumption. In this way, if the user consumes popular items below an estab-
lished limit, we perform a genre calibration; otherwise, we perform a popularity
calibration to meet the preference level for this aspect.



Title Suppressed Due to Excessive Length 5

Popularity calibration
proposed in this paper. It is
based on the popularity
distribution of items in the
user's profile, balancing
Division of the long tail the trade-off between
curve in three parts: Head accuracy and faimess.
(H), Mid (M) and Tail (T).

Poularity Calibration

ibcated List (N=10)

Group users according to
theirinterestsin = =00 0 0 F e e s e eecee--s--

un/popular items. o 1
I -
1 :]

...............

Genre Calibration

Calibration based on genre
proposed by Steck, 2018.

Fig. 1. Flowchart showing our personalized method highlighting the calibration steps

3.1 Popularity Division

The popularity division, introduced in [20] and shown in Figure 1, is based on
recommender systems’ long tail concept. We propose to divide this curve into
three parts. The Head (H), with items representing the top 20% of the total of
past interactions. Then, we get the Tail (T) with items that sum the less 20% of
interactions. Finally, the Mid (M) group contains items that are neither Head
(H) nor Tail (T). It is worth mentioning that this division by percentage was
chosen based on Pareto’s principle.

3.2 Grouping Users

As shown in Figure 1, our unified model switches between popularity and genre
calibration. To make this decision, it is required to group users according to their
interests in unpopular/popular items. So, we defined the threshold as the mean
of all ratios, which is a value that can be easily computed on every dataset, as
shown in Equation 1:

U S

Y 2" 1(9)
Gthreshold = T (1)
where 1(¢) is an indicator function that returns 1 if the item ¢, interacted by user
u, is in the H popularity category. Finally, we assume that if the ratio of items in

the category H is lower than Gipreshoid, then we should get a recommendation
list calibrated by genre; otherwise, by popularity.

3.3 Popularity Distributions

In this work, we adapted the formulation proposed by [22] to calibrate recom-
mendation lists based on the item’s popularity. His work assumes items can
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have more than one genre, which is not valid in our context, where an item has
only a level of popularity. So, instead, we calculate the sums of weights of every
popularity type over the sum of all weights.

The p(t|u) is defined as the target distribution based on the popularity of the
items the user interacted with in the past. In Equation 2 we used the weights
wy(u, 1) as the explicit or implicit rating the user u gave to the item i:

>ier, Wr(u, ) - p(t]i)
Zielu wy(u, 7)

where p(t|¢) is defined as 1 if the item 7 is in the popularity category ¢. Then to
deal with the recommended list distribution, Equation 3 defines q(t|u):

Zz‘eR; wp(u, i) - p(ti)

Zz’eR; wp(u, )

p(tlu) = (2)

q(tlu) = (3)
In this case, we use the weights wy(u, 7) as the rank position of the item ¢ in
the reordered recommended list to the user u.

3.4 Fairness Measure

In our context, the system is fair when it meets the popularity proportions ex-
pected by the user. Therefore, if the user consumes fewer popular items than
the established limit, we will perform a genre-based calibration because, in this
case, the user does not care about the popularity of the items. If the user con-
sumes more popular items than the established limit, we will calibrate based on
popularity, respecting the user’s level of interest in this aspect. Several metrics
assess fairness in recommender systems [24]. However, in our case, we use the
Kullback-Leibler for the same reasons pointed out by [22] and exploited by [10].

The Kullback-Leibler quantifies the inequality in the interval [0, oo], where
0 means both distributions are almost the same, and higher values indicate
unfairness. Also, we adopted the regularization proposed by [22], which defined
the @ = 0.01 as a regularization variable to avoid zero division when ¢(t|u) goes
to zero.

p(t|u)
~q(tu) + a - p(t|u)

Dir(pllg) = pltlu) - log (4)

Although there are other divergence metrics, like Hellinger and Person Chi-
Square, proposed by [7] and exploited by [10], we use only the Kullback-Leibler
due to its simplicity.

3.5 Calibration

We call calibration refereeing as the process to find the optimal set R}, using
the maximum marginal relevance, as shown in Equation 5, where Dy is the
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fairness function. In this formulation, when A = 0, it focuses only on the recom-
mendation scores, and when A\ = 1, we focus on fair items concerning the user’s
profile. Figure 1 shows the final calibration process.

R = mas (I=2Xx)- EEC:I wry,i — A+ Drr(p,q(CLy)) (5)

It is worth mentioning that such formulation is similar to the calibration
approach proposed by [22]. Consequently, although we focus on popularity in
this work, it is possible to adopt a greedy approach to solve Equation 5, whose
details can be found in [22].

4 Experimental Setup

This section describes the steps to reproduce our comparisons, including dataset
pre-processing, baseline parameters, training, and evaluation methodology.

4.1 Datasets

In this study, we used two datasets from the movies domain and one dataset
from the music domain:

— Yahoo Movies': This dataset is a user-movie rating, where the user gives
ratings from one to five to the movies they watched. In the pre-processing
step, we only removed movies with no genres in the metadata. Instead of
binarizing the rating as done by [22], we used the explicit feedback as the
weight w,.(u, 1) in Equation 2.

— MovieLens-20M?: In this dataset, similar to [22] and in contrast to the Ya-
hoo Movies dataset, we binarized the ratings by retaining interactions where
the rating was greater than 4. Furthermore, due to hardware limitations, we
reduced the dataset size by removing movies with fewer than ten interactions
and users with fewer than 180 movies.

— Yahoo Songs3: This dataset is a user-song rating, where the user gives a
rating from one to five to the songs they listened to. In the pre-processing
step, we removed songs with no genres in the metadata. Due to hardware
limitations, we downsized the dataset by excluding songs with less than 10
interactions and users with less than 10 rated songs.

Table 1 summarizes important statistics about the processed datasets.

! https://webscope.sandbox.yahoo.com/
2 https:/ /grouplens.org/datasets/movielens/20m/
3 https://webscope.sandbox.yahoo.com/
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Table 1. Statistics of the datasets after all pre-processing steps.

Dataset # Users # Ratings # Items
Yahoo Movies 7,642 211,231 11,916
MovieLens 20M 12,603 3,984,599 10,417
Yahoo Songs 2817 680,460 22,196

4.2 Metrics

In our experiments, we evaluated the effects of different calibration approaches
in terms of precision, fairness, and popularity bias, as detailed next:

— Precision and Quality: we used the Mean Reciprocal Rank (MRR) and
Mean Average Precision (MAP) metrics to measure the rank quality of the
item in the re-ranked list. MAP and MRR range in the interval [0, 1] where
higher values are better.

— Fairness: we used a metric proposed by [10], called Mean Rank Miscali-
bration (MRMC), which covers the interval [0, 1], where lower values are
better. Initially, it was used to compute the fairness in genres on the recom-
mendation list, but we also used it to calculate the popularity miscalibration
in our work. As we are focusing on two types of fairness (genre and popu-
larity), we propose in this paper to use the harmonic mean (or F1 score)
between MRMC of genres and popularity, where higher values are bet-

ter:
(1- MRMC Genre)* (1 — MRMC Pop)

F1=2
(1= MRMC Genre)+ (1 — MRMC Pop) (©)

— Popularity Bias: we used the long-tail coverage (LTC) [3] and group av-
erage popularity (AGAP) [1] metrics to measure popularity bias. The LTC
metric indicates the fraction of items that users see in the recommendation
lists and varies in the interval [0, 1], where 0 means all recommended items
are the most popular and 1 means all items recommended to a user are in
the less popular categories. Thus, the closer to 1, the more diverse content
will be recommended [3]. The AGAP ranges in the interval [—1,1], where
negative values mean recommendations are less popular than expected by
the users’ preferences, and positive values mean recommendations are more
popular than expected. We also adopted three divisions of user groups, based
on [1] for the AGAP: BlockBuster (BB) whose users’ consumption is at
least 50% of the most popular items, Niche (IN) where users’ consumption
is at least 50% of the lowest popularity items and Diverse (D) whose users’
preferences diverge from the other two groups. Finally, as optimal values of
AGAP should be close to zero, we propose in this paper to use the Root
Mean Squared Error (RMSE) among the three groups of users, where lower
values are better:

AGAP? AGAP? + AGAP?
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4.3 Evaluation Methodology

We executed three times the calibration process in the experiments involving the
MovieLens, Yahoo Songs, and Yahoo Movies datasets. We got the mean of the
values outputted by the metrics to guarantee the stability of the results. Also,
the train and test sets were chosen by randomly splitting the dataset in 70/30%
of interactions, respectively [2, 10].

The process of calibration does not depend on the recommender system al-
gorithm. It acts as a post-processing step where, after the model predicts the
candidate items for a user, we apply the calibration technique described in Equa-
tion 5 to find the best list of items for that user. Consequently, to understand how
the calibration approaches perform under different recommender algorithms, we
used four well-known models described below, based on [22] and [10] works. For
some models, we used the implementation provided by [23].

1. SVD++: Singular Value Decomposition extension [13] to work with implicit
feedback. Similarly to [10], we used ne = 20 as the number of epochs, 7, =
v; = 0.005 as the learning rate for users and items, A\, = A; = 0.02 as
regularization constants, and f = 20 factors.

2. NMF: Non-negative Matrix Factorization proposed by [17]. Similarly to [10],
we used ne = 50, v, = v; = 0.005, A\, = \; =0.06 and f = 15.

3. Item KNN: To implement this collaborative filtering algorithm, we em-
ployed the KNNWithMeans approach from [23], using ¥ = 30 nearest neigh-
bors. Additionally, we specified the Pearson correlation coefficient as the
metric for item similarity.

4. SlopeOne: A collaborative filtering algorithm, whose implementation was
based on the Surprise library [23] with default values for the parameters.

The experiment for each recommender system consists of using the training
data to feed the model to learn the user’s preferences based on the items in-
teracted in the past, represented as I,,. After the training step, we predict all
missing ratings, and for every user, we select the top 100 items with the highest
predicted rating, represented as C'I,,. We use the weight w,.(u, 7) as the rating the
algorithm predicted for the candidate item. Finally, the final recommendation
list R} is created with the top 10 items given by the calibration process.

Regarding our proposal, we separately analyze the performance of pop-
ularity calibration and personalized calibration. Both calibrations were
described in Section 3. For the trade-off between similarity and fairness met-
rics, in Equation 5, we adopted the values described by [22], ranging from
A €][0,0.1,0.2,...,1].

4.4 Baselines

To compare the efficiency of our proposed method regarding the popularity bias,
we selected two state-of-the-art methods specialized in popularity debiasing and
genre calibration. To make a fair comparison, we applied the same train-test
split methodology and result stability to calibration approaches.
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1. Genres: Proposed by [22], this method implements a calibration technique
for genres. We followed the authors’ implementation, and this method is
compared against our proposals using the same set of four recommender
algorithms (SVD++, NMF, ItemKNN and SlopeOne).

2. CP: Proposed by [2], this method implements a calibration technique for
popularity, similar to our proposed popularity calibration, but using the
Jensen-Shannon divergence metric for comparing the profile and recommen-
dation distributions. We followed the authors’ method for both datasets to
split the popularity into groups and exploited the parameter A € [0,1]. This
method is compared against our proposals using the same set of four recom-
mender algorithms.

Our evaluation consists of four recommenders, four calibration approaches
(two proposals and two baselines), and eleven trade-off weights, resulting in
4 x 11 x 4 = 176 combinations of the recommendation list to be evaluated for
each dataset.

5 Results

This section presents the results of our experiments for all datasets: Yahoo
Movies, Yahoo Songs, and MovieLens 20M.

Each section presents the results for Mean Reciprocal Rank, Genre Mean
Rank Miscalibration, Popularity Mean Rank Miscalibration, Long Tail Coverage,
and a comparison against the baselines.

All approaches (proposal and baselines) have a varying number of trade-off
values (A in Equation 5). We varied this parameter from 0.0 to 1.0, as shown in
the following figures, and then, for the comparison against baselines, we selected
the trade-off value that achieved the highest LTC value.

5.1 Yahoo Movies

Mean Reciprocal Rank. Figure 2 shows the MRR results on the Yahoo
Movies dataset. We observe that, except for the SlopeOne recommender, for
all other recommenders, at least one of our proposed methods overcomes the
two baselines (CP and Genres). We also notice that with an increase in the
trade-off (A parameter in Equation 5), the MRR tends to achieve higher val-
ues than the MRR obtained in a recommendation list without any calibration
(A = 0). In particular, the NMF model performed best compared to other recom-
menders. Indeed, it benefited most from the calibration approaches, particularly
our calibration technique based on popularity.

Genre Mean Rank Miscalibration. Figure 3 shows the results of MRMC
related to genres on the Yahoo Movies dataset. Notably, when A > 0.1, all
methods increased the fairness related to genres, whereas calibration by genre
solely performed the best in all recommenders as it was initially designed to
provide fairness according to the genres.
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Fig. 4. MRMC of popularity results over the selected recommenders and three types
of calibration on the Yahoo Movies dataset.

Popularity Mean Rank Miscalibration. Figure 4 shows the results of MRMC
related to popularity on the Yahoo Movies dataset. Our proposed method, pop-
ularity calibration, improved fairness associated with popularity in all recom-
menders, including the CP calibration method.

Long Tail Coverage. Figure 5 shows the results of LTC on the Yahoo Movies
dataset. We observed that genre and personalized calibrations were the best
performers in increasing the discovery of less popular items in all recommenders.
It demonstrates that, although we achieved better results on MRR, as shown
in Figure 2, our personalized calibration was still able to provide diversity by
covering the long tail as much as genre calibration. In turn, although it achieved
better results on MRR, popularity calibration performed worse on the long tail
coverage, as it does not consider the genres for calibrating the recommendation
list.

Baselines Comparison. Table 2 compares our proposed personalized and pop-
ularity calibration methods against the two methods described in Subsection 4.4.
For each combination between recommender and calibration, the table also shows
the selected trade-off weight A according to the best LTC value, as previously
explained.

Comparing our personalized calibration proposal with CP calibration, it is
possible to observe that we achieved better values for the LTC and F1 Score in
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Fig. 5. LTC results over the selected recommenders and three types of calibration on
the Yahoo Movies dataset.

all cases, indicating a more diverse and calibrated list according to the user’s
preferences. Regarding fairness among the three user groups, we note that we
were able to achieve better RMMSE in two out of four recommenders. When
personalized calibration was combined with the ItemKNN and SlopeOne algo-
rithms, it yielded superior results for the MAP and MRR metrics, implying
higher accuracy. However, the same was not true when using the NMF and
SVD++ algorithms.

Comparing personalized calibration with genre-based calibration, we were
able to achieve better LTC and F1 for the NMF and Item KNN recommenders,
respectively. In addition, the accuracy of Item KNN and SVD++ was improved,
as shown by the MRR and MAP metrics. Finally, we note the better fairness
among the user groups for all recommenders, except for SlopeOne, whose RMSE
was lower when calibration by genres was applied.

Analyzing our popularity-based calibration proposal alongside CP calibra-
tion, we noticed better F1 in all cases, indicating better calibration of genres
and popularity. The proposed popularity-based calibration was also able to im-
prove fairness in all recommenders, as shown by the lowest values in RMSE.
When compared to genre-based calibration, the popularity-based was able to
improve Item KNN in terms of F1 score, and Item KNN, NMF and SVD++ in
terms of MRR, MAP and RMSE.
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Table 2. Comparison of our proposed calibration approaches against the baselines in
the Yahoo Movies dataset. The A symbol means a statistically significant improvement
of the proposed approach in comparison to baselines, with a p-value < 0.05 using the
Student’s t-test; the » symbol denotes no statistically significant gain or loss; and the
v symbol indicates that the baseline is statistically better than our proposal. Each pair
of symbols is related to the CP and Genres baselines, respectively.

Algorithm LTC MRMC Genres MRMC Pop. F1 Score MRR MAP AGAPpp AGAPy AGAPp RMSE
Ttem KNN + CP (A = 1.0) 0.004 0.555 0.463 0.486 0.002 0.001 -0.990  -0.897 -0.974 0.551
NMF + CP (A =0.2) 0.187 0.517 0.296 0.573 0.018 0.006 -0.941  -0.769  -0.862 0.498
SlopeOne + CP (A =0.2) 0.096 0.538 0.379 0.529 0.003 0.001 -0.969  -0.844  -0.926 0.528
SVD++ + CP (A =1.0) 0.045 0.464 0.135 0.637 0.105 0.039 -0.746 -0.487 0.353
Ttem KNN + Genres (A = 1.0) 0.007 0.248 0.684 0.445 0.002 0.001 -0.994 -0.987 0.561
NMF + Genres (A = 1.0) 0.221 0.182 0.454 0.655 0.015 0.005 -0.974 -0.934 0.514
SlopeOne + Genres (A = 1.0) 0.149 0.213 0.511 0.603 0.006 0.002 -0.982 -0.958 0.524
SVD++ + Genres (A = 0.2) [22] 0.053 0.143 0.289 0.777 0.054 0.019 -0.887 0.205  -0.731 0.388
Ttem KNN + Personalized (A = 1.0) 0.007 A 0.423 0.539 0.512 A A 0.002 A 4 0.001 A A -0.994 -0.895 -0.978 0.552 V A
NMF + Personalized (A = 1.0) 0.224 A A 0.366 0.328 0.653 A ¥ 0.014 v v 0.005 v -0.973  -0.708 -0.873 0.494 A A
SlopeOne + Personalized (A =1.0) 0.126 A ¥ 0.402 0.422 0.588 A ¥ 0.003 AV 0.001 AV -0.982 -0.837 -0.936 0.532 VvV
SVD++ + Personalized (A =1.0) 0.051 A ¥ 0.330 0.217 0722 AV 0059 ve 0.023 v A -0.882 -0.028 -0.589 0.349 A A
Ttem KNN + Popularity (A =1.0) 0.004 « ¥ 0.556 0.461 0.487 A A 0.002 A A 0.001 A A -0.990 -0.895 -0.974 0.551 A A
NMF + Popularity (A = 0.2) 0.200 A ¥ 0.512 0.257 0.589 A Y 0.019+ A 0.007 A A -0934 -0.723 -0.846 0.485 A A
SlopeOne + Popularity (A =1.0)  0.096 A ¥ 0.540 0.377 0.529 A ¥ 0.003+Vv 0.00l AV -0.969 -0.840 -0.926 0.527 A ¥
SVD-++ -+ Popularity (A = 1.0) 0.045 « ¥ 0.462 0.122 0.667 AV 0.112 A A 0.043 A A -0.720 -0.037  -0.442 0.281 A A

5.2 MovieLens 20M

Mean Reciprocal Rank. Figure 6 shows the results of MRR in the MovieLens
20M dataset. According to the trade-off values, our popularity-based calibration
method achieved the best MRR in all recommenders, indicating better accuracy.

Genre Mean Rank Miscalibration. Figure 7 shows the results of MRMC
related to genres in the MovieLens 20M dataset. Our methods could not achieve
the best values compared to genre calibration. However, they could still increase
the fairness of genres compared to the CP method.

Popularity Mean Rank Miscalibration. Figure 8 shows the results of MRMC
related to popularity. Our proposed popularity calibration achieved the best re-
sults for all recommenders, while the personalized calibration outperformed the
genre calibration in all scenarios.

Long Tail Coverage. Figure 9 shows the results of LTC on the MovieLens
20M dataset. It is possible to note a significant increase in Item KNN, NMF and
SVD++ associated with personalized calibration. The popularity-based calibra-
tion obtained the lowest values, indicating less diversity, but in compensation,
achieved the best accuracy as shown in Figure 6, following the inverse relation-
ship between diversity and precision [14].

Baselines Comparison. Table 3 compares our proposed personalized and pop-
ularity calibration methods against the two state-of-the-art methods described
in Subsection 4.4. When analyzing our personalized calibration proposal in com-
parison to CP calibration, we observe that our proposal achieved better values
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Table 3. Comparison of our proposed calibration approaches against the baselines in
the MovieLens 20M dataset. The A symbol means a statistically significant improve-
ment of the proposed approach in comparison to baselines, with a p-value < 0.05 using
the Student’s t-test; the  symbol denotes no statistically significant gain or loss; and
the ¥ symbol indicates that the baseline is statistically better than our proposal. Each
pair of symbols is related to the CP and Genres baselines, respectively.

Algorithm LTC MRMC Genres MRMC Pop. F1 Score MRR MAP AGAPpp AGAPy AGAPp RMSE
Ttem KNN + CP (A = 0.0) 0.428 0.553 0.341 0.531 0.244 0.105 -0.666 0.501  -0.471 0.319
NMF + CP (A =0.2) 0.114 0.578 0.383 0.499 0.072 0.028 -0.859  -0.359  -0.698 0.392
SlopeOne + CP (A =0.2) 0.026 0.556 0.639 0.396 0.044 0.017 -0.939  -0.673  -0.844 0.485
SVD++ + CP (A =0.2) 0.016 0.575 0.152 0.565 0.189 0.084 -0.623 0.153  -0.366 0.246
Ttem KNN + Genres (A = 1.0) 0.505 0.253 0.333 0.705 0.134 0.053 -0.797 0.207  -0.632

NMF + Genres (A = 1.0) 0.175 0.267 0.373 0.676 0.076 0.03 -0.809 0.095  -0.647

SlopeOne + Genres (A = 1.0) 0.039 0.268 0.49 0.602 0.111 0.046 -0.893 0.001 -0.57

SVD++ + Genres (A = 1.0) 0.03 0.289 0.227 0.748 0.188 0.083 -0.667 0.762  -0.311

Ttem KNN + Personalized (A = 1.0) 0.495 A ¥ 0.401 0.219 0.678 AV 0220 v A 0.101 v &4 -0.797 0.274  -0.385 0.310 A A
NMF + Personalized (A = 1.0) 0.175 A 0.411 0.228 0.668 A ¥ 0.145 « A 0.063 « A -0.785 0.282  -0.372 0.302 A A
SlopeOne + Personalized (A =1.0) 0.033 A ¥ 0.418 0.299 0.640 A A 0.193 « A 0.090 » A -0.893 0374 -0.295 0.340 A A
SVD++ + Personalized (A =1.0) 0.030 A A 0.431 0.162 0.678 AV 0.204 A A 0.090 A A -0.627 0.287  -0.198 0.238 A A
Item KNN + Popularity (A =0.0) 0.428 A ¥ 0.553 0.341 0.531 AV 0.244 A A 0.105 A A -0.666 0.501  -0.471 0.319 ¢ A
NMF + Popularity (A = 0.0) 0114 AV 0.566 0.579 0424 vV 0.047 VvV 0017V YV . -0.167  -0.801 0.407 v Vv
SlopeOne + Popularity (A =1.0)  0.023 v v 0.559 0.068 0.603 A A 0.031 VYV 0011VY 0.460  -0.896 0.134 « A
SVD-++ -+ Popularity (A = 1.0) 0.016 A ¥ 0.575 0.066 0.584 AV 0.254 A A 0.123 A A 0.300 0.040 0.102 » A

for the LTC, F1, and RMSE metrics in all cases, indicating a more diverse and
fairer recommendation list.

When compared to the genre-based calibration [22], our personalized cali-
bration was superior for all recommenders in terms of accuracy, as shown by the
MRR and MAP metrics, and also fairness, as shown by the RMSE metric.

Regarding the popularity-based calibration proposal, it demonstrated to be
superior to CP in LTC, F1, MRR, and MAP for the majority of recommenders
and fairer than genre-based calibration in terms of RMSE for most recom-
menders.

5.3 Yahoo Songs

Mean Reciprocal Rank. Figure 10 shows the comparison among the ap-
proaches in terms of MRR, in the Yahoo Songs dataset. Similarly to the Movie-
Lens 20M dataset, our popularity-based calibration approach obtained the best
accuracy throughout the trade-off values.

Genre Mean Rank Miscalibration. Figure 11 shows the results of MRMC
related to genres in the Yahoo Songs dataset. Like the other datasets, when
A > 0.1, all methods enhanced genre-related fairness. However, genre-based cal-
ibration outperformed the others, as it was initially tailored to ensure fairness
based on genres. While our proposed method did not attain the highest level of
MRMC, it yielded superior outcomes compared to both CP and our popularity-
based approaches across all scenarios.

Popularity Mean Rank Miscalibration. Figure 12 shows the MRMC results
related to popularity. Analogous to the observations made in the Yahoo Movies
dataset, our proposed popularity calibration outperformed fairness associated
with popularity across all recommenders, including the CP calibration method.
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Long Tail Coverage. Figure 13 shows the results of LTC on the Yahoo Songs
dataset. The CP calibration method obtained the lowest results, indicating a
lack of diversity on the recommendation list. The proposed personalized-based
calibration achieved the best results across the trade-off weights in the NMF and
SlopeOne recommenders, and genre-based calibration was able to improve Item
KNN and SVD++ regarding this metric.

Baselines Comparison. Table 4 compares our proposed personalized calibra-
tion method with the two state-of-the-art methods described in Subsection 4.4. It
can be noted that our personalized calibration, compared to CP, yielded superior
results for the LTC and F1 metrics, indicating more diverse and better calibra-
tion regarding genres and popularity. However, CP was able to provide better
fairness than personalized-based calibration, as shown by the RMSE metric.

When compared to genre-based calibration, the personalized-based calibra-
tion was superior in terms of MRR and MAP but could not outperform this
baseline in F1 and RMSE metrics.

In comparison with our popularity-based proposal, we achieved superior re-
sults over CP calibration for the LTC metric, indicating greater diversity. Fur-
thermore, when combined with SlopeOne and SVD++, we obtained higher val-
ues for MAP, MRR, and MRMC Genres, demonstrating good accuracy and
greater fairness in terms of genres. Finally, concerning genre-based calibration,
we achieved higher values for the LTC, MRMC Pop., MAP, and MRR metrics,
confirming good accuracy, diversity, and fairness in terms of popularity.
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Fig. 13. LTC results over the selected recommenders and three types of calibration on
the Yahoo Songs dataset.

6 Conclusion

In this paper, we proposed two calibration techniques, popularity-based and
personalized-based, which use popularity and genre calibrations in a switch-
based approach to provide fairer recommendations to users according to their
interests. As an extension to [20], we assessed in this paper a deep analysis of our
techniques using additional recommender models and a dataset from a different
domain. We also evaluate the calibration approaches using a set of metrics that
measure aspects such as accuracy, diversity, fairness, and miscalibration.

The experiments showed that the proposed techniques were able to improve
the baselines in many aspects, although some challenges still need to be inves-
tigated, such as the trade-off between diversity and precision [14]. Despite this,
we were able to demonstrate that our calibration approaches could be applied
in a different domain, with improvements in diversity, accuracy, and fairness.

In future work, we plan to analyze the effect of our calibration with other
recommendation models, particularly considering the aspects of precision and
popularity bias. We will also conduct online experiments to verify the perfor-
mance of the proposed calibration system with real users.
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Table 4. Comparison of our proposed calibration approaches against the baselines in
the Yahoo Songs dataset. The A symbol means a statistically significant improvement
of the proposed approach in comparison to baselines, with a p-value < 0.05 using the
Student’s t-test; the » symbol denotes no statistically significant gain or loss; and the
v symbol indicates that the baseline is statistically better than our proposal. Each pair
of symbols is related to the CP and Genres baselines, respectively.

Algorithm LTC MRMC Genres MRMC Pop. F1 Score MRR MAP AGAPpp AGAPy AGAPp RMSE
Ttem KNN + CP (A = 1.0) 0.105 0.354 0.036 0.774 0.026 0.01 -0.357 -0.807 -0.675 0.370
NMF + CP (A= 1.0) 0.105 0.355 0.044 0.771 0.014 0.005 -0.592 -0.811 -0.72 0.412
SlopeOne + CP (A = 1.0) 0.08 0.362 0.04 0.767 0.008 0.003 -0.551 -0.814  -0.736 0.409
SVD++ + CP ( 1.0) 0.077 0.363 0.003 0.769 0.025 0.009 -0.167 -0.803  -0.635 0.346
Item KNN + Genres (A = 1.0) 0.11 0.122 0.24 0.814 0.018 0.006 -0.823 -0.630  -0.735 0.424
NMF + Genres (A = 1.0) 0.108 0.121 0.255 0.806 0.007 0.002 -0.851 -0.706  -0.787 0.453
SlopeOne + Genres (A = 1.0) 0.086 0.119 0.255 0.807 0.003 0.001 -0.853 -0.696  -0.798 0.453
SVD++ + Genres (A = 1.0) 0.082 0.129 0.182 0.845 0.017 0.006 -0.763 -0.604  -0.639 0.388
Ttem KNN + Personalized (A = 1.0) 0.111 A 0.275 0.125 0.793 A Y 0.024 « o 0.009 » A -0.823 -0.807 -0.672 0445 v vV
NMF + Personalized (A = 1.0) 0.110 A 0.278 0.134 0.783 A ¥ 0.011 « o 0.004 » & -0.853 -0.807 -0.728 0.460 v v
SlopeOne + Personalized (A =1.0) 0.091 A A 0.283 0.132 0.785 A ¥ 0.006 » o 0.002 » & -0.853 -0.814  -0.739 0.464 v v
SVD++ + Personalized (A =1.0) 0.080 A ¥ 0.276 0.109 0.799 A v 0.020 v A 0.007 v A -0.738 -0.802 -0.608 0.415v v
Item KNN + Popularity (A =1.0) 0.111 a4 0.354 0.034 0.774 A v 0.028 A A 0.010 A & -0.357 -0.807  -0.573 0.351 A A
NMF + Popularity (A = 0.4) 0.108 A A 0.349 0.063 0.768 v v 0.012 Vv A 0.004 v A -0.556 -0.793  -0.690 0.396 A A
SlopeOne + Popularity (A = 1.0) 0.090 A A 0.362 0.038 0.767 A Y 0.010 A A 0.004 A & -0.551 -0.814  -0.658 0.394 A A
SVD-++ -+ Popularity (A = 1.0) 0.078 » ¥ 0.357 0.029 0.774 A Y 0.028 A A 0.010 A A -0.320 -0.798  -0.519 0.334 A A
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