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1 Introducao

Ataques de phishing sdo uma das principais ameacas a seguranca digital, explorando engenha-
ria social e disfarce técnico para obter informacdes sensiveis. O aumento de fraudes baseadas em
URLs falsas exige métodos automadticos para identificar e bloquear esses enderecos em tempo real.
Este trabalho apresenta uma abordagem baseada em aprendizado de maquina para deteccao auto-
matica de URLs de phishing, com foco em desempenho e aplicabilidade pratica. Sdo comparados
dez algoritmos supervisionados quanto a acurécia, precisdo, recall e tempo de execucio [1, 3, 10].

2 Base de Dados e Atributos

O estudo utiliza a base PhiUSIIL Phishing URL [7], contendo 235.795 registros e 54 atributos (31
quantitativos e 23 categéricos), incluindo:

e Da URL: nimero de subdominios e caracteres ofuscados;

* Do HTML: nimero de scripts, imagens e referéncias externas;

* Derivados: indice de similaridade com dominios legitimos [6].

Foi verificada a presenca de desbalanceamento entre classes legitimas e maliciosas, mas nao foi
necessdrio o uso de técnicas como oversampling ou SMOTE, visto que a distribuicdo estava pro-
xima de 52/48, permitindo avaliacdo equilibrada dos modelos.
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3 Metodologia

3.1 Pré-processamento

Foram eliminados atributos redundantes e observacdes extremas. Atributos categéricos foram
convertidos para inteiros via codificacdo ordinal simples.

3.2 Selecao de Atributos

Os critérios aplicados foram: (i) correlacdo com a varidvel-alvo; (ii) importancia dos atributos
via Random Forest [2]; (iil) custo computacional no ambiente real. A andlise demonstrou que
varidveis relacionadas ao comportamento dindmico da pagina, como chamadas externas e inser¢iao
de scripts, possuem maior poder discriminativo que caracteristicas mais estaticas, como tamanho
da URL. Tal resultado reforca a predominancia de estratégias modernas de phishing, baseadas em
manipulagdo visual e estrutura de carregamento, em vez de simples variagdes textuais.
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Figura 1: Importancia dos atributos calculada por floresta aleatéria.

3.3 Modelagem e Avaliacao

Foram testados dez classificadores: Naive Bayes, KNN, Regressdo Logistica, Decision Tree (DT),
Random Forest (RF), AdaBoost, SVM, LightGBM, XGBoost e MLP [4,5]. A validacio cruzada
(k=10) foi utilizada no treino, e o F'1-score foi a métrica principal por equilibrar precisdo e recall
[9]. Também foi considerado o tempo de inferéncia como métrica pratica adicional, uma vez
que modelos aplicados a filtros de trifego devem operar em milissegundos, evitando impacto
perceptivel na navegacdo do usudrio.

4 Resultados e Discussao

KNN, RF, XGBoost e DT obtiveram F'[-score acima de 0,98, destacando-se DT pelo menor tempo
de processamento. A Tabela 1 resume os resultados. O XGBoost apresentou o melhor desempenho



geral (F1=0,9847).

Tabela 1: Desempenho no conjunto de teste.

Modelo Acuracia Precisdo Recall F1
DT 0.983 0.9879 0.976 0.9819
RF 0.984 0.9849 0.9826 0.9837

XGBoost  0.986 0.9831 0.9863 0.9847

Receiver Operating Characteristic (ROC) Curve: XGBoost
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Figura 2: Curva ROC e AUC para o modelo XGBoost.

Um teste t indicou diferenca estatistica significativa entre DT e XGBoost (p < 0.05). Com Optuna
[8], a DT obteve pequena melhoria (F1=0,9831), refor¢cando que a qualidade dos atributos impacta
mais que a otimizacdo de hiperparametros. Observou-se ainda que o treinamento do XGBoost
demandou 8,4 vezes mais tempo que a DT, evidenciando que o ganho marginal em desempenho
deve ser considerado frente ao custo operacional em ambientes de grande escala.

5 Conclusoes

Modelos classicos de aprendizado de mdquina demonstraram elevada precisdo na deteccdo de
URLSs maliciosas com baixo custo computacional. A Decision Tree apresentou excelente equili-
brio entre desempenho e velocidade, permitindo inferéncia rdpida e interpretabilidade direta. Em-
bora existam modelos mais complexos, a eficicia de algoritmos simples pode dispensar solugdes
mais sofisticadas com maior tempo de processamento, reforcando a importincia de considerar
escalabilidade, consumo de recursos e explicabilidade em sistemas reais de seguranca.
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