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ABSTRACT
Context:Although the use of Artificial Intelligence (AI) in software
engineering is growing, the potential of Large Language Models
(LLMs) to automate complex tasks in the software development
process remains largely unexplored. Information-intensive decision-
making tasks, such as selecting Design Thinking (DT) techniques
for requirements elicitation, may significantly benefit from LLM-
based solutions. Objective: This paper presents the automation of
selecting DT techniques for specific project contexts, using LLMs as
decision-support tools. We developed DT Selection Universe GPT,
an LLM-based solution built on a structured repository containing
46 DT techniques and designed to operate using a prompt guided
by the CRISPE model. Method: We investigated professionals’ per-
ceptions of task automation through a qualitative study with four
experienced participants from industry (INDT). The participants
interacted with the tool and then participated in semi-structured
interviews to share their perceptions of the experience. Results:
Participants reported positive perceptions of using LLMs to auto-
mate the task of technique selection. They highlighted the system’s
alignment with professional language, its adaptability to different
contexts, the clarity of the recommendations provided, and the
reliability of the results as key differentiators. Conclusion: The
initial findings indicate that the DT Selection Universe GPT solu-
tion, developed using LLMs, shows strong potential to automate
decision-support tasks for selecting DT techniques, offering benefits
for novice and experienced professionals.
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1 Introduction
Design Thinking (DT) is a structured approach aimed at solving
complex problems, focusing on the creation of innovative products,
∗Both authors contributed equally to this research.
†Both authors contributed equally to this research.

services, and business models [8]. Its distinguishing feature lies in
the integration of empathy, creativity, and user focus, resulting in
solutions that are more closely aligned with the actual needs of
the stakeholders [1]. This approach explores human needs, low-
fidelity prototyping, iterative problem reframing, and collaborative
work among interdisciplinary teams [8]. DT is described as an iter-
ative and non-linear process that begins with user-centered data
collection, moves through idea generation, and culminates in ex-
perimentation and solution validation [22]. Its main benefits are
increased collaboration among team members, a better understand-
ing of the problem, enhanced creativity, greater efficiency in the
requirements definition process, and reduced uncertainty and the
risk of comprehension gaps [25].

DT can be understood from three perspectives: as a mindset,
DT combines divergent and convergent thinking, user-centered fo-
cus, and prototyping. As a process, it follows iterative stages from
empathy to testing. As a toolbox, it integrates diverse techniques
from multiple fields [2]. When professionals adopt the toolbox per-
spective, DT involves selecting multiple techniques to apply across
different process stages, particularly during requirements elicitation.
However, choosing appropriate techniques remains challenging
in professional settings due to the large number of available op-
tions, 85 techniques mapped in the literature [19]—and contextual
factors such as stakeholder engagement and prior knowledge of
the problem [15, 17]. Existing tools like DTA4RE [23], Helius [18],
and DT@IT Toolbox [4] provide support but often offer generic
recommendations with limited adaptation to real-world contexts.

In parallel, recent advances in Large Language Models (LLMs)
have expanded the possibilities for computational support in cre-
ative and innovation-driven activities. Models like OpenAI’s GPT
have demonstrated emerging capabilities, including in-context learn-
ing, instruction following, and step-by-step reasoning [9]. Ma et al.
[13] have already explored these models in domains such as art, en-
tertainment, and design. Recent developments in LLMs, particularly
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GPT-4, have opened new avenues for research into their application
in the field of design [14].

In the context of DT, the use of LLMs as creative agents has been
gaining increasing attention. Studies suggest that ChatGPT can pro-
vide helpful, creative, and context-specific information to support
DT activities [6]. However, there is still a lack of investigation into
how participants and facilitators can effectively incorporate LLMs
into group-centered co-creative structures, such as those found in
DT processes [6].

In this context, the present study aims to explore the automation
of the DT technique selection process for specific project scenarios
by using LLMs as decision support tools. To this end, we devel-
oped DT Selection Universe GPT, an LLM-based solution built on a
structured repository containing 46 DT techniques.

We evaluated the effectiveness of automating the selection pro-
cess by conducting a study with industry professionals to determine
whether DT Selection Universe GPT effectively assists in selecting
techniques compatible with the scenario descriptions provided by
participants. The results show that, compared to general-purpose
tools such as ChatGPT, DT Selection Universe GPT was widely per-
ceived as more effective in automating this task. The participants
highlighted its specific focus on DT, the higher reliability of its
responses, the alignment of its language with professional practice,
the clarity of its recommendations, the speed of interactions and
its adaptability to user needs.

2 Background and Related Work
2.1 LLMs Applied to Design Thinking
The application of Large Language Models (LLMs) in Software En-
gineering has emerged as a promising frontier for automation and
productivity enhancement in system development [12]. Models
such as GPT-4, CodeLlama, and Codex have demonstrated the abil-
ity to understand natural language, interpret technical contexts,
and generate software artifacts with increasing levels of accuracy
[26].

As a result, LLMs are being increasingly explored in creative and
collaborative contexts [5]. They are often regarded as copilots in
the processes of idea generation and problem-solving, especially
in environments marked by uncertainty and the need for human-
centered decision-making [5].

The combination of LLMs and DT represents a promising inter-
section between Artificial Intelligence (AI) and human-centered
innovation. Applying LLMs within DT reflects an emerging trend
aimed at supporting and expanding the use of the methodology in
real-world environments [7].

By functioning as conversational systems, LLMs provide an inter-
active experience that fosters user learning and autonomy, reinforc-
ing the exploratory and iterative nature of the process [12]. Through
conversational interactions, LLMs can transform the experience of
applying DT by offering dynamic, contextualized, and personalized
support [16]. When integrated with design frameworks, LLMs can
assist in ideation, facilitate brainstorming, generate empathy maps,
and contribute to conceptual prototyping [16].

These contributions elevate the role of AI from simply respond-
ing to commands to becoming true co-creation partners [7]. Gener-
ative AI facilitates the selection of tools and methods and stimulates

ideation and solution exploration in a more fluid and dynamic man-
ner [21].

2.2 Related Work
Among recent AI-based approaches in DT, Harwood et al. [7] in-
troduced the CHAI-DT framework, which integrates generative
agents like ChatGPT as creative partners in the ideation process.
The AI contributes ideas through structured prompts, fostering col-
laborative innovation. While exploring ChatGPT in the DT context,
our approach differs by focusing on adapting ChatGPT-4 to recom-
mend DT techniques based on real-world scenarios described by
professionals. Instead of generating solutions, the agent analyzes
context to suggest appropriate techniques, supporting the planning
and execution of DT activities.

Jiang and Luo [10] propose AutoTRIZ, a tool that leverages LLMs
to automate the TRIZ method by identifying contradictions and
generating creative solutions. The goal is to simplify this tradition-
ally complex methodology, making it accessible to users without
prior expertise and directly supporting the ideation phase. While
both studies explore the use of LLMs in innovation processes, their
aims differ: AutoTRIZ focuses on solution generation, whereas our
work uses ChatGPT-4 to automate the selection of DT techniques.
Rather than intervening in ideation, our approach supports users in
the preparatory phase by recommending techniques aligned with
the project context.

Ma et al. [11] investigate using LLMs, such as GPT-4, to gener-
ate creative and diverse solutions to design problems, analyzing
how prompt engineering and parameter configurations influence
the variety of outputs. While their findings highlight the poten-
tial of LLMs to support creativity, they also point out that the
diversity of AI-generated ideas remains limited compared to hu-
man responses, especially in tasks requiring high originality. In
contrast, our study does not apply LLMs directly in the ideation
process but uses ChatGPT-4 to support the contextual selection of
DT techniques. This approach aims to assist users in identifying
appropriate techniques based on project-specific scenarios or par-
ticipant profiles, focusing on informed decision-making rather than
idea generation.

3 Automation of DT Technique Selection Using
the DT Selection Universe GPT Tool

To better support the selection of DT techniques activity, we devel-
oped the DT Selection Universe GPT tool, an artificial intelligence
agent based on ChatGPT-4 using a structured approach to automat-
ing the selection process in a precise and context-aware manner
for software projects. We divided the process into the following
stages: defining the knowledge base, building the prompt, config-
uring the agent’s personality, conducting controlled scenario tests,
and performing conversational tests.

3.1 Knowledge Base Construction
The first step involved building a solid knowledge base to serve as
the core operating component of the model. Initially, we considered
other sources, such as the tool proposed by Souza et al. [23], but
it included fewer techniques and was more outdated. Therefore,
we chose to use the structured documents from the Select Universe
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site1, organizing information on 46 DT techniques grouped into ten
categories. This structure aimed to ensure that the agent had access
to technical, clear, and specific content to support its recommenda-
tions. The knowledge base is available in the supplementary mate-
rial (accessible at: [https://figshare.com/s/559d888ae43377128463]).

3.2 Prompt Design Using the Crispe Model
With the structured knowledge base in place, the next step involved
crafting the prompt that would define the agent’s behavior. We
adopted the CRISPE model, known for its clarity and adaptability
in constructing complex prompts. CRISPE enabled us to precisely
specify how the model should organize its responses, prioritizing
objectivity, clarity, and conciseness [3]. The generated prompt is
available in the supplementary material.

Each response generated by DT Selection Universe GPT was re-
quired to include the following elements:

• The recommendation of the most appropriate Select DT tech-
nique for the scenario presented.

• A detailed explanation of the technique, including its defini-
tion, how it works, and when to apply it.

• Practical guidance on how to apply the technique within the
user’s context.

• A realistic example of how the technique has been applied
in a similar situation.

• Suggestions for complementary techniques, when applicable.

3.3 Agent Profile Configuration
In addition to structuring the responses, we defined the agent’s
formal and instructional personality. We achieved this through
prompt design, incorporating instructions for the model to adopt
a professional, clear, and polite tone to facilitate the technical un-
derstanding of its recommendations. We chose this personality to
meet the needs of diverse audiences: from beginners who require
more straightforward explanations to experienced professionals
seeking more profound insights. To address these needs, we pro-
grammed the agent to generate two versions of each response—one
more concise, focused on objectivity, and another more detailed,
offering comprehensive explanations and examples. This approach
ensures flexibility and adaptability in communication. We based
this decision on the observation that different users have varying
informational needs and communication styles, aiming to maximize
the agent’s usefulness for a broad audience.he level of depth that
best suited their needs.

3.4 Structured Scenario Testing
The DT Selection Universe GPT2 we designed to support simple,
natural interaction: users describe their project context in natural
language, and the agent recommends suitable DT techniques with
clear, contextualized guidance. The model relies on a structured
knowledge base derived from the site Selection Universe and does
not access external sources. Two prompt constraints were applied
to ensure reliability: the agent should respond only to DT-related

1Select Universe site: https://sites.google.com/view/universodeselecao/
2DT Selection Universe GPT: https://chatgpt.com/g/g-
67a5164e66288191b0270db113864309-dt-selection-universe-gpt

queries, and all responses must be based exclusively on its internal
knowledge base.

A testing cycle was conducted using structured scenarios in
which fictional characters described specific situations related to
requirements elicitation. The agent was expected to identify and ex-
plain the most appropriate technique for each case. Due to platform
limitations, interactions must be initiated by the user. To support
this, the interface presents brief usage instructions and provides
example prompts to guide users.

4 Feasibility Study
The objective of this feasibility study was to evaluate the effec-
tiveness of the DT Selection Universe GPT tool in automating the
selection of DT techniques, taking into account the project context
and the profile of the professionals who will use these techniques.
To achieve this, we conducted a pilot study with a student with prior
experience in DT and selected related techniques. The pilot was de-
signed to explore the tool’s usefulness and validate the interaction
and interview protocol developed for the study. The complete pro-
tocol used in this stage is available in the supplementary material
(available at: https://figshare.com/s/559d888ae43377128463).

4.1 Participants and Context
We conducted the activity with four professionals from Instituto
de Desenvolvimento Tecnológico (INDT), all with prior experience
with DT. The participants belonged to different teams and had three
to eight years of experience as designers. The sessions were held
remotely via the Google Meet platform, lasting between 30 and 38
minutes.

4.2 Procedures
The study followed the steps below:

(1) Tool presentation and ethical consent: we briefly ex-
plained the DT Selection Universe GPT tool, including its
purpose and operation. Following this, we invited the partic-
ipants to sign the Informed Consent Form (ICF), as required
for the ethical conduct of research. The Research Ethics Com-
mittee approved this study under protocol number CAAE:
79890324.2.0000.5020.

(2) Interactionwith the tool: we invited each participant to in-
teract with the agent by submitting a project scenario, either
ongoing or previously experienced. Based on the scenario,
the tool recommended appropriate DT techniques, and the
participant continued the interaction using natural language.
Figure 1 shows the response generated by the tool during an
interaction with the participant.

(3) Interaction recording: All conversations with the tool were
recorded. The full interaction transcripts are available in the
supplementary material.

(4) Post-interaction interview: We individually interviewed
each participant after completing the interaction. The inter-
view script addressed perceptions of the interaction, ease
of use, perceived usefulness, positive and negative aspects,
comparison with other tools, and suggestions for improve-
ment. The complete interview script is also available in the
supplementary material.
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Figure 1: Part of the tool’s response during interaction with
participant P4 (in Portuguese)

4.3 Results
We analyzed the interview transcripts using Grounded Theory (GT)
procedures, as described by Strauss and Corbin [24]. The analy-
sis process involved the stages of Open Coding and Axial Coding,
with continuous revisions and discussions among the researchers
regarding the emerging findings. To support these stages, the team
used Atlas.ti9 tool3 facilitating the creation of codes and categories,
the assignment of codes to excerpts from interviews, and the con-
struction of networks that established relationships between the
identified categories. We did not apply the GT’s selective coding,
as our objective was not to develop a theory. In total, the anal-
ysis resulted in eight categories. We presented categories in the
paper that were selected based on their relevance and the potential
to illustrate best the key benefits observed in the study. Due to
space limitations, not all selected categories could be fully detailed
in the main text. However, we included the complete categories
and their full descriptions in the supplementary material to ensure
transparency and allow interested readers to access the complete
analysis.

4.3.1 Interaction with the tool. Figure 2 shows that the category
Interaction with the Tool analysis resulted in nine principal codes
based on participants’ reports.

During the initial use of the tool, some participants reported
difficulties in formulating their requests. We identified the code
Difficulty in composing prompts, indicating that the construc-
tion of input commands posed an initial barrier to interaction. As
stated by P1, “I had some difficulty composing prompts; maybe if I

3https://atlasti.com/

Figure 2: Category: Interaction with the Tool

used it more often, I would find it easier to write them.” Additionally,
P2 reported a Delay in understanding the request on the part of
the tool, while acknowledging that the difficulty might have been
mutual: “I thought it took a while to understand what I wanted, but
I am not sure if it was my fault — maybe I should have been more
direct at the beginning.”

Despite these initial difficulties, participants highlighted positive
aspects of the interaction. One of the most valued points was the
organized structure of the responses, in which the tool pre-
sented content in a topic-based and segmented manner, facilitating
understanding. P3 stated, “I liked the way it listed things, with a
structure showing what it is, how it works, how to apply it,” while P1
added, “I liked the tool’s response; the text was organized by topic for
each technique, explaining what it is, how to apply it, the outcome
[...] it even provides a summary — I found that really nice.”

In addition, the participants reported that the tool contributed to
the expansion of the techniques to be used by suggesting more
detailed approaches than originally planned. As P4 expressed, “I
had already done a desk research and a benchmarking, and then I was
thinking about conducting user interviews, but it gave me the idea of
doing something more in-depth like an empathy map, user journey,
and documenting it more thoroughly.” This type of interaction was
also associated with the generation of insights, with suggestions
that had not been initially considered, as P4 noted: “it gave me a
few things I had not even thought about doing, so I found it cool for
actually moving forward and generating insights.”

The tool also demonstrated the ability to provide identification
of inappropriate uses, alerting users about contexts in which spe-
cific techniques should not be applied. P3 highlighted this feature
by stating, “I liked that it could show incorrect contexts — how not to
do things, how it is inappropriate to complete this tool. I found that
interesting.”

Another relevant aspect was the alignment with the DT pro-
cess. The tool organized the techniques in a way that coherently
followed the methodological flow of Design Thinking, as reported
by P4: “you can see that its content strictly follows the DT process [...]
it already provided a sequence of techniques and how I could proceed
based on what I had already done and what I could continue doing.”

Finally, participants also valued subjective elements in the in-
teraction experience. P4 stated that the tool conveyed a sense of

https://atlasti.com/
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confidence in its recommendations, explaining that “it gives the
feeling that the person — the AI — who is speaking knows what they
are talking about.” This perception was also tied to the tool’s use of
a language familiar to professionals in the field, which helped
make the interaction feel more natural and contextually grounded.
The same participant noted, “I feel like it is really a designer speak-
ing to me — a person from the software field — because of how it
communicates.”

4.3.2 Perceived usefulness. Figure 3 shows that we divided the cat-
egory Perceived Usefulness into three subcategories containing
twelve associated codes.

Figure 3: Category: Perceived Usefulness

In the subcategory Techniques suited to the context, partici-
pants reported that the recommendations provided by the tool were
appropriate to the specific needs of their projects, highlighting the
quality and relevance of the suggestions.

One of the central points was the perception of Techniques
aligned with the need. P4 stated that all the suggested techniques
were directly related to what they needed to accomplish, indicating
an intense match between the input and the output: “I think all of
them fit my context, what I need to do, they all are exactly what I need
to do.” Reinforcing this perception, P1 emphasized the coherence
of the suggestions, stating that the tool’s responses made sense
about their scenario: “I thought all the suggestions it gave made
sense.”

In addition to the suggestions’ relevance, the tool demonstrated
consistency by avoiding inappropriate recommendations. P2 em-
phasized the Absence of incorrect or unexpected information,
even in situations where the presented content was already fa-
miliar, which reinforces the tool’s reliability: “as I said, it tried to
teach a priest how to say mass, but at no point did it write something
completely off or wrong, everything was correct.”

In the subcategory Relevant technique suggestions, partic-
ipants highlighted that the tool’s recommendations were mainly
pertinent to the problems and scenarios they faced. This reflects the
tool’s ability to understand the context and offer responses tailored
to specific needs.

One highlighted aspect was the Relevance of suggestions
adapted to the problem. P3 valued not only the pertinence of the
recommendations but also the structured way in which they were
presented, emphasizing the adaptability of the responses and the
use of illustrative examples: “they were relevant, I liked the way they
were presented, especially the adaptability of the responses and the
scenario-based examples.” Supporting this point, P1 emphasized that
the suggestions were Aligned with the participants’ profiles,
particularly in scenarios involving limited stakeholder participa-
tion. In this context, the observation technique was perceived as
appropriate: “I believe so, because according to the scenario, which
lacked strong stakeholder participation, observation might have been
a suitable choice.”

Despite the overall recognition of the suggestions’ adequacy, P4
pointed out that some techniques, although interesting, might not
be applicable in specific contexts. This reflects a case of Contextual
relevance with practical limitations, considering variables such
as available time and project type: ”maybe the only suggestion I
would not follow, depending on the situation, the project, and the time,
would be the insight card. Even though I think it is cool, I might skip
it. But I liked the user map and the other suggested techniques; they
were relevant.”

Further analyses related to this category are available in the
supplementary material.

4.3.3 Comparison with other tools. In the category Comparison
with Other Tools (see Figure 4), the participants compared the DT
Selection Universe GPT tool with general-purpose solutions such
as ChatGPT and Google. They highlighted the advantages of the
proposed tool, particularly in terms of its focus, reliability, and
appropriateness of its responses.

Figure 4: Category: Comparison with Other Tools

Participants identified several positive differentiators when com-
paring DT Selection Universe GPT with general-purpose tools such
as ChatGPT, especially regarding focus, reliability, language, speed,
and interactivity.

One of the main advantages mentioned was the specific fo-
cus on DT. Participants noted that unlike ChatGPT which often
provides generic or contextually unrelated responses DT Selection
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Universe GPT delivers recommendations directly related to DT
tools, making its suggestions more accurate and relevant. As P3
stated: “I like that it is focused on DT tools because ChatGPT tends
to give me very generic responses and does not always return a tool;
sometimes it gives me a solution that is not related to design.”

In addition to its specific focus, participants also emphasized
the tool’s language aligned with professional practice. P4 ob-
served that DT Selection Universe GPT uses terms and expressions
similar to those used in their team’s daily work, which improves
comprehension and fosters a sense of familiarity with the tool: “I
do not know if you did something on its data side, but every time it
responds, it uses terms and things exactly aso, the way we use them,
so I thought it was better than ChatGPT.”

Another relevant aspect mentioned was the tool’s recommenda-
tion reliability, which participants associated with its foundation
on data already validated by prior research. This foundation gives
users confidence regarding the suggested techniques’ origin and
consistency. As P3 reported: “I believe the main difference is relia-
bility, because I understand that it is based on data that has already
been studied and defined, and the direction is already focused on these
tools. Since the tool uses a source created from research, with a list of
what these tools are, I trust it.”

In addition to reliability, participants valued the tool’s speed and
clarity in delivering responses. P1 pointed out that, compared
to other tools, DT Selection Universe GPT produces results more
quickly and with greater relevance: “It makes much more sense here;
I think it gives a faster response.”

Finally, one participant highlighted interactivity as a positive
differentiator, particularly in comparison to tools with limited
interactivity. The ability to maintain an ongoing conversation and
adjust suggestions based on user feedback was considered a signifi-
cant improvement: “A tool that works like ChatGPT is much faster
because you can establish a conversation and it gives you suggestions;
if you do not like them, you can challenge them. With other tools,
they give you the techniques; if you do not like them, you have to pick
something else” (P1).

Additional analyses related to this category are available in the
supplementary material.

4.4 Limitations
In this subsection, we discuss the limitations of qualitative studies
based on Ralph et al. [20].

Our study has some inherent limitations of qualitative research
and GT procedures. First, our findings are based on a small number
of participants, which limits statistical generalization. However,
qualitative research aims not at generalization but at generating
in-depth, contextualized insights. We ensured credibility by pro-
viding descriptions of the study context, participant profiles, and
procedures, allowing readers to assess the relevance of our findings
to other settings.

Second, while the diversity of participant backgrounds supports
resonance with real-world industry practice, the specific context
of our participants (i.e., professionals with prior DT experience)
may not fully reflect novices’ experiences. Future studies involving
broader and more diverse profiles may help expand the knowledge
about AI-supported technique selection.

Finally, although we did not conduct the selective coding phase
of GT, as our aim was not to generate a theory, our open and axial
coding procedures supported the usefulness of the findings. We
produced a categorization of participants’ perceptions that can
guide future improvements to the tool and inform similar efforts in
AI-based decision support for DT.

5 Final Considerations
This paper introduces the DT Selection Universe GPT tool, an LLM-
based solution that automates the recommendation of Design Think-
ing techniques for requirements elicitation based on project context
and user profile, filling a gap identified in the literature and practice.
The tool relies on a structured knowledge base of 46 techniques
and is guided by a prompt built using the CRISPE model. Its effec-
tiveness was evaluated through both controlled and conversational
test sessions, assessing its performance across diverse interaction
styles and real-world scenarios.

The results of the qualitative study provided preliminary evi-
dence that LLMs have the potential to automation tasks in software
engineering. By investigating the selection of DT techniques, we
demonstrated that LLM based automation can assist professionals
in making context-aware decisions, reducing effort, and increas-
ing confidence in technique selection. Participants highlighted the
effectiveness of this approach, noting the relevance of the recom-
mendations, the clarity, and consistency of the outputs, and the
adaptability of the responses to different project scenarios. These
findings open promising opportunities to expand the use of LLMs
to automation other complex decision-support activities within
software engineering processes.

Future work includes enhancing the automation process with
visual representations of recommended techniques to improve user
understanding and application. We also plan to broaden the evalua-
tionwith amore diverse participant group, including novices, and to
compare the LLM-based approach with traditional recommendation
methods (e.g., rule-based or classification systems), using ground
truth to assess accuracy and completeness. Additionally, we intend
to explore the implications of non-determinism and hallucinations
commonly associated with LLMs.
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