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1 Introducao

O uso de sistemas baseados em inteligéncia artificial tem se expandido para diferentes seto-
res industriais, incluindo o setor de satide, que vem incorporando tecnologias de processamento de
fala para otimizar fluxos de trabalho e reduzir custos operacionais. Entre essas tecnologias, o reco-
nhecimento automadtico de fala (ASR) tem sido aplicado a automatizag¢do de registros clinicos e a
integracao de informacgdes em sistemas hospitalares, com potencial para aumentar a produtividade
e minimizar erros de transcricdo em ambientes de alta demanda.

A adocio de solucdes dessa natureza depende de modelos capazes de operar sob condicdes
acusticas varidveis, tipicas de clinicas e hospitais. Entretanto, o desenvolvimento e a validagdo de
modelos robustos enfrentam a escassez de bases publicas de fala médica, o que limita a reproducio
de experimentos e o avanco de aplicacdes voltadas ao setor produtivo. Restri¢des éticas e legais re-
lacionadas a privacidade de dados médicos tornam a coleta de amostras reais um processo custoso
e de dificil padronizacdo.

Neste contexto, o trabalho apresenta o MedDialogue-Audio, um corpus sintético de didlogos
em inglés entre médicos e pacientes, desenvolvido para apoiar pesquisas e aplica¢des industri-
ais em reconhecimento de fala no dominio da satide. O conjunto foi derivado do corpus textual
MedDialog-EN e transformado em 4udio por meio de um processo automatizado de sintese e
adicdo controlada de ruido, de modo a simular diferentes condi¢des acusticas.
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O objetivo é oferecer um recurso aberto e reprodutivel que permita avaliar o desempenho
de modelos ASR em cendrios de fala médica, contribuindo para o desenvolvimento de solugdes
tecnoldgicas aplicdveis a ambientes hospitalares, clinicas e sistemas de telemedicina.

2 Materiais e Métodos

O corpus MedDialogue-Audio foi desenvolvido a partir do conjunto textual MedDialog-EN
[3] [4], composto por pares de frases em inglés entre pacientes e médicos, obtidos de plataformas
de teleatendimento. Cada registro contém uma descri¢@o breve do paciente e a resposta correspon-
dente do profissional. A escolha dessa base se deve a sua cobertura de multiplas especialidades
clinicas e a estrutura adequada para geracdo de amostras de fala segmentadas e independentes.

Os textos passaram por um processo de normalizacdo linguistica com o objetivo de corrigir
inconsisténcias e preparar o material para a conversdo em 4dudio. Foram removidos caracteres
ndo textuais e substituidas abreviagdes e unidades de medida por suas formas completas. Em
seguida, aplicou-se o modelo de linguagem gpt-4o-mini para revisdo sintatica e padronizacdo das
expressoes clinicas. O modelo também inferiu informagdes basicas sobre o paciente, como género
e faixa etdria, utilizadas apenas para selecio de vozes na etapa de sintese.

A geragdo de fala foi realizada com o modelo Orpheus TTS [2], responsével pela conversdo de
texto em dudio. Foram criados dois arquivos por par de frases, correspondentes ao paciente e ao
médico, totalizando 21.068 amostras originais. Para representar condi¢Oes de gravacdo observadas
em ambientes hospitalares, cada arquivo recebeu seis variagdes com ruido: trés niveis de ruido
branco (2%, 6% e 10%) e trés niveis de ruido de fundo provenientes de gravac¢des hospitalares
(20%, 40% e 60%) [5] [6]. O corpus final contém 147.476 amostras de dudio.

As amostras foram nomeadas segundo o padrdo [ID]_[SPEAKER] [TIPO] [NIVEL] .wav,
em que o identificador representa o par de frases, SPEAKER indica o interlocutor, TIPO define o
tipo de ruido (original, branco ou ambiente) e NIVEL expressa sua intensidade percentual. Um
arquivo de metadados complementa o conjunto, reunindo informac¢des como duracdo, energia
média, frequéncia fundamental, centréide espectral, razdo harmdnico-ruido e transcricdo textual
associada [1].

A etapa de avaliagdo experimental foi conduzida com trés modelos de reconhecimento au-
tomatico de fala (ASR): Whisper-base, Wav2Vec 2.0 e HuBERT. Os testes utilizaram uma amostra
correspondente a 10% do corpus, incluindo dudios originais e com ruido. As métricas considera-
das foram a Taxa de Erro de Palavras (WER), o Reconhecimento de Termos Médicos (MTRA) e
o BERTScore, empregadas para medir o efeito do ruido sobre a precisao lexical e semantica das
transcrigdes.

3 Resultados

O processo de constru¢do do corpus MedDialogue-Audio resultou em 147.476 amostras de
dudio distribuidas entre versdes originais e com ruido. As medi¢des acusticas apresentaram va-
lores regulares entre as amostras, indicando consisténcia no processo de sintese. A normaliza¢io
textual reduziu o nimero de erros ortogrificos e estruturais, garantindo maior uniformidade nas
transcrigdes.



Os resultados mostraram aumento da taxa de erro de palavras com o crescimento do nivel de
ruido. O modelo Whisper-base apresentou menor variacdo de desempenho entre as condicdes tes-
tadas, enquanto o Wav2Vec 2.0 foi o mais sensivel a degradag@o do sinal. O HuBERT apresentou
resultados intermedidrios. A Figura 1 apresenta a variacdo da Taxa de Erro de Palavras (WER)
sob diferentes niveis de ruido ambiente hospitalar.
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Figura 1: Taxa de erro de palavras (WER) sob condi¢des de ruido branco (a esquerda) e ruido de
fundo (a direita). Observa-se que, para o modelo Whisper, o valor de WER no audio original foi
tdo baixo que ndo é visualmente perceptivel na escala do grafico adotada, resultando na aparente
auséncia da barra correspondente.

Os experimentos indicam que o corpus pode ser utilizado em andlises de desempenho de mo-
delos ASR sob condicdes acusticas varidveis. A estrutura do conjunto permite avaliar, de modo
controlado, os efeitos do ruido sobre a transcri¢do de dados clinicos e apoiar o desenvolvimento
de sistemas voltados a automacdo de registros em satde.

4 Conclusao

Este trabalho apresentou o MedDialogue-Audio, um corpus sintético de didlogos médico-
paciente em inglés desenvolvido para experimentos com modelos de reconhecimento automatico
de fala em condigdes acusticas varidveis. O conjunto foi derivado do MedDialog-EN e gerado
por meio de um processo automatizado que combinou normalizagdo linguistica, sintese de fala e
adicdo controlada de ruidos. O resultado compreende 147.476 amostras de dudio acompanhadas
de metadados e transcricdes padronizadas.

Os experimentos realizados com os modelos Whisper-base, Wav2Vec 2.0 e HuBERT mostra-
ram que o desempenho de sistemas ASR varia conforme o nivel e o tipo de ruido, o que reforca a
necessidade de bases que representem cendrios reais de operacdo. O corpus permite avaliar o com-
portamento de modelos de transcri¢gdo em contextos semelhantes aos encontrados em aplicagdes
industriais, como registros automatizados de atendimento, integracio de sistemas hospitalares e
monitoramento de comunica¢do em processos produtivos.

O MedDialogue-Audio estd disponivel publicamente em: https://huggingface.co/
datasets/aline—gassenn/MedDialog—Audio.
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