
2025 IV Workshop de Matemática, Estatı́stica e Computação Aplicadas à Indústria
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1 Introdução

O uso de sistemas baseados em inteligência artificial tem se expandido para diferentes seto-
res industriais, incluindo o setor de saúde, que vem incorporando tecnologias de processamento de
fala para otimizar fluxos de trabalho e reduzir custos operacionais. Entre essas tecnologias, o reco-
nhecimento automático de fala (ASR) tem sido aplicado à automatização de registros clı́nicos e à
integração de informações em sistemas hospitalares, com potencial para aumentar a produtividade
e minimizar erros de transcrição em ambientes de alta demanda.

A adoção de soluções dessa natureza depende de modelos capazes de operar sob condições
acústicas variáveis, tı́picas de clı́nicas e hospitais. Entretanto, o desenvolvimento e a validação de
modelos robustos enfrentam a escassez de bases públicas de fala médica, o que limita a reprodução
de experimentos e o avanço de aplicações voltadas ao setor produtivo. Restrições éticas e legais re-
lacionadas à privacidade de dados médicos tornam a coleta de amostras reais um processo custoso
e de difı́cil padronização.

Neste contexto, o trabalho apresenta o MedDialogue-Audio, um corpus sintético de diálogos
em inglês entre médicos e pacientes, desenvolvido para apoiar pesquisas e aplicações industri-
ais em reconhecimento de fala no domı́nio da saúde. O conjunto foi derivado do corpus textual
MedDialog-EN e transformado em áudio por meio de um processo automatizado de sı́ntese e
adição controlada de ruı́do, de modo a simular diferentes condições acústicas.
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O objetivo é oferecer um recurso aberto e reprodutı́vel que permita avaliar o desempenho
de modelos ASR em cenários de fala médica, contribuindo para o desenvolvimento de soluções
tecnológicas aplicáveis a ambientes hospitalares, clı́nicas e sistemas de telemedicina.

2 Materiais e Métodos

O corpus MedDialogue-Audio foi desenvolvido a partir do conjunto textual MedDialog-EN
[3] [4], composto por pares de frases em inglês entre pacientes e médicos, obtidos de plataformas
de teleatendimento. Cada registro contém uma descrição breve do paciente e a resposta correspon-
dente do profissional. A escolha dessa base se deve à sua cobertura de múltiplas especialidades
clı́nicas e à estrutura adequada para geração de amostras de fala segmentadas e independentes.

Os textos passaram por um processo de normalização linguı́stica com o objetivo de corrigir
inconsistências e preparar o material para a conversão em áudio. Foram removidos caracteres
não textuais e substituı́das abreviações e unidades de medida por suas formas completas. Em
seguida, aplicou-se o modelo de linguagem gpt-4o-mini para revisão sintática e padronização das
expressões clı́nicas. O modelo também inferiu informações básicas sobre o paciente, como gênero
e faixa etária, utilizadas apenas para seleção de vozes na etapa de sı́ntese.

A geração de fala foi realizada com o modelo Orpheus TTS [2], responsável pela conversão de
texto em áudio. Foram criados dois arquivos por par de frases, correspondentes ao paciente e ao
médico, totalizando 21.068 amostras originais. Para representar condições de gravação observadas
em ambientes hospitalares, cada arquivo recebeu seis variações com ruı́do: três nı́veis de ruı́do
branco (2%, 6% e 10%) e três nı́veis de ruı́do de fundo provenientes de gravações hospitalares
(20%, 40% e 60%) [5] [6]. O corpus final contém 147.476 amostras de áudio.

As amostras foram nomeadas segundo o padrão [ID] [SPEAKER][TIPO][NÍVEL].wav,
em que o identificador representa o par de frases, SPEAKER indica o interlocutor, TIPO define o
tipo de ruı́do (original, branco ou ambiente) e NÍVEL expressa sua intensidade percentual. Um
arquivo de metadados complementa o conjunto, reunindo informações como duração, energia
média, frequência fundamental, centróide espectral, razão harmônico-ruı́do e transcrição textual
associada [1].

A etapa de avaliação experimental foi conduzida com três modelos de reconhecimento au-
tomático de fala (ASR): Whisper-base, Wav2Vec 2.0 e HuBERT. Os testes utilizaram uma amostra
correspondente a 10% do corpus, incluindo áudios originais e com ruı́do. As métricas considera-
das foram a Taxa de Erro de Palavras (WER), o Reconhecimento de Termos Médicos (MTRA) e
o BERTScore, empregadas para medir o efeito do ruı́do sobre a precisão lexical e semântica das
transcrições.

3 Resultados

O processo de construção do corpus MedDialogue-Audio resultou em 147.476 amostras de
áudio distribuı́das entre versões originais e com ruı́do. As medições acústicas apresentaram va-
lores regulares entre as amostras, indicando consistência no processo de sı́ntese. A normalização
textual reduziu o número de erros ortográficos e estruturais, garantindo maior uniformidade nas
transcrições.



Os resultados mostraram aumento da taxa de erro de palavras com o crescimento do nı́vel de
ruı́do. O modelo Whisper-base apresentou menor variação de desempenho entre as condições tes-
tadas, enquanto o Wav2Vec 2.0 foi o mais sensı́vel à degradação do sinal. O HuBERT apresentou
resultados intermediários. A Figura 1 apresenta a variação da Taxa de Erro de Palavras (WER)
sob diferentes nı́veis de ruı́do ambiente hospitalar.

Figura 1: Taxa de erro de palavras (WER) sob condições de ruı́do branco (à esquerda) e ruı́do de
fundo (à direita). Observa-se que, para o modelo Whisper, o valor de WER no áudio original foi
tão baixo que não é visualmente perceptı́vel na escala do gráfico adotada, resultando na aparente
ausência da barra correspondente.

Os experimentos indicam que o corpus pode ser utilizado em análises de desempenho de mo-
delos ASR sob condições acústicas variáveis. A estrutura do conjunto permite avaliar, de modo
controlado, os efeitos do ruı́do sobre a transcrição de dados clı́nicos e apoiar o desenvolvimento
de sistemas voltados à automação de registros em saúde.

4 Conclusão

Este trabalho apresentou o MedDialogue-Audio, um corpus sintético de diálogos médico-
paciente em inglês desenvolvido para experimentos com modelos de reconhecimento automático
de fala em condições acústicas variáveis. O conjunto foi derivado do MedDialog-EN e gerado
por meio de um processo automatizado que combinou normalização linguı́stica, sı́ntese de fala e
adição controlada de ruı́dos. O resultado compreende 147.476 amostras de áudio acompanhadas
de metadados e transcrições padronizadas.

Os experimentos realizados com os modelos Whisper-base, Wav2Vec 2.0 e HuBERT mostra-
ram que o desempenho de sistemas ASR varia conforme o nı́vel e o tipo de ruı́do, o que reforça a
necessidade de bases que representem cenários reais de operação. O corpus permite avaliar o com-
portamento de modelos de transcrição em contextos semelhantes aos encontrados em aplicações
industriais, como registros automatizados de atendimento, integração de sistemas hospitalares e
monitoramento de comunicação em processos produtivos.

O MedDialogue-Audio está disponı́vel publicamente em: https://huggingface.co/
datasets/aline-gassenn/MedDialog-Audio.
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