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SOME GEOMETRIC PROPERTIES OF
DIFFERENTIAL-ALGEBRAIC EQUATIONS

PAULO SERGIO PEREIRA DA SILVA AND CARLOS JUITI WATANABE

ABSTRACT. The aim of this paper is the study of some geometric properties of
a class of nonlinear differential-algebraic equations (DAEs). A canonical state
representation of this class of DAEs is introduced. When the input of the
system is a canonical input, it is shown that the DAE does not have impulsive
behavior. The solvability of this class of DAFEs is studied. A definition of
differential index is introduced. This new definition is compatible with under-
determined DAESs, i. e., DAEs that represent control systems. The standard
definition of differential index is then compared with the proposed definition,
showing the equivalence of this notions when the system is completely de-
termined. A class of index-zero implicit systems, called pseudo-explicit, is
introduced. The solutions of a pseudo-explicit system are the solutions of an
explicit system with initial conditions that lies on a invariant manifold I'. It
is shown that I' can be stabilized by a convenient modification of the explicit
system without modifying the dynamics over I'. The relationship between the
dynamic extension algorithm and the transformation of an implicit system into
a pseudo-explicit form is discussed. This would led to a symbolic method of
index reduction, and of stabilization of the corresponding invariant manifold,
but this method seems to bave some practical disadvantages and numerical
difficulties. The main result of the paper shows that one can construct an
explicit system whose solutions converge to the ones of a given implicit sys-
tem. This would led to a second method that can be useful for the numerical
integration of a class of higher-index DAEs.

1. INTRODUCTION

Implicit systems, Singular Systems, Descriptor Systems, or Differential-Alge-
braic Equations (DAES’s) are deeply studied in the literature. Linear descriptor
systems are an important class of control systems and many papers and books on
this subject are found in the literature [8, 30, 9]. Solvability of DAEs is considered
in [41]. The numerical integration of DAEs is the subject of two excellent books
[6, 4], but this matter is still an active area of research, specially for higher-index
DAEs.

Our paper is an attempt to study DAEs throw a geometric approach, as done
earlier for instance by [40, 23, 39, 18]. In previous works, the connections between
DAEs and the relative degree and zero dynamics was already pointed out [42, 26]
(see also [27, 7]). In the literature it is shown that, when the index is reduced by
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symbolic operations, one may transform the system into an explicit system with
an invariant manifold. In this case it may be important to stabilize this invariant
manifold, otherwise the numerical integration methods may introduce a drift in the
constraints [40, 3, 1, 2].

Our work studies these aspects further and is mainly based on the infinite di-
mensional geometric approach of [20] and on some results of [35] that will be briefly
recalled in sections 2 ans 3.

In this paper we introduce the notion of canonical state representation of a
DAE, which has a geometric meaning and assures that the system does not possess
impulsive behavior of its response. We improve some solvability results obtained in
[35] showing that, under some regularity assumptions, a DAE is a control system
that admits local state representations around any point. Hence, if one fixes the
input and choose a compatible initial condition, then the solvability of this class of
DAESs is assured in the same way as the solvability of a standard control system.

Assume that one regards the constraints y = 0 of a DAE as outputs y of an
explicit system S and this explicit system can be decoupled by static-state feedback.
Then the index is directly related to the relative degree. In this first situation the
system may be reduced to an index-zero system by the application of the decoupling
feedback law [42, 25, 26]. The more general situation, considered in this paper,
arises when system S is not decoupable by static-state feedback. In this second
situation, the standard way of reducing the index simply by adding the derivatives
of constraints! becomes more complicated because the derivatives of the constraints
will depend on the algebraic variables (it is the case of the example of section 7).

When the explicit system S is not decoupable by static-state feedback, we show
that the general method of index-reduction is directly related to the dynamical
extension algorithm and we also prove that the differential index can be deduced
from the algebraic structure at infinity defined in [15]. A notion of differential index
that consider also underdetermined DAEs (i. e., control systems defined by DAES)
is then introduced and compared with the standard notion of differential index. It
is important to stress that the standard definition of differential index is suitable
for completely determined DAE’s. In order to consider this definition for implicit
control systems one must choose a particular input. However, our definition of
differential index makes sense even if the system is underdetermined, without the
need of choosing an input function.

We give a new insight to the problem of index reduction showing that the DAEs
of this class can be (locally) transformed, by computable symbolic operations, into
a a class of index-zero DAEs called here pseudo-explicit systems. A system E
of such class is equivalent to an explicit system S with an invariant manifold T’
in a way that the solutions of the implicit system E are the solutions of S with
initial conditions in I'. We also show that pseudo-explicit systems can be modified,
without changing the dynamics over T, in a way that I’ becomes (locally) stable,
combining previous ideas of [5, 18]. Based on these ideas one could establish a
numerical integration method that combines simultaneous symbolic and numerical
manipulations. Although such method may work well in some particular cases, we
believe that it is not reliable in general and may have many practical problems for
its implementation. This belief is justified bellow and motivates the need of an
alternative method. This second method is based in the main result of the paper,

1See chapter 2 and the example of equations equations (6.2.9)-(6.2.10) of [6].
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namely, theorem 2, which states that given an implicit system I" one can construct
an explicit system S (using some symbolic differentiations of the constraints y that
are executed for once and for all), in a way that the solutions of S converge in to
the solutions of I'. In fact, under some regularity assumptions we will show that
there exists a explicit control system? with input @ given by

o (5) =rteato,0,30,200)
where  is a subvector of v, u = (1, &) and system (1) has the property that z(¢) of
the solutions of (1) converge (globally) to the solutions of the implicit system. Note
that the parameterized field  may be constructed using the symbolic derivatives
y® and their differentials for k£ =0, ...k*, where k* is the differential index. Note
that this second method is very different from the reduction of index using symbol-
ical operations described in the first method, as it will be clear from section 6. In
both methods one has to compute symbolic derivatives of the constraints. For the
second method, all the other computations may be performed numerically, but for
the first method however, the implementation of the dynamic extension algorithm
needs also symbolic matrix inversions and the rank computation of symbolical ma-
trices, which is a hard task. Note that, if the equations of the system are sparse,
the matrix inversions may destroy this property, whereas the symbolic derivations
of restrictions will preserve sparsity.

If the implicit system is completely determined (% = @), then % and %(®) are not
present in equation 1 (see the example of section 7). When the implicit system is
a control system, then the presence of the derivative of the input may be regarded
as a disadvantage of the method. This difficulty may avoided if the input of the
implicit control system is driven by a control system of the form

#(t) = ¢(z(t),2(8),v(?))
i) = alz(t),z(),v(t))
where 2(%) is the state of the controller and »(#) is the new external input. Then

29 = 2214, 2) + g(t, 2] + 22(a(0), 20, 0(0) + oo®

If o does not depend on v(t), i. e., there is no direct feedthrough, then #() does
not depend on v(Y). Otherwise, if the new external input v(t) is known a priori,
then one may assume that v() () is also known.

In the present paper we do not perform any numerical analysis. Qur main
result is a strong indication that our geometric results may be a starting point for
establishing numerical methods for the integration of higher-index DAEs. However,
in order to develop a reliable numerical integration method based on the ideas of
our main result, it is necessary to look these issues in a deeper way yet, adapting
our algorithms to the needs of stable numerical calculus (for instance, working with
orthonormal basis and orthogonal matrices, QR factorizations etc.).

The paper is organized as follows. In section 2 the preliminary remarks and
notations are introduced. A brief overview of the infinite dimensional differential
geometric approach of [20] is also presented. Some geometric results about the

2Note that this system is nonclassical in the sense that it is affected by the derivatives Z{1)(t)
of the inputs.
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solvability and state space representations of implicit systems are presented in sec-
tion 3. A new definition of differential the index (k*) is presented and is compared
with the standard one (v4) in section 4. In section 5, the dynamic extension al-
gorithm is shown to be a technique of index-reduction by symbolic manipulations.
The stabilizability of the invariant manifolds associated to the index-zero system
obtained by this method is also studied in this section. The main result is obtained
in section 6 and a example of its application is presented in section 7 along with
numerical experiments. Finally, some conclusion remarks are stated in section 8.
Some complementary material and some proofs are presented in the appendices.

2. PRELIMINARIES AND NOTATION

The field of real numbers will be denoted by JR. The set of real matrices of n
rows and m columns is denoted by JR"*™. The matrix M T stands for the transpose
of M. The set of natural numbers {1,...,k} will be denoted by |k]. Our approach
will follows the infinite dimensional geometric setting introduced in control theory
by [17, 38, 20] in combination with the ideas presented in [35]. We will use the
standard notations of differential geometry in the finite and infinite dimensional
case. A brief overview of the infinite dimensional approach of [20] is presented in
section 2.1. Some notations and definitions of section 2.1 are used along the paper
(e. g. the definition of system as a diffiety, and the definition of state representation
as a local coordinate system).

For simplicity, we abuse notation, letting (z1,22) stand for the column vector
(27, 2%)T, where z and z; are also column vectors. Let z = (21,..-,%s) be a
vector of functions (or a collection of functions). Then {dz} stands for the set
{dz1,...,dz,}. If L is a set in a metric space M, with metric dist(-,-), and p € M,
then dist(p, L) = inf,ey dist(p,a). Given a control system evolving on a manifold
S, we say that a submanifold I is invariant if, given initial conditions over I', then
all the corresponding solutions are always contained in I'.

2.1. Diffieties and Systems. The aim of this section is to introduce a brief
overview of the approach of [20]. The presentation will follow the lines of [35].
IRA-Manifolds. Let A be a countable set. Denote by R* the set of functions
from A to . One may define the coordinate function z; : R* — IR by z;(§) =
£(i),i € A. This set can be endowed with the Fréchet topology (see [20])- A
function ¢ : RA — R is smooth if ¢ = ¥(zi,,...,2s,), where ¢ : R* - R isa
smooth function. Only the dependence on a finite number of coordinates is allowed.
From this notion of smoothness, one can easily state the notions of vector fields
and differential forms on JR# and smooth mappings from R# to JR®. The notion
of RA-manifold can be also established easily as in the finitely dimensional case.
Given an JR”-manifold P, C°(P) denotes the set of smooth maps from P to
R. Let O be an RP-manifold and let ¢ : P — Q be a smooth mapping. The
corresponding tangent and cotangent mapping will be denoted respectively by ¢. :
TP — Ty Qand ¢* : T, @ — T;P. Themap ¢: P — Qis called an immersion
if, around every £ € P and ¢(£) € Q, there exist local charts of P and @ such that,
in these coordinates ¢(z) = (z,0). The map ¢ is called a submersion if, around
every £ € P and ¢(£) € Q, there exist local charts of P and Q such that, in these
coordinates, ¢(z,y) = z. Contrarily to the finite dimensional case, immersions and
submersions cannot be characterized by the injectivity or the surjectivity of the
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corresponding tangent mappings. In fact, the inverse function, implicit function
and rank theorems do not hold in this context [45].

Diffieties. A diffiety M is a JR* manifold equipped with a distribution A of
finite dimension r, called Cartan distribution. A section of the Cartan distribution
is called a Cartan field An ordinary diffiety is a diffiety for which dimA =1 and a
Cartan field dps is distinguished and called the Cartan field In this paper we will
only consider ordinary Diffieties that will be called simply by Diffieties.

A Lie-Bicklund mapping ¢ : M = N between Diffieties is a smooth mapping
that is compatible with the Cartan fields, i. e., .0y = Oy 0 ¢. A Lie-Backiund
immersion (respectively, submersion) is a Lie-Bicklund mapping that is an im-
mersion (resp., submersion). A Lie-Backlund isomorphism between two diffieties
is a diffeomorphism that is a Lie-Backlund mapping. Context permitting, we will
denote the Cartan field of an ordinary diffiety M simply by 4. Given a smooth
object ¢ defined on M (a smooth function, field or form), then ¢ stands for L 49

and L'y ¢ = ¢, n e N.

Systems. The set of real numbers R have a trivial structure of diffiety with
the Cartan field 2 given by the operation of derivation of smooth functions. A
system is a triple (S, IR, T) where S is a diffiety equipped with Cartan field 85 and
7 : S — R is a Lie-Backlund submersion. The global coordinate function ¢ of
IR represents time, that is chosen for once and for all. A Lie-Bicklund mapping
between two systems (S,IR,7) and (5’,IR,7’) is a time-respecting Lie-Backlund
mapping ¢ : S — §', i. e, 7' = 70 ¢. Context permitting, the system (S, R, 7) is
denoted simply by S.

State Representation and Outputs. A local state representation of a system
(S,R,7) is a local coordinate system, ¥ = {t,z,U} where z = {z;,i € |n]},
U= {u_f;k) |7 € |m],k € IN} where 7 09~ '(¢,2,U) = t. The set of functions z =
(z1,---,Zn) is called state and u = (uy,--.,Un,) i called inpuf. As a consequence
of the last definition, in these coordinates the Cartan field is locally written by

d _ bij = . a (k41) O
@ E—E+§ﬁﬁ+g;w 2u®
FELm]

A state representation of a system S is completely determined by the choice of the
state z and the input u and will be denoted by (z,u). An output y of a system S is
a set of functions defined on S. The state representation (z,u) is said to be classic
if the functions f; depend only on (f,z,u) for ¢ = 1,...,n. The output y is said to
be classic if y depends only on (¢,z,u).

System associated to differential equations. Now assume that a control
system is given by a set of equations

T = i
3) & = filt,z,u,...,u®)), i€ |n]
¥y = 7?5(’-‘?,“,—»-,“{'8")); J € Lp]

One can always associate to these equations a diffiety S of global coordinates 1 =
{t,z,U} and Cartan field given by (2).

Endogenous feedback. In this section we state a simplified notion of endoge-
nous feedback based on coordinate changes. This definition is convenient for our
purposes, but it is not suitable for studying feedback equivalence (see [20] for a
notion of endogenous feedback that is an equivalence relation between systems).
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Two local state representations (z,u) and (z,v) of S induces a local coordinate
change map called endogenous feedback. If we have span {dt,dz} = span {dt,dz}
and span {dt, dz, du} = span {dt, dz, dv}, then we locally have diffeomorphisms
(t,z) ~ (t,2) and (t,z,u) — (£,2,v) called static-state feedback. The extension
of state by integrators is another particular example of endogenous feedback. For
instance, putting integrators in series with the first k inputs of the state represen-
tation (z,u) gives z = (Z,u1,...,ux) A0d ¥ = (f1, .. ., Uk, Uk41, - - - ,Um)- Note that
the local coordinate functions of S in this case are the same, but they are joined
together in a different way, giving rise to (z,u) and (2, v), which are related by an
endogenous feedback.

2.9. Regular implicit systems. Let I’ be an smooth implicit system of the form

(4a) &) = f(z()+ gt z(2)u)
(4b) y(t) a(t, z(t)) + b(t, z(#))u(t) =0
where z() € R™ is the pseudo-state of the system, u(¢) € IR™ is the pseudo-input?,
and y; =0,i = 1,...,r are the constraints.

One may associate to the implicit system I, the explicit system S given by
(5a) £(t) = [ 2(t)+ g(t, z(E))u()
(5b) y@® = alt,z(t)) +b(t,z())u(t)
Now consider the system S with Cartan field & given by (2) and output y, in the
framework of [20] (see section 2.1). Then y(*¥) stands for the function 4y defined
on S, which may depend z,u®,u®), ...
Definition 1. In the sequel we shall consider the following codistributions defined
on S

(6a)Y_1 = span {dt,dz}, Vi =span {dt,dx,dy,...,dy(")} for alik € N
(6b) Y.i=span{dt}, Yi=span{dt,dy,...,dy®} forallk€ N

(6¢c) Y_, = {0}, Yg:span{dy,...,dy“‘)} for allk € N

&

In [35] it is shown that we may identify (canonically) the implicit system T
defined by (4) with the subset of S defined by*

(7 r={¢eS|y® =0,ke N}

Definition 2. Let U C S be the open and dense set of regular points of all the
codistributions Vi, Yy and Yi, k = 0,...n. The implicit system T' given by (4)
issaidtobemgular:’fl"cU,I‘;é@andthereezﬁtsasetaf{ﬁzed)intagers
{00, --,0n}, such that ox = dim Vs (§) —dim Vi1 (§) for every § € . In this case,
the sequence {00, -- -, 04} is called the structure at infinity of the implicit system®.
&

SNote that u is not a differentially independent input for T', since the constraints y = 0 induce
differential relations linking the components of u. By the same reasons, z is not a state of T.

4The Prop. 1 will show that T' is a immersed submanifold of 5.

5This sequence is in fact the algebraic structure at infinity of the explicit system S defined by
(5) [15, 12] (see also [34]).
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The class of nonlinear implicit systems (4) is not particular as it appears at a first
glance. In fact, the next remark shows that general nonlinear differential-algebraic
equations (DAEs) can be always converted into an equivalent system of the form
(4). For this, consider the following differential equations:

(8) ¢i(t! wy,--- 1w:([u“)1 cesy Wy 1w$a.i)) = 0:‘ € L‘l"—f

Let B; be the greater order of derivative of w; that may appear in (8)fori=1,...,r.
Then B; = max {aji,i € {1,...,7}},3 € {1,...,8}. Consider the system S with
state z = (wy,..., w&‘ﬁ"u, ...,w,,...,wﬁﬂ"l)), input » = (u1,..., us), where
u; = w?"}, and output y defined by equations®:

wg_o) _ w;_l}

(9) : j € [s]
t&}ﬂi —1) = u

3
U= ¢i(t$wla---7“-’:{‘1“]:---:ws:---swsa.i))!i € Lr.l

It is clear that the system (8) is represented by the system (9) with the constraints
y; = 0, which is in the form (4a)-(4b). So, all the results developed here may be
applied to a set of DAEs of arbitrary order. From the results of this paper it will
be clear that a (local) state T of the implicit system can be always chosen as a
subset of z = (w1, ..., wg‘g‘_l), e 1) P ,w.(,ﬂ'_lj) and an input % can be always
a subset of u.

For instance, consider a DAE in descriptor form:

E(2)z = A(z) + B(z)v
and note that it can be transformed into the implicit system

z = p+0v
y = E@)p—A(z)—B(z)v=0

which is in the form (4a)—(4b) where z = z and u = (v, is). Note that y is affine in
u.

2.3. Affine systems and unbounded coordinates. We now define a notion of
unbounded coordinates on JR4-manifolds (see section 2.1) and some related results.
Roughly speaking, a set of coordinates is unbounded if one may choose the value of
these set of coordinates arbitrarily. In other words, given coordinates (z,w) with
w unbounded, if (Zo,wo) is admissible, then (zq,w) is also admissible for any w.

Definition 3. Let ¢ : U = R* x IRE, where ¢ = (X,Y) is a local chart of a
manifold S defined on the open set U C S where X : U - IRA and , Y : U — R"
are smooth maps. Then, the coordinates Y are said to be unbounded if V := ¢(U) =
W x RE, where W is an open subset of IR*. Let ¥ : H — H, be a diffeomorphism
between open subsets H and Hy of B* x R, such that (X,Y) = (X1,Y1). Then
T is said to be unbounded in Yy if the image of ¥ is of the form V x IRE with V
an open subset of IRA &

6Note that y; (i € |r]) may depend on some u; (5 € [s])-
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Remember that a state representation (z,u) is a special coordinate chart for
a system S (see section 2.1). Given an explicit system (5) one may construct a
system S with global coordinates {¢,z,U}, where U = (u® : k € IN) and Cartan
field (2). It is a simple exercise to show that an affine locally regular static-state
feedback, i. e., u = a(z) + B(z)v, for B that is locally nonsingular, defines a new
state representation (z,v) and the chart {t,z,V}, where V = (v® : k€ N) is
unbounded in V' (see the proof of lemma 2).

We may state the following auxiliary results.

Lemma 1. If (Z1,W) is a local chart with unbounded W, card Z; = card Z» is
finite and span {dZ,} = span {dZ;}, then (Z2,W) is also a local coordinate system
with unbounded W.

Proof. By the (finite dimensional) inverse function theorem it follows that Zy —
Z»(Z,) is a local diffeomorphism defined in some open subset V' C RA with image
U c RA. Hence (Z,W) + (Z2(Z:), W) is also a local diffeomorphism defined in
some open subset V x IR® C RA x RE with image U x RP. It follows easily that
(Z2,W) is a local chart with unbounded W. O

The next lemma is directly related to the steps of the dynamical extension algo-
rithm (see section 2.4). Part (i) refers to a regular static-state feedback and part
(i) to a dynamic extension.
Lemma 2. Let S be a system, and let (z,u) be o state representation of S. Assume
that {t,z,u(®, ..., u® W} is a local chart with unbounded {u®,...,u®) W}, and
let (z,v) be defined by an affine locally regular static-state feedback u = a(z)+p(z)v.
() Then {t,z,v@,...,v®) W} is a local chart with unbounded {v®, ... ,v®)
W} and span {dt,dz,dv(®,...,dv"™} = span {dt,dz, du®,...,du®}.
(ii) If v is partitioned as v = (,9), £ = (z,9) and p = (W, ), then {t,
£,p@, ..., u* -1 5*) W} is a local chart with unbounded {p, ..., u*-1) 5k W}
and such that span {dt, d¢,du®, . ..,dp*~,do® } = span {dt, dz, du(?), ..., dulP)}.

Proof. Note that the equations
v = —B Yz)a(z)+ B Hz)u
b = $i(z,u)+p 7

v® = ¢z, u,...,u* D)+ g u®

for k € IV define a local diffeomorphism ¥ 4 such that (t,z,U) = (£,z,V), where
U={u®:ke A}, V={v®:ke A} with A =IN or with A = {0,...,k}.
This diffeomorphism is easily seen to be unbounded in V' (with inverse unbounded
in U). Taking A = {0,...,k} note that the map (¢,z,U, W) — (t,z,V,W), where
(t,z,V,W) = (¥ a(t,z,U), W) is a local morphism which is unbounded in (V, W).
This shows (i). To show (i) it suffices to see that {t,& 4, ..., pt-1) 5 Wy =
{t, (z,9@), @D, 39),..., (", 5¢*1),5%) W}, i. e., these sets of coordinates
coincide up to a renaming of the variables. O
2.4. Dynamic extension algorithm (DEA). The DEA is a well known algo-

rithm in nonlinear control theory and it is essentially a tool for computing system
right-inverses and the output rank [16]. It is strongly related to the problem of
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input-output decoupling [14, 32], disturbance decoupling [33, 13] and input-output
linearization [13, 36]. The dynamic extension algorithm for a system (5) has an in-
trinsic interpretation [15]. This interpretation was considered further for the study
of quasi-static feedback in nonlinear control theory [12].

We will see that the dynamic extension algorithm is a sequence of applications of
regular static-state feedbacks and extensions of the state by integrators. According
the the ideas of the end of section 2.1, one sees that this algorithm can be regarded
as the choice of a new local state representation of system S. Now we state a slightly
different version of DEA that is useful for our purposes. Let S be the system (5)
with Cartan field & defined by (2), classical state representation (z,u) and classical
output y. Assume that y(® = y = ag(t,z)+bo(t,z)u and denote z_; = 7, u_1 = u,
f-1(t,z) = f(t,2), g-1(t,z) = g(t,z). The step k of this algorithm (k¥ = 0,1,...)
is described below:

Step k. In the step k — 1 we have constructed state equations

(10) Zr—1 = Jre—1(t,zx-1) + gr—1(t, Ta—1)ur-1

(11) y® = ax(t,zr—1) + be(t, zh—1)ur—1

where zx_1 = (&, 7p,--., Up—1)- Assume that (£,Zx—1) is a regular point for the
matrix bg(f,zx—1) and let ox be the rank of by around (£,Zx—1)- There exist a
partition” y(*) = (ﬁf‘),ﬁ") ) of y®) such that dimﬁ,(:‘) = o} and we may define a
(locally) regular static-state feedback (see appendix B):

(12) ug—1 = ag(t, Te—1) + B (¢, Tx—1)vk

where v = (U, Di) is such that
—(F) _

7} = Uk
13
(13) 5’{” = ﬁk) (¢, Za—1,Tk)
Add the dynamic extension:
g = Uk
(14) U = Vg

and define u; = (3, 4x). This defines a new set of state equations:

(15) Zx = fu(t, zx) + g (¢, Tk )ux

where 73 = (z4_1,9,") and ux = (#**"), ;). By construction we have y®) =
y® (¢, z;). Hence we may compute

(&) (&)
y*B ) = B 4 B (f + grup)

16
(16) = apa(t, Ta) + b1 (, 22 )ur

¢

The following lemma summarizes the main geometric properties of the DEA for
time-invariant nonlinear systems. This lemma is a geometric version of previous
results stated in [15, 31, 12, 35] and it improves some results obtained in [34]. We
stress that the list of integers {oo,...,0n}, where n = dimz, is the geometric
counterpart of the algebraic structure at infinity (see [15]) and the integer p = oy

TIncluding possibly a reordering of its elements.
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is called output rank at £. We stress that, with the exception of part 9, this result
is valid for nonaffine systems®.

Lemma 3. Let S be the system (5) with Carten field & defined by (2), classical
state representation (z,u) and classical output y. Let Vi be the open and dense set
of regular poinis of the codistributions Y; and ); for i = 0,...,k defined in (6a)
and (6b). Let £ € Vi. In the kth step of the dynamic extension algorithm, one may
construct a new local classical state representation (zx,ux) of the system S with
state 7 = (2,52, - .., §), input ug = (F, ) and output y*+1) = hy (¢, 74, u)
defined in an open neighborhood Uy of £, such that

(i) span {dt,dzy} = span {dt,dz,dy,...,dy"®) } = Vs.

(ii) span {df,dzs,dux} = span {dt,dz,dy,...,dy*+"),du} = Vi + span {du}.

(iii) It s always possible to choose ﬁ,(‘i"{l) in & way that ﬁf‘“} C ﬁiﬂ”.

(iv) It is always possible to choose U1 C Ug.

(v) Let € € V,. Let Si be the greater open neighborhood of £ such that
the dimensions of Y;,Y; j € {0,...,k} are constant inside S;. The se-
quence o = dim(Yx|¢) — dim(Vi—1]¢) is nondecreasing, the sequence py =
dim(Yx|¢) — dim(Ys—1]¢) #s nonincreasing, and both sequences converge to
the same integer p, called the output rank at £, for some k* < n = dimuz.

(vi) Sk = Sge for k> k*.

(vil)) Y Nspan{dz}|, = Ys_1 Nspan {dz}|, for every v € Sg- and k > k*.

(viii) For k > k*, one may choose §x = yr- tn Up.. Furthermore, Yiy1 =
Y; + span {ﬁ?’"”} for k > k*.

(ix) If the system is affine, i. e., it is of the form (5), then the state representa-
tion (zx,ui) obtained in step k induces a local chart {t,zy, (ug) :j e N)}
of S that is unbounded in W = {uf) :jeN}.

Proof. See appendix A. O

Remark 1. Note that djmJ)k e 1+M5k =1 +ﬂ+z:=90';‘, di.mjk = Ok,
dim ux = m and dim @y = m — o, where n =dimz, and m = dim u.

3. SOLVABILITY

In this section we study the solvability and state space representations of reg-
ular DAEs. We improve some previous results of [35] and introduce the notion
of canonical state representation. The results of this section are closely related to
some ideas of [19].

3.1. Regular implicit systems are immersed submanifolds. It is shown in
[35] a regular DAE defined by (4a)—(4b) can be regarded as an immersed system in
the explicit system S defined by (5).

Proposition 1. [35] Let S be the system associated to (5) in the sense of [20] (i
e., a diffiety with Cartan field (2) and a time notion 7 : S = IR). Let I’ be the
subset of S defined by T = {£ € § | y®)(¢) =0,k € IN}. Suppose that:

(A1) T is nonempty and every £ € T is a regular point of the codistributions
Yi, Vi, k=0,...,n (see (6a)-(6b)).

81n this case the steps (S1) and (S2) of appendix A may be regarded as the description of the
DEA and the calculations may depend on the implicit function theorem [29].
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(A2) For every £ € T’ and every open neighbourhood U C S of £, there exists some
€ > 0 such that 7(I' N U) contains an open interval (7(€) — €, (€) + ¢€).

Then the subset I' C S has a canonical structure of immersed (embedded) subman-
ifold of S such that the canonical insertion is a Lie-Backlund immersion. Further-
more I' admits a local state representation around every point £ € T.

The proof of proposition 1 is based on the following result (compare with [35,
Thm. 4.3]):

Lemma 4. Let S be the system (5). Let n = cardz. Let U C W be the set of
regular points of the codistributions Yy, Vs, k € |n], defined on S and let £ € U.
Set k* as in lemma 3. Let 24,vq4,25,v be sets of functions such that {dt,dz,},
{dt,dzs,dv, }, {dt,dzs,d2} and {dt,dz,,dz,dv,,dvy} are respectively local basis
onk-_l, Yk-, yg-_l and yk- + spa.n{du} around f-

Then, there exists an open neighbourhood V¢ of &€ such that (2,v) = ((za, 25), (Va,
w)) s a local classical state representation of the system S that is defined on V¢
and is such that the (local) state equations are of the form:

(173) Za = fa(t,zm”ﬁ)
(17}]) ‘éb = fb(t)zoazbyvaavb)‘

and span {dt, dz,, (dvl") : k € IN)} = span {dt,dy® : k € IN}. Let Z = {z,, (v
ke IN)} and Y = {y}k} :j € |pl,k € IN}. Then we may choose £ C Y. Further-
more, the state representation (z,v) induces a local chart {t,z, (v® : k € IN)} that
is unbounded in {v®) : k € IN}.

Proof. The idea of the proof of this lemma is to execute the dynamic extension
algorithm considering the explicit system S given by equation (5) with output y.
The conditions of Def. 2 assures (according lemma 3) that the dynamic extension
algorithm may be executed without any local singularities. In the step k* — 1
of this algorithm we have computed a new state representation (%, #) where Z =
(z,y'fl),...,ﬁif-‘_l)) and @& = (w, ), where w = ﬁﬁ?l and g = Ug._;. Note that
the new state equations are affine, i. e., they are of the form

(18) z = f(t,%)+g(t,5)w + 3t &)

By parts 1 and 2 of lemma 3 we have span {dt,dZ} = span {dt, dz,dy, . ..,dy* )}
and span {d¢,dZ,du} = V.. Note that, by construction we have span {dt,d%} =
span {df,dz} and span {dt,dZ,di} = span {dt,dz,dv}, which defines a relation of
local static-state feedback between the state representations (Z,#) and (z,v) (see
the end of section 2.1). The other properties are easy consequences of parts 5, 8
and 9 of lemma 3 and of lemma 1. O

The idea® of the proof of Prop. 1 is to apply Lemma 4 and to show that (25, v5)
is a local state representation of I' and in the coordinates {t,z,,V,} for I' and
{¢,2a, 25, Va, V3} for S, the immersion ¢ is given by (t,z5, Vs) = (t,0,2,0, V).
Furthermore, the state representation (zp,v;) induces state equations of I" given by

(19) Zp = fb(t, 0, zp,0, vp)

9An important detail that is overlooked in the present sketch of the proof of Prop. 1 is the
construction of the smooth atlas of T".
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where f; is given by (17b). Note that, in Lemma 4, the state z; of I may be chosen
as a convenient subset of z and the input v, may be chosen as a convenient subset of
u. In other words, vp is the differentially independent part of u and the constraints
y = 0 induce differential relations linking the other components of u. This explains
why we call z by “pseudo-state” and u by “pseudo-input” of I'.

Now we will show that assumptions (A1)-(A2) of proposition 1 are implied by
the assumptions of definition 2:

Lemma 5. Let S be an eaplicit system (5) such that the corresponding implicit
system (4) is regular. Let n = cardz. Then the following affirmations holds:
(i) Let Y = span {dy,...,dy(")}. Then span {dt} N Yi|¢ = {0} in an open
neighborhood of every point £ €T, for k € IN.
(ii) Consider the state representation (17) of lemma 4. Then span {dza,
(dv&k) : k € IN)} = span {dy® : k € IN} around every tel.
(iii) The assumptions of definition 2 implies (A1) and (A2) of proposition 1.

Proof. We show first that span {d¢}NY}; = {0} for every point of I". Infact,let§ €T
and let 7 = 3o Xy cijdyle = Bdtle. Then (7 ) = Yooy’ les ) =
o aii(ddle &) = i iy = 0= Bl¢. Note that, for all v € 5 we have
dim Yy}, = dim (span {dt} |) + dim Y|, — dim(span {dt}|v N ¥l»)
then the nonsingularity of span {dt}, of Yz and of Y, implies that span {dt} N ¥
is nonsingular around £ € T' and hence (i) holds. To show (ii), let n € Y. Since
span {dt, dz,, (@dv¥ : k € N)} = span {at,dy™® : k € N}, it follows that =
Bdi+3; YidZa;+2; ; 5.‘_«;405?. By lemma 4 we have £ = {Za, (ﬂgk) :keN)}CcyY=
{y® : k € N}. From (i), it follows that § must be zero and (ii) holds. Now, since
{t, 70, 2, (08, 0™k € IN)} is a local coordinate system, by (ii) it follows that in
these coordinates, y*) do not depend on ¢, but only on {za, 2, [vgk) , v,(,") ke N)}.
In particular, if (£, Za, 2, Va, V3) € T then (E+€, Zas 25, Va, V) € T for every || small
enough, showing that (A1) and (A2) are implied by the assumptions of definition
2. O

3.2. Canonical state representation of implicit systems. The following propo-
gition characterizes special state representations of implicit systems which have a
canonical meaning.

Proposition 2. Let k* be the integer defined in Lemma 8. Consider now the ez-
plicit system S defined by (5) and let 7,4 be sets of functions defined on S such
that (locally) the canonical projections of {dz} on Y- /Y- and the canonical pro-
jections of {du} on (Vp + span {du})/Vi- are both basis. Then (z,%) is a local
state representation of the implicit system (4) called canonical state representation.

Proof. From lemma 3 part 7 it is easy to show that dim YVie /Y = dim Vg _1/
Yi+_1. From this, it follows easily that the construction of the state representation
(2b,vp) of I given by the equation (19) (see lemma 4) is equivalent to the statement
of the present proposition with zp = Z and vy = U. O

Remark 2. Note that the state representation (19), obtained by the choice of a

canonical state representation, is classical, i. e., the derivative of the state is a
function of the state and the inpul. In particular such a state representation does not
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have impulsive response, which may arise with other choices of state representation.
For tnstance consider the DAE 1 = 22 + w1, 3o = 23, 33 = Uz, y =21 = 0. It
13 easy to verify that (Z,4), where T = (z2,23) and & = us is a canonical state
representation with state equations 2 = z3 and &3 = us. If the input of the
implicit system is u, then one may choose a non-canonical siate representation
(Z,6), where T = z, and & = u;, corresponding to the state equations z, = 1u;.
Note that the state representation (Z,%) s not classic.

4. DIFFERENTIAL INDEX

The index of general DAESs was studied for instance in [10, 28]. In this work we
deal with the differential index'®. In [18] a geometrical definition of the index of
DAEs was given. It was shown that this definition was compatible with another
definition given earlier in [22] for linear systems, since the linear definition of index
applied to the linearized system coincides with the nonlinear definition.

In this section we will give a new geometrical definition of the differentiation
indez of DAEs of the form (4). This geometric definition will be compared with
the classical notion of index and will be shown to be independent. of the canonical
state representation chosen. In particular, the index of a system does not depend
on the canonical input chosen among the components of the pseudo-input u. We
stress again that our definition is compatible with underdetermined DAESs, whereas
the standard definition of index is not. Our regularity conditions of definition 2
assure that the index is an invariant of the system.

4.1. A new definition of differential index.

Definition 4. Let (4) be a regular implicit system and let {0p,...,0,} be the
algebraic structure at infinity of this system (see Def. 2). Let k* be the least integer
such that og. = max{oy,...,0,}. The integer k* is called the differentiation index
of the regular implicit system (4). é

The following proposition links our last definition with the “classical” notion of
index, that states that this integer is the least order of derivation of constraints
that are necessary to compute # [10]. It means that the index is the least order of
derivation of the constraints y in a way that & may be computed as a function of a
canonical state and of a canonical input.

Proposition 3. Assume that (Z,%) is a canonical state representation of the regular
smplicit system (4). Assume that the ezplicit system S defined by (5a) is well-
formed", i. ., span {d¢, dz,d¢} = span {dt, dz,du}. Then the indez k* is the least
integer k* such that & may be computed as a function of {t,%, 4, y, ..., y*)}. In
other words, the following condition holds for the ezplicit system S defined by (5)
for k — k‘ -

(20)  span{di} C span {dt, dz, dii, dy, . .., dyt*J} C Y + span {dii}

but the same condition do not hold for k < k*.

10Which may differ from the perturbation index or other notions of index, as shown in [10].
11This is equivalent to say that g(t,z) of (5) has full column rank [43].
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Proof. By construction, we have that
(21) span {dt, dz,du} C span {dt, dz, dii, dy, - . ,dy{"')}
As § is classic, it follows that (20) is satisfied. Now assume that (20) holds for

some k < k*. ByLemma.3part2itiseasytoseethatdimﬁ'isg;ivenbym—ark-
and that?

(22) dim()’;eespan{dﬁ})=(1+n+au+...+m,)+(m—ak-)

From (20) we see that span {di,dz,du} = span {di,dz,dz} C Vi @ span {dz}. In
particular, it follows that

(23) Vi @ span {di} = Vi + span {du}

By Lemma 3 parts 1 and 2 it follows that Vi + span {du} = span {dzg—1,dux—1 }.
Hence,

(24) dim (Y +span {du}) =1+n+0oo+... + 01+
It follows from (22), (23) and (24) that o} = oy- and so k=Fk". O

Remark 3. The following points must be stressed out:
(i) One may re-state a new version of proposition 3 by replacing (20) by the
condition:

(25)  span{ds} C span {dt,ds, @, dy,...,dy™ } = Vi +span {di}

In this version, the indez is the least integer k* such that (25) holds for
k=k".
T}mpmofissimﬂarandislefttoﬂlereader.
(ii) When (5a) is not well-formed, one may replace condition (20) by

span {dz,du} C span {dt,dé‘,dii,dy, ... ,dy(")}

(iii) When oy« = m, then the regular implicit system is completely determined,
i. e., there is no input (G = 0). In this case, from (25) we see that the index
k* is the least integer k such that span {dZ} C span {dt,d=z,dy,.. .,dy®},
which is similar to the usual definition of differential index (see section 4.2
for a complete comparison).

(iv) It can be shown that Def. 4 is equivalent to the the one of [18]. In particular,
assume that the reqular implicit system (4) is influenced by a disturbance
w(t) € R™ according the following equations:

(26a) #t) = f(t2z()+ gt z(t)u)
(26Db) y(&) = h,z(),u() =w)

Then the indez k* is the greater order of time-derivative of w(t) that in-
fluences the response of system (26).

12Note that direct sum of equation 22 is a consequence of the fact that the canonical projections
of {dii} form a basis of (Vg + span {du})/ Vi~ -
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4.2. Comparison. In this section we will compare our definition of differential
index with the standard one. For this, recall the definition of differential index
given in [10, 6, 4]. Given a (solvable) nonlinear DAE:
F(t,5(t),2(t)) =0
where z € JR™ and consider the derivative array equations:
F(t,&,z)
F, + F;(t,2,2)% + Fo (1,2, 7)%

27) = Fy(t, ,2,w) =0

& F(t,4,7)
where w = (z®,...,z*+1). Roughly speaking, the differential index vy of the
DAE is the least integer k such that % is uniquely determined by (t,z) and the
equations (27). It is clear that this definition is not suitable when the DAE repre-
sents a underdetermined system. In this case, one must choose an input function
#(-) in a way that the DAE becomes completely determined. Let us assume that
this is the case. Consider the system:
(28a) T = u
(28b) y = F(,u,z)=0
which is in the form (4). Assuming that this DAE is regular according definition
(2), and that the DAE is completely determined, i.e., og- = n, then the part (iii)
of remark 3 implies that our definition of index applied to system (28) gives the
standard definition of index. Considered in this way, the relationship between the
indices v¢ and k* is vg = k* + 1 (see section 4 of [10]). To see this, take for instance
equation (6.2.9) of [6, p.154])'® which is given by

(29a) T, = z3

(29b) £y = 4

(29¢) f3 = —zA

(29d) T4 = —IA—g

(29e) y = 2+z2-L*=0

where L, g are positive real numbers. This system is clearly in the form (4) withu =
A. Computing the standard differential index one obtains vy = 3 when considering
A = z5. However, computing the differential index according our definition one
obtains k* = 2. The explanation of this difference is the following. In order to
integrate this system, it is necessary to determine A and % but it is not necessary
to know A. So, in order to recover our definition of index from the standard one,
we may re-estate its definition in the following way. Given a (solvable) nonlinear
completely determined DAE:
F(t,z(t),z(t),\) =0

where F' does depend on %; for all i = 1,...,n, then the index is the least integer
k such that one may compute # as a function of (t,z) and the DAE and their

derivatives up to order k. In other words one may distinguish differential variables
z from the algebraic variables A. Note also that, for system (29), one may compute

13This DAE is a model of a pendulum.
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) as a function of z and §j. Hence the system can be integrated with the knowledge
of the second order derivative of the constraint. Hence, it seems that the index
2 represents the real difficulty of integrating this DAE, rather than the index 3.
Note that, applying the definition of index to an explicit control system (possessing
algebraic variables) in the same way that we have done to recover the standard
definition of index, one obtains ¥4 = 1. However, our definition gives k¥ = 0.

5. TRANSFORMING DAES INTO AN INDEX-ZERO FORM

We now recall some ideas of [42, 25, 21]. Assume that the DAE of (4) is time-
invariant and that the explicit system (5) with output y(t) € IR" is decoupable
by static state-feedback, i.e., it admits relative degree and the decoupling matrix
A(z) has constant rank r [24]. This means that there exists a regular static-state
feedback:

u = a(z) + B(z)v
where v = (¥,7) and the first r components of v are of the form v = (y}*‘), - y.(."'))
[24]. In this case, it is not difficult to show that our definition of index gives
k* = max{ki,.. ., kr} and the input of the DAE is 9. The explicit system S obtained
by taking v = a+fv with # =0 has an invariant manifold I and the solutions with
initial conditions in I are the solutions of the original DAE. For instance, consider
the system (29), let A = u and note that y@ = 222 + 75 — 729) — 2(z] + )\
Hence, if y = 0 then
(30) A= (22 + 23 — 729)/ (2} +72)-
The explicit system obtained by substituting (30) back in (29) is such that the
submanifold I of the state space defined by y =gy =01is an invariant manifold. In
this work we generalize this ideas when the system S with output y is not static-
feedback decoupable. We begin this section with the study of a particular class of
DAESs.

5 1. Pseudo-explicit systems. We now define a class of index-zero implicit con-
trol system, called pseudo-explicit sysiems, for which the problem of finding its
solutions is equivalent to seeking the solutions of an explicit system, with initial
conditions that lies on an invariant submanifold A of the state space.

Definition 5. A regular implicil system (4) is called pseudo-explicit i, for the
ezplicit system S defined for (5) (considered in the sense of the section 2.1) we
have:
(i) span {dy®,k € IN} C span {dt, dr}.
(i) There ezists k* € IN such that** span {dy®)} C span {d¢,dy,..-, dy®*M},
for allk € IN.
@

Note that in this case, the infinite dimensional manifold S defined by system (5)
is given by JRX X XU, where ¥ — R and Y/ = R™ and the corresponding Cartan
field is given by (2). The following proposition summarizes the main properties of
pseudo-explicit systems:

Proposition 4. Assume that (4) is a pseudo-ezplicit system. Then:

14we consider that k* is the least integer with this property.
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() LetT = {6 € S|y® (&) =0 for ali k € N}. Then T = A x U™ where A
is an immersed (embedded) invariant submanifold of IR x X.

(i) The curve £(t) is a solution of the implicit system (4) if and only if £(t)
is a solution of the explicit system S given by (5) with initial condition
z(fo) = zy with (to,zo) € A.

Proof. See appendix C. |

The pseudo-explicit system is said to be I-stable if, for every initial condition
(to, o) close enough to A, the solution of the system tends to I'. This fact may
be important for numerical integration for such a system, since errors, that could
arise in the numerical integration, would be corrected by the attractiveness of I'.

Definition 6. A pseudo-ezplicit system is said to be I'-stable if, for (to,zo0) € A
there erists € > 0 such that if the initial condition is T with dis{(Z,zo) < €, then
the solution £(t) of the explicit system S for every' u(-) converges to T, i. e.,
dist (z(t),A) — 0. &

Now we generalize some ideas of [5] about stabilization of invariant manifolds
related to DAEs.

Proposition 5. Assume that S is a pseudo-ezplicit explicit system with invariant
manifold . Then, around every £ in T there exists a T'-stable pseudo eaplicit system
S such that, for every applied input and every initial condition £ on T, the solutions
of S and S (locally) coincide.

Proof. Let B = {dy{®,...,dy{",...,dy"®,...,dy¥"} be the basis of Yy of the
proof of proposition 4 . Let 3@ = (3", .. LYENT.

Write dy‘®) as row vectors in local coordinates, obtaining the r X n matrix M (z).
Let g(t,z) = MT(MMT)~*. By construction, § may be regarded as a set of r
(column) fields such that A(t,z) = (dy‘?);§) = I, where I, is the r x r identity
matrix. We show now, using the same ideas of decoupling theory [24], that there
exist v = @(t, z) such that the system & = f+gu+gv in closed loop with v = ¢(t, z)
(locally) gives the system S with the desired properties. Let a(t,z) = (dy'?); f+gu).
Take v = (¢1,-. -, @), Where ¢; = —a; — 370 bijy’” and the constants b;; € R
are chosen in a way that the linear differential equations y}“"' ) +3°%, b.-,-y}’) =0 are
asymptotically stable for j € |r]. Since ¢(¢,z) = 0 for all (£,z) € A, the desired
result follows. B

Note that, if B is globally a basis of Y., then the construction of § may be also
global (the integers p; may change from point to point and this is the obstruction
to the globalization of the result). O

In [18] it was shown that implicit systems may be locally put in pseudo-explicit
form. The next result shows that this can be done using computable (effective)
algebraic operations and the invariant manifold is always stabilizable.

Theorem 1. A regular implicit system T’ defined by (4) can be locally transformed
into a T-stable pseudo-explicit system around every point of I'. Furthermore, if the
restrictions are affine, i. e., if y = a(z) + b(z)u, then the requires transformation
is a composition of a sequence of (effective) symbolic operations.

15We assume that u(-) is such that the solution of S exists for ¢ € [to, 00)-
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Proof. See appendix D. O

6. MAIN RESULT

In this section we show that, given an implicit system, one may construct a
explicit system such that some components of the solutions of the explicit system
converges to the solutions of the implicit system. For this, one has to compute
symbolically (for once and for all) the derivatives of the constraints up to order k*,
where k* is the differential index. We first study this question only locally. After
that, we discuss how to establish a global version of this result.

6.1. Special coordinates. In this subsection we will establish the existence of
special coordinates of system S that are instrumental for establishing our main
results.

Proposition 6. Let S be a system with global state representation (5). Let £ € S
be a regular point of Yi, Vi, k € {0, ..., k*} defined in (6a) and (6b). Consider the
notation of lemma 3 and let {0o,---,0n} be the algebraic structure at infinity of
this system, let dzy be a local basis of Vi around £ and let k* be the convergence
indez of the structure ot infinity. Choose a nested famdly of subsets of the input
@D gD ... D U with card(&ix) = m — ok ond in & way that (dt,dzi,duy) s a
local basis of Vi + span {du} around £&. Then the functions

(31) {t, zpe, 882, ..., B0, Z}
where Z = {u(®*+*¥+1) : k € IN}, form a local coordinate system around £ which is
unbounded in W = (82,...,35 ) Z) and is such that {dt, dzge, A2, .. iy '}

is a basis ofspan{dt,du,--.,du("'}}. In particular, if {dij} is a local basis of Y-
and (Z,%) are defined as in proposition 2, then

(32) t,5,3,8,30 ,...,.85 ), 2}

& also a local coordinate system which is unbounded in W = {8,3%)_,,..., 8 ), Z}.

Furthermore {dt,di,d&‘,a’ﬁs_}_l,...,d'ﬁ{ok.]} is a basis of span {dt,du, ..., du*")}.
Proof. First note that, by parts 1 and 2 of lemma 3 (see also (S1) and (S2) in
appendix A) it is easy to see that the choice of @ described above is a possible
choice of such subsets of the inputs in the dynamic extension algorithm (DEA).
So denote (zx,ux) the state representation obtained in the step k of DEA. The
proof proceeds by induction. In step 0 of the DEA, write the global coordinate
induced by the state representation (z,u) as {t,z,u,...,u¥), Zs}, with

Zo = {u®"+¥+)) : k € IN}. By lemma 2 and the description of the DEA it follows
that {%, Zo, 4o, - - -, ué"-_”,ﬁ{n".}, Zy} is a local coordinate gystem that is unbounded
in Z = (8%, Z). Continuing in this way, in the step k of DEA, we shall have
constructed a chart {, zg,uk,...,tcik-_k'l),ﬁ?._k),Z;}, where Zy = {ﬁi’i;"“},
33 iig".}, Zo}, that is unbounded in {ﬁ{:-_k} ,Zx}. Note that, in each step, lemma

L st eren hnt (it i 0l O GIE Wil e
basis of span {d¢,dz, duy, . ..,du(*")}. Proceeding in this way, the first part of result
is easily proved by induction. The fact that (32) is a local chart with the claimed
properties is an easy consequence of lemma 1. O
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6.2. Establishing the main result. For simplicity, in this section we may con-
sider the following assumptions for the explicit system (5):

(33)  Theset L = {dt,dy(®,...,dy*")} is independent for every £ € S.
(34) There exists a fixed choice of the functions of (32) in a way that
{dt, dZ, dg,da, dal) ,,...,das )} is globally a basis of
span {dt, dz,du, .. .,du*"}.
(35)  The input of the implicit system is & = #\> (which is a subset of u).

We shall see that condition (33) will assure the global convergence of our main
result. If the set L is dependent for some points outside I' then our result will
hold only locally. The condition (34) will guarantee that one does not need to seek
for different choices of the functions (32) during the process of integration’®. The
condition (35) implies that the input of the implicit system is a canonical input. In
particular, the behavior of the system is not impulsive.

Now we will construct the system (1). Let M = IR x X x (R™)¥"*! with global
coordinates (t,z,u(®,...,u*¥")), where z € IR" and u*) € R™k = 0,...,k".
Consider the partition'? u(®) = (4, %) where dim # = o}~ and dim % = m — oy+. Let
N = Rx X xIR™ % x (R™)¥" , with global coordinates (¢, z,%,u,...,u ")) =
(t,z,v). Note that, after a reordering, the coordinates of M are (t,z,v, ), with
v=(g,uD),...,ul7)).

Let S be the system (in the sense of [20]), with global coordinates {z,z, (u(® :
k € IN)} defined by (5). Let % be the Cartan field associated to S (given by
(2)). As before, let y = a(t, ) + b(t, z)u(® be the output of S and denote y(© =y
and y® = L%y(*‘l). Let wp : S — M be the canonical projection. Abusing
notation, we consider that {y(®,...,y(*")} are functions defined on M. Let £ € S,
and 7 (€) = p = (t,z,v,u). With the same abuse of notation, we may consider
that B = {dt, dz, dy®, ..., dy*"), dii,dzl)_,,...,da*"} is the local basis of T M
induced by Prop. 6. Define 7z = &% = f(z)+§(z)u and let § = (y(?,...,y*")) and
7= (:'Iil.}__l o ,ﬁl(f-)). Note that, up to some reordering of coordinates, we have
M = N x U where = R™ . So let 7: M x U — TM, be the parameterized
field defined by:

(36a) di(r) = w=1

(36b) d3(r) = 15=f(z)+3(@)u
(36c) dy(r) = m5=-1%

(36d) di(r) = m=-pv

(36e) di(r) = 7g=00

In order to help the reader, we summarize our notations of this section in the
tabular arrangement of figure 1.

161t may be desirable, at least from the numerical point of view, to choose these functions
pointwise in order to improve the conditioning of matrix T of (37).
1TWith a possible reordering of the components of (9.
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Coordinates Notation Comments
ul% =u (@, u) % is the input of the DAE
(@, u,...,u*¥)) v Derivatives of u, apart &
(t,z,v) ¢ State of 7 (canonical coordinates of N)
(t,z,v, ) (¢, ) Canonical coordinates of M)
(1’1‘(;)_1, _— ,u’”{ur)) v Part of the coordinate system of (34) |
@D,...,y*)) 7 Output derivatives
(t,%,y,0,8) New coordinates for M (see (34))

Ficure 1. Table of notations of this section.

Let T be the matrix formed by the differentials dt, dz, dyj, dv, du when written in
the coordinates {t,z,u(®,...,u(*)} as row vectors. Let

di
dz
37) r=| d
dv
du
The equation (36) is equivalent to'®
Tt
Tz
(38) Tr=| % | =7
T5
Tu

LetII : M — N be the canonical projection. Note that, in the coordinates (¢, z, v, i)
for M and (t,z,v) for N, I(t,z,v,8) = (t,z,v). Let 7: M = TN be the parame-
terized field defined by:

(39) F=1,7

Equation (39) means that the parameterized field 7 in cordinates (t,z,v) is obtained
from the field T written in coordinates by (%, z,v, %) by eliminating its components in
the directions 2. Since 7 is parameterized by &, @), then 7 defines a (nonclassical)
control system with state (z,v) and input i.

The part (i) of the next theorem means that every solution of (4) corresponds
to a solution of (40) with initial condition on an invariant manifold T of (40).
Furthermore, the parts (iii) and (iv) shows that every solution of (40) converges to
T and every solution of (40) that is close T is also close to a solution of (4).

Theorem 2. Assume that the conditions (33)~(34)—(35) hold. Denote a point
(t,2,v,8) € M = N x U by (¢,4), where { = (t,z,v). Let m, be the canonical
projection iz : N — X defined by 7z(¢) = 7z and my : M = IR™ defined by
7u((, ) = u®). Choose a smooth input @ : [to,t1] = IR™ 7%= Consider the control

18From a numerical point of view, it is better to solve the linear equation T'r = 7 rather than
compute 7 = T~ *7. In the same vein, when integrating numerically the explicit equation there is
A E
no need to include the equation ¢ = 1.
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system defined on N with input U(t) € U given by:

(40a) @) = (@), 8(t),5M)
(40b) ((to) = Co

Where 7 is defined by (38)—(39). Consider y® = %k(y),k =0,...,k* as a func-
tion defined on M and let § = @, ...,y*")). Define the set T = {((,) €
M |§(¢, %) = 0}. Then the following properties hold:

() If (¢,8) = (t,z,0,8) € T, then &; = (dzi; )|ca) = 2 (z)l¢m) = fil=
u(oj)](c'a), i=1,...,n.

(ii) Choose an input U(-) and let ¢ (t) be a solution of (40) with (C(tu),ﬁ(tg'z) €
Y. Thenz(t) = z(((2)) is o solution of (4) with inputu(t) = mu(((2), (£))-
Conversely, if (t) is a smooth solution of (4), then z(t) = w=(¢(t)) for
some solution of (40) with (((t0),%(t0)) € T and o(¢(t), u(t)) =0.

(iii) Let ((t) be a solution of (40) with initial condition (o and input U(t).
Assume that ((t) is well defined for t € (fto, 1], then [[FB)| < e~ [[F(to)ll
for allte [to, tl].

(iv) Let L C M be a compact set. Let e >0 and L, = {p € M|dist{p, L) <
61}.

Assume that there exists a > 0 such that, if |[B(t)|| < a for t € [to, 1],
then every solution ((t) of (40) with initial condition (¢(to), U(to) € L1 18
such that (C(£),%(t)) is well defined and is inside a compact set R C M
for every t € [to,11].

Then there ezists € > 0 such that, if ((£),t € I = [to,15] s a solution of
(40) with tnitial condition inside L, and [F(¢ (o), @lto))l| < €, then there
exist K1, K2 > 0 and a solution z(t) of (4) such that llm=(¢(#)) — =@l <
w1 l(to)l|e™¢—*) for all t € [to, t5]-

Proof. (i). Let ma : S = M be the canonical projection. Let £ € S and ¢ bea
function in the set ¥ = {¥1,..., ¥} = {£,%,y©,...,y* ~V}. In this part of the
proof we will distinguish the function z; defined on S from the function Z; defined
on M such that z; = F; o Ty So we may write ¢ = ¢ o 7, etc. The notation ¥
is then clear from the context.

Note that, by (36) we have do(7)|rpy () = dg(%)|¢ for any £ € S such that
7 (€) € Y. Since {d¥} is a basis of Vg1, by part 7 of lemma 3 it follows that
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d% € span {d¥ }. In particular we must have dz; = ¥ a;;d¥ ;. Note now that
=1 =1 7

(41a) fitzu) = (dxs':%)
(41b) = (@Gioma), o)
(410) = (wids, )
(41d) = (dZ;, (m)-%}
L
(41e) = (Zaijdi’j,(ﬂu)‘%)
j=1
L & d
(41f) = Zaij(d’l‘j,(ﬂu)ta)
=1

It is easy to show th@}‘., for every (¢,4) € Y, every £ such that (¢,%) = max(£) and
every function ¥; € ¥ for j = 1,...7 we have

i = d d
(42) (@%;5, T (c.m) = (A5, (mar)e 5 le) = (@85, )

(this is an easy consequence of (36) and the fact that 0 = (dy(D), T)|(¢,a) for every
(¢, @) € T). From (41a), (41f) and (42) it follows that:

I

2 e d
Z Qij (dg’j, (?TM)- E(&)){(,ﬁ)

=1

-
= zaﬁ(ﬂ';f‘ﬂ‘)kc.a)

=1

fi{t: Tz (C) 1 Tu (C! ﬁ))

N
= Y (%5, 7))

=1
= (dZ%;, T)(¢,a)
for every ({,%) € T, showing (i).

(ii). Construct the system evolving on M with input @) and state pu = (¢, %)
given by

(43) B o= T(ﬁ’ﬁ{l))

It is clear that (43) is the prolongation by integrators of (40). Hence the smooth
solutions of (40) corresponds to the solutions of (43) for convenient initial condi-

tions. Furthermore,
7(¢, @, a™ .
( (C ;{1) ) ) ':T(C.,u,ﬁ(l})
From (36c¢) it is clear that T is an invariant set for system (43). In particular,
by (i) we have dz(r) = % = f(z,u) along s € T, and so the first part of (ii) holds.
Now let z(£) be a solution of (4). By Proposition 1, there exists a corresponding
solution & (t) of S with y(£) = 0 and & ,(t) = z(t), &.(f) = u(t) obeys the
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differential equation (4a). It follows that Z = 75 = f + 9u and so Z(t) obeys
(36b).

Note also that proposition 6 assure that the local chart {t,%,7,, 9, (u®"+¥+1) ;
k€ )}, where 5 = @ 7, ...,5{Y), is unbounded in Z = {5, @* 1) : k €
IV)}. Since y(£:(£)) = 0, in these coordinates, we have & (&) = (£, Z(t), 0, 4(t), Z(2))-
As this local chart is unbounded in Z(t), we may define & (£) = (¢, Z(£),0, @(t),0) by
taking Z(£) = 0. By construction, span {dz,du} C span {dZ,dy,du}. Hence, its is
clear that &1, (£) = &, () and £1,(£)) = £2,,(£). Now take pa(2) = (¢, 2(2), (1), u(2)) =
(G(®), 8(8)) = mm(€&a(t)). So, p2(t) obeys (43) and hence (z(f) is a solution of
(40) with initial condition (o = (2(fo) and input #(t). As Z(&(t)) = 0, we have
D(p2(2)) = 0.

(iii). Straightforward from (36c).

(iv). We know that every smooth function is globally Lipchitz inside a compact
R. Hence,there exist some k; > 0 such that ||7((, %) — 7(C, B2)l| < kal|(Gi, 1) —
(Ca,Ti2)||- Taking @ = @iy = it follows that ||7(¢1, ) — 7(C2, B)|| < kullG — G| for
every (G, %), (G1,%) € R.

Since two solutions (3 (£) and ((t) of (40) with bounded input #(-) and with ini-
tial conditions respectively (¢ (40), @(%o)), (G2 (t0), B(%0)), both in L; are well defined
in [to,#:] and are such that ((1(2),%(£)) € R and ((2(2),%(t)) € R for £ € [to, 1],
from the same idea of the proof of the classical result of continuous dependence of
the solutions of Lipchitz continuous differential equations'®, we have
(44) 16 (2) — )| < K1eX2E)||G1 (ko) — Calto)ll, t € [to, ta)-
for convenient positive real numbers K, Ka.

Now around every point 4 € L we may construct open sets Vj;, U, and a local
chart ¢, : Uy = V, of M, such that (¢,z,v,%) (t,%,¥,v,u). This construction
may be done in a way that Vj, is a rectangular open set containing ¢, (p) and the

closure of U is compact. Since T is closed, for every p ¢ Y we may choose V,,,U,
in a way that U, N'T = @, where U, denotes the closure of Uy. In this case we,

denote 1‘}.u = mingey, [|§(a)]|- Note that 9‘, =0, when g € T, and 17,. > 0, when

pgT
Furthermore, for every pair u; € U,,i = 1,2, the mean-value inequality applied

to ¢, ' gives
(45) s —pll < Ky (1) — t(ps2) ]| + 12(m1) — Z(p2)ll+
15(u1) — Gp2)l| + [0(1) — Ba2)l| + [18(ps1) — B(ps2)ll)

Note now that the family C = {U, : 4 € L} is an open covering of the compact
set L. So we may take a finite subcovering {Uy, : ¢ € A} and let K = max;ea Ky,
where K, is defined in (45). Note that this class is divided in two subclasses
G ={U, :p€ AU,NYT =0}and Co = {Uy : p € AU,NT # B} Let
Y = min{¥, : up € L | U, € C;}. By construction, if we take ez =Y, then
(46) a € L and ||j(a)|| < €2 implies that a is inside some Uy, € Cs.

If U, € C», we may define 7, : U, — T defined by (3, z,7,9,4) = (£,%,0,7,%)
(defined in the local coordinates ¢,). By (45), it follows that

(47) lla —mu(a)ll < Kligla)ll.a € Uy, Uy € C2

1%wWhich is a consequence of Bellman-Gronwall lemma.
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Now let € = min{ez,€&;/K}. Then, for every a € L, with llg(a)ll < €, we may
take the solution with initial condition go = (((to), @(to)) = mu(a) with input &(-).
From part (i), as up € Y, it follows that m(((Z) is a solution of (4). From (47)
it is clear that m,(a) € L;.From (46), (47), and (44), the desired result follows
easily. O

7. EXAMPLE

We shall illustrate the main results of this paper with an academic example.
Consider the system

t = 1
# = 10z3+ zzul
s = ul
T3 = u2
yl = zl+ae®™ —2—2a+z2—bcos(t) =0
y2 = z2+bcos(t) =0

The symbolic derivatives of the output were computed using Matlab® symbolic
package (Mapple®). The numerical dimension of Y is the numerical rank of the

Jacobian matrix Jp = —8(—‘—“11'”2;;%— In order to determine the generical rank of Ji,
a(t,z,,...,ul*))

their ranks have been computed for random values of ¢, z, u, ... ., u(F), giving op = 0,
o1 = 1, o3 = 2, indicating that, if the system is regular, the index is given k=2
(during the numerical integration of (40), one may test pointwise the condition num-
ber of the matrix T' and compute numerically the rank of Ji in order to test if our
assumptions of regularity do not hold). By the same method, one may verify that

the rank of D = % for random values of (¢,z,u,...,u*")) is equal to
1+ 2 x (k* + 1) = 7, showing that the outputs are generically differentially inde-
pendent. In this case the implicit system is completely determined. One may show
that y is generically a flat output for S, which is verified by showing that the rank
of Dye is the same of Jge, or equivalently, span {dz} C span {df,dy,... ,dy*7)}
(31, 37, 34]. Then, it is clear that Z = 0. Testing numerically other random points
and combinations, we have chosen ¥ = u,?’. In this way the coordinate system (32)
for this system is {¢,%,5,9, 4} withZ =t =0, ¥ = (y,9,¥), ¥ = ti. It is important
to mention that, in this example, y*") does not depend on u(¥"). Hence it is easy
to see that one may eliminate (as done in the example) the set u(**) of coordinates
from M, reducing the dimension of the state space of system (40). The symbolical
computations in Matlab/Mapple give

T=11, 0, 0, 0, 0, 0, 0, 0;
bxsin(t), i+axexp(x1l), 1 0, 0, 0, 0, 0;
-b*sin(t), 0, 1, 0, 0, 0, 0, 0;
b*cos(t), a*exp(xl)*(lO*xBﬁStnl) , 0,
(1+a*exp(x1))*(10+ul), (1l+a*exp (x1))#x3+1, 0, 0, 0;
-b*cos(t), 0, 0, 0, 1, 0, 0, 0;

-bxsin(t), a*exp(x1)#*(10+x3+x3+ul) 2+a*exp(x1)* (10+ul)*u2+
a*exp(x1)*x3#+ulp,0,2*a*exp (x1)* (10%x3+x3+ul) * (10+ul)+
(1+a*exp(x1)) *ulp,2*a*exp(x1) *(10*x3+x3#ul) *x3+(1+a*exp (x1))*u2,
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(1+a*exp(x1))*(10+ul), (1+a*exp(x1))*x3+1, 0;
bxsin(t), 0, 0, 0, 0, 0, 2 i 0;
o, 0, 0, 0, 0, 0, 0, 1]1;
where [t, x1, x2, x3, ul, u2, ulp, u2p]l= [t,z1, %2, Z3u1,Us, U1, U2]. The so-
lution of system (40) with initial conditions in T gives the results?® of figures 2 and
3. The figure 4 shows that the distance between the point C(t) = (¢(2),(t)) and
Y does not grow in time. In order to verify the numerical errors in the deriv-

FIGURE 2. Curves of m(C(t)) versus time. The curve zi(f) is
continuous, z2(2) is dashed and z3(t) dashed-dotted

FIGURE 3. Curves of m,(((f)) versus time. The curve u; () is
continuous, uz(t) is dashed.

ative of z(t) of our method, we have computed the error e(t) = ({dz, 7((2))) —
£(t, 72 (C®), 7 (C(®))) — 9(m=(¢(8))7u(C(2)). The ideal result would be zero, but
small numerical errors are shown in figure (5). ~

Another test was performed by applying the input wu(C(t)) of figure 3 to the
system (5) with the same compatible initial conditions 7z(C(to)). The ideal result
of y(t) obtained in this way would be zero, but small deviations have been detected

20gimulations have been made in Matlab/Simulink®.
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FiGURE 4. Curves of y(nz(((t)) versus time. The curve y;(£) is
continuous, y»(t) is dashed.

in figure 6, due to numerical errors of our method and the errors in the numerical
integration of the test itself.

x1o™

FIGURE 5. Error e(t) in the derivative of 7. ({(£)). The curve e; (t)
is continuous, ez (%) is dashed and es(t) is dashed-dotted.

Note that all the solutions of (40) will converge to T and hence a set of compatible
initial conditions can be found simply by integrating the explicit system (40). We
have chosen ¢ = 6,b = 0.2, = 8 = 70 and initial conditions (Matlab long e
format)!:

¢(0) [t, 21, %2, T3, U1, Uz, U1, 2] (0)
[0 2.595584190645906e+000 -5.999999999754128e+000
4.546949839215331e-012 4.207790366139719e-012
-8.330778672817486e-002 5.999999999754128e+000 0]
Remark 4. The “standard” differential index of this system is vg =3 (k* = 1).
Including the first order derivatives of the consirainis into the set of constraints,

Il

21The files for Matlab 6 used in this test may be retrieved in
http://www.lac.usp.br/~paulo/implicit.
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FIGURE 6. Curves y(t) and ya(¢) with ,(((Z)) as the input of
system (5). The curve y; is continuous, y» is dashed.

one may reduce the indez of this system to vg = 2 (k* = 1) using the techniques of
[6, 4]. However, the second derivatives of the constraints depend on the derivatives
of the algebraic variables u; and u,. Hence in order to reduce the indez further
one must use symbolic transformations, for instance the techniques of theorem 1.
This simple ezample has the property that the explicit system obtained by adding an
integrator in the first input is decoupable by static-state feedback, and so one could
use the ideas of the beginning of section 5 in order to obiain another indez-zero
equivalent system. However, for more compler ezamples the symbolic reduction of
the indez by any means may be a hard task, whereas the techniques of theorem 2

could be applied.
8. CONCLUSIONS AND FURTHER RESEARCH

Further research combining symbolic and numerical algorithms can be useful
for improving numerical integration schemes for higher-index DAEs (see [11, 44]).
In this paper we have established two potential methods of integration of DAEs.
The first one, based in the dynamical extension algorithm (DEA), can be applied in
particular cases, but it can produce very complex symbolic manipulations associated
to the DEA. The second method is based on the geometric properties of DAEs and
seems to be promising for the numerical integration of higher-index DAEs. This
second method is based on the computation of the symbolic derivatives of the
constraints and on the numeric solution of the (pointwise) linear equation M1 =
7 (see equation (38)). If the system is sparse, this property will reflect on the
derivatives of the constraints, and then it will assure that the matrix T is also
sparse. Hence, our second method is compatible with the application of linear-
algebra packages for sparse matrices. The assumptions (34)—(35) of theorem 2
may be weakened, and the corresponding functions may be chosen pointwise using
numerical methods, but this is the subject of future research.
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APPENDIX A. PROOF OF LEMMA 3

Proof. Let (z_1,u_;) = (z,u) be the original state representation of system S with
output (%) defined by (5). In step k — 1 of this algorithm (k= 0,1,2,...) one has
constructed a classical (local) state representation (zx_1,%x—1) with output y* de-
fined on an open neighborhood Ux_; of £ € S. Assume that span {dt, dz;_1,dy® }
is nonsingular around ¢%2. Note that we can give the following geometric description
of DEA
e (S1) Choose 7 (possibly among the components of y) by completing
{dzg_,} into a basis {dt,dzy_;,d7\"} for span {dt,dzx_1,dy®}. Now

choose %}, (possibly among the components of ux_1 ) by completing {dt, dzx_1, dﬁ,(c")}

into a basis {dt, dz;,_l,dﬁ,(:k],dﬁg} of span {df, dzx_1,dug_1}. According
to the last paragraph of section 2.1, this defines a local state feedback. By
construction, this state feedback have the properties (13).

2214 is easy to show that this is equivalent to the fact that the matrix bg(zg—;) of (11) has
constant rank around £.
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o (S2) Define z4 = (zp-1,7"), and uz = (), @) This is an extension of
the state of the form (14).

Note that, (see the end of section 2.1), we have that (S1) and (S2) produces a
new local state representation (zx, ux) of system S defined in an open neighborhood
Uy C Ug—, of €. Note that the steps (51) and (52) describes the procedure of the
Dynamic Extension Algorithm that could be performed, at least theoretically, for
nonaffine systems?3. In particular our geometric interpretation of Lemma 3 holds
for nonaffine systems.

(i and ii). We show first that the state representation (zx,uz) is classical, 4. e.,
span {dix} C span {dt,dz,dui}. This property holds for (z,u). By induction,
assume that it holds for (zx,ux). Then from (S1) and (S2) we have span {d&x41} C
span {dt, oy, dés, dg{"), i | C span {dt, donss, dursa}.

In step k = 0, we choose a partition y(®) = @2, 757) and construct i satisfying
(S1)for k = 0. Then dj¥ € span{dt, dz, dg"}. Thus, djy € span{dt, dz, dé, dgi;
@5} C span{dt,dz, du,diis", djis }. So, dy € span{dt,dzo,duo}. Then it is easy
to see that 1 and 2 are satisfied for k = 0. Now assume that, in the step &k — 1 we
have a local state representation (Zg—1,us—1) satisfying i and ii. Choose a partition
y® = @, 5P) in a way that (S1) is satisfied and construct @ satisfying (S2). By
i for k— 1 and (S1) it follows that, span{dt,dz;} = span{d¢,dz,dy, . .. ,dy®}. By
construction, notice that cfg,?i“l} € span{dt,dTg—1, dd:k_l,dﬁiﬂ,dy*f‘k)} C span{dt,dzy_1
dug_1,dg®,di™}. By (S1) it follows that dy(*+1) € span{dt,dz, du}. We
show now that if ii holds for k — 1, then span{dt,dzy, dus} = span{di, dz, dy, ...,
dy*+1), du}, completing the induction. In fact, note that span{dt, dzy, dux} =

span{dt, dr_1, dﬁ?), dtig }+ span {d§£k)}. By (S1) and the induction hypothesis

it follows that span{dt,dzy, duz } = span{dt, dz,du,dy, .., dy®) }+ span {dfg‘) }
Since dy**+)) € span{dt,dzx, dus}, then ii holds for k. This shows i and ii.

(iii, v, vi, vii). We show first that
(48) dim Y; (v) — dim Y31 (¥) > dim Y341 (v) — dim Y (v) for every v € Sk

For this note that, if the 1-forms {m,...,ns} C Y3 are linearly dependent mod
Yi_1, i e, if agdt + Yt cumit+ 3oy :;3 ﬁ,-jdygﬂ = 0- then, diﬁt?.rentiation in
time gives Godt + 0 (@i + @iti)+ ey Sico (Bisdy + Bijay?*V) = 0. In
other words, i1,...,7s are linearly dependent mod Yi41. Let £ € Sj. From the
nonsingularity of ¥;,V;,j = 0,...,k in Sg, if dim Yy —dim Y31 = lin £ € Sk, then
we may choose a partition y = (§7,3” ) such that § has I components and we locally
have Yy = span {djf(")} + Y;_1. Let §; be any component of § for j € [p— Il. By
construction we have that {dff."},dg(")} is linearly dependent mod Y for every
j € |p—1]. From the remark above it follows that the set {dﬁg-k"'l),dﬁ("“*l)} is

231 this case the computations are much more difficult since one may apply the inverse function
theorem to compute the feedback uy_1 = ¥(zk—1,Uk) in each step of the algorithm. A description
of a version of the DEA for nonaffine systems can be found in [29].
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(locally) dependent mod Yj for every j € |p — 7], showing (48). In particular the
sequence pj, is nonincreasing.

We show now that
(49) dim Y (v) — dim Yi—1 (¢) < dim Vi1 (v) — dim Vi (v) for every v € S
Assume that (zj,u3) is a state representation constructed around a neighborhood
Uy of a point £ € Sp and satisfying (S1), (S2), i and ii. Since dj{" C us, it
follows that the components of dﬁg‘} are independent mod ) since they are also
components of the input u; and furthermore, span {df,dzz} = JVi. Hence ﬁﬁi";”
may be chosen satisfying iii, showing (49). In particular, og4+1 > Ok-.

To show the convergence of sequences p; and oy for some k* < n, assume that
v € Si. Denote span{dz} by X. Then Y = X + Y; and thus

dim Y (v) = dim X (v) + dim Yy (v) — dim(¥ (v) N X (¥))-

Denote for k € IN :
si(v) = dimYi(v) —dim Vi1 (v)

(V) dim Y3 (v) — dim Y1 (v)
Note that p; = px(v) and oy = sx(v) are constant for every v € S;. We also have
(50) 8k (v) = pr(v) — dim(Yx (v) N X (v)) + dim(Yi-1 (v) N X (¥))-
We show now that
(51) if there exists k* and some v € S+ such that sg- (V) = pg- (¥) = p,
then 8+ 41(£) = Pre41(§) = p for every £ € Sp-.

Note that, from (51), a simple induction shows that sg(§) = px(§) = p for every
k > k* and £ € Sy-. Furthermore, this last affirmation implies that Sz = Si- for
k> k.
To show (51), assume that pg« (V) = sx+(v) = p for some v € S3-. From (50), it

follows that

—dim(Yz« (v) N X (v)) + dim (Y. 1 (¥) N X (v)) = 0.
Since the dimensions of ¥;= N X and of Y3._; N X are constant in Sg., it follows
that, for every £ € Si., we have
(52) - (§) =8 (§) =p
and

— dim(¥;- (€) N X (8)) + dim(Yz-—1(&) N X(£)) =0.
Note from (50) that
(53)  ske41(8) — pre41(§) = — dim(Ye 41 (€) N X (£)) + dim (Y- (§) N X (¥))
for every ¢ € Si-. By (48), (49) and (52), it follows that

8ge41(8) — Pr=41(§) > 0.

Since

— dim(Y-41(§) N X (§)) + dim (Y3« (§) N X(£)) <0,
the only possibility is to have both sides of (53) equal to zero for every £ € Si-.
Using (48) and (49) again, then (51) follows. Note that a simple induction shows
that (51) implies vii.
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To complete the proof of v, vi and vii it suffices to show the existence of k*
such that (51) holds. For this note that dim(Yx(v) N X(»)) is nondecreasing for
k=0,...,n and it is least than or equal to n = dim X. In particular, there exists
some k* < n such that dim(Yz. (v) N X (v)) = dim(Yes —1(v) N X (¥)).

(iv). Easy consequence of i, ii and the way that %j is chosen in (S1).

(viii). The first part of viii follows easily from iii, from the fact that card i = o}
and from v. The second part of viii follows easily from the equality card jjx = o%,
from the fact that the components of dﬁ,{f“) are independent mod Y; and from
the fact that oy = pp = p for k > k*.

(9). Easy consequence of lemma 2. ]

ApPPENDIX B. COMPUTATION OF (ag,fx) IN STEP k OF THE DEA
Let

Il

g a(t, zx-1) + b(t, Te—1 ) Uk
Q‘}:‘) = a(t,zr—1)+ bt, ze— Juk—1

where rank b = o around Zx_;. Up to some reordering of inputs, let b =
(b b2 ) where by, is locally nonsingular. Then define locally around (t, Tg—1):

b b —1 -1 _3-1f
ﬁk(t,zk_l) = ( biol b}g ) == ( b](.]l b!} bl? )

ar(e) =@ ( )

It is easy to verify that such (o, i) is a possible choice that has the convenient
properties.

ApPENDIX C. PROOF OF PROPOSITION 4

Proof. By the nonsingularity of the codistributions Y,k € IN, and using the same
idea of the proof of part 5 of lemma 3 (in particular the proof that the sequence
Pk iS nonincreasing), it is not difficult to show that there exist a local basis of
Yi- of the form {dt,dy,...,dy""", ..., dyr,...,dy¥"}. Around any £ € T, the
part (i) of Lemma 5 (see the proof of part (ii) of this lemma) implies that B =
{dy®,....dy{" .., dy®,...,dy%")} is a basis of Yj..

Let A C R x X be the subset such that y(*) (¢,z) =0,k € IN. Let

A = {z € X[y (t,2) = 0,5 € |rl,i; € {0,1,...,p5 + 1}}.

We show now that, around any (£, z) = 7y,z(£) with £ € T, we have A = A’ In fact,
let (t,z) € A’. It is clear that A C A’. By part (ii) of Definition 5, we must have
dy(#+k) € Yj. for k € IN. By part (i) of lemma 5 it follows that dy(#i+¥) € Y.
(otherwise one can construct a 1-form 5 # 0 such that n € Y. N span {dt}).
In particular, Yge4x = Yg- for k € IN. Hence, dy»it® =377, oL c:z,-_i;dy_g'J for
convenient functions a;;(¢,z) and for all k € IV. Then y;pj D) () = {dy_(fpj R, f+
gu) =37, b Dl a,-,-y(-”"l) = 0 showing for every z € A’, showing that A’ C A.
By the nonsingularity of the codistribution Yg. = ¥Ygsy1, it follows that A is
an immersed submanifold of IR x X. Then it is clear that (i) is true. To show
that (ii) is true, it suffices to show that A is an invariant manifold. But this
is a straitghforward consequence of the fact that one may complete the set § =
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{yl,...,yl(p’),..-,y,,...,y,(f”)} into a local coordinate system (£,9,9) of B x &.
Since djD) € Yye, we locally have §0) = ¥(7) = 0. ¥ (to,20) € A then V[, =0.
It follows that § = 0 is an equilibrium point differential equation

g =)
and so, it follows that §(¢, z(£)) = 0. Since dy®) € span {B}, one has y® =y ®) ()
Hence, y® (§(t)) = y® (#(t0)) = 0 and so (£,2(t)) € A. D

APPENDIX D. PrROOF OF THEOREM 1

Proof. Using the same arguments of the proof of lemma 4, one may construct an
affine state representation of the same form of (18) after the step &* of the dynamic
extension algorithm (instead of step k* — 1 in the proof of that lemma). In this case
T= [z,ﬁt(,u),...,ﬂ,(:.)) and % = (w, u), where w = ﬁi’f”r}) and p = #g-. By parts 1
and 8 of lemma 3 we see that dy® € span {dZ, (dw?) : j =0,...,k—k* —1)} for
all k € IN.

Making w = 0 (a nonregular feedback) and adding the constraint y = h{z) =0
we will show that we obtain a pseudo-explicit system. In fact, making w = 0 defines
a Lie-Backlund imersion ¢ : T — S, where the system T is defined by:

(54) z = f(t,2)+3 )

Note that the local coordinates of S induced by the state representation (Z,u)
are {i,7, (u® : k € IN)} and the local coordinates of S are {t,%,Q, M} where
Q= (w® :keN),and M= (@p® : ke N} In these coordinates we have
ot, %, M) = (t,%,0,M). Let ¢ be a function defined on S. We abuse notation,
denoting ¢ o ¢ simply by ¢. As ¢ is a Lie-Bicklund immersion, it follows that
#®) o ¢ = (¢ 0 )*). By construction it is clear that

tdt = dt
tdE = dF
cdp® = du®, forallk € N

Gdw'® = 0, forallk € IN.

To show that T has the properties of definition 2, it suffices to consider the same
properties of system S and observe that the pull-back ¢* will preserve these prop-
erties. In fact, as w = ﬁi’f."'l), noting that y*) = y(*)(%) for k < k* and y®) =
y®(F,w,...,w* ¥ 1) it is easy to show that the sets I's = {£€S:y®(g) =0}
and 'y = {v € T : §®(v) = 0} are such that I's = ¢(I'7). Using part 1 of
Lemma 3, and (55) it is easy to show that the dimensions of +*Y are preserved for
k=0,...,k* and property 8 of Lemma 3 implies that 2Y = 1*Y;. for k > K.
By similar arguments, it follows that the dimensions of ¢*Y) are preserved for
k=0,...,k* and *Y} = 1"V for k > k*. The regularity of *Y; around the
points Iy can be easily deduced from the part (iii) of lemma 5 and the regularity of
the other codistributions. The properties (i) and (ii) of definition 5 are consequence
of the fact that?® ;*Ys = (*span {df,dZ} = span {dt,dZ} and that ;'Y = " Ve
for k > k*.

The result follows from the application of Prop. 5 to system T' defined by (54). O

24 A busing notation, we denote tot=tand Tor=1Z.
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