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Abstract

The scientific literature dedicated to the detection of fraud in public procurement is
vast, with several studies reporting the use of different methodologies to detect
corruption. However, the literature still lacks a comprehensive study of the types of
fraud being investigated and how data-driven techniques are being used to address
this problem. This article aims to provide a better overview of how these techniques
are used to detect corruption in public procurement. We systematically searched
academic databases with the goal of finding papers that used data-driven techniques
to predict or identify fraud in public procurement. We also performed a snowballing
procedure to complement the database search with additional papers. 93 works were
added to our study after screening and evaluation of more than 6000 papers.
Relevant information was extracted from these papers to answer the research
question defined during the planning phase. The results showed that most works use
machine learning models to detect collusion and statistical analysis to detect
instances of favoritism. Despite the promising results, there are some gaps that still
need to be addressed. There is a lack of papers that employ the proposed
methodologies in real-life systems to detect new cases of corruption. Another gap
found is the lack of public available datasets, hindering the replication and
dissemination of the proposed methodologies. The findings of our study contribute
to a more comprehensive understanding of fraud detection in public procurement,
pointing to areas for improvement and offering insights to researchers and
institutions seeking to improve their processes.

Keywords: Survey; Corruption; Public sector; Government

1 Introduction

Public procurement is vulnerable to corruption and fraud, as in other types of spending
processes in the public sector. The United Nations Office on Drugs and Crime indicates
that, globally, the value of public contracts increases between 10% and 20% due to cor-
ruption [89]. Corruption can be defined as the misuse of power to obtain unlawful gains,
including committing criminal acts such as bribery, embezzlement, and other forms of

fraud [66]. Fraud, on the other hand, is a more broad term used to describe intentional
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deception by another party for economic gain [66]. These irregularities, even when unin-
tentional, can also cause financial harm to public entities.

The adoption of new technologies by government agencies is creating new opportunities
in areas such as the procurement process. The use of digital procurement systems makes
it possible to attract a more significant number of participants, ensuring that the process
is more transparent and available [82]. The adoption of these systems provides agencies
with new tools to identify potential fraud. However, this process has several challenges.
One such challenge is related to the analysis of vast amounts of data that can be easily
accessed by digital procurement systems. The study of corruption using big data collected
from public databases is a new research area with its own challenges [126].

Fraud and corruption detection has received widespread academic and political atten-
tion due to their central role in the quality of democracy, the provision of public goods, and
economic growth [31]. The use of data-driven methods in the detection of fraud in public
procurement has been extensively researched, from works that used Machine Learning
(ML) models to detect cartels [128] to works that applied statistical tools to identify bid-
ding anomalies [77].

This growth in academic production related to corruption in public procurement brings
the need for research to evaluate the literature in the area and to identify the works being
conducted and possible gaps to guide future research. This need comes from the fact that
corruption occurrences can be hard to quantify and can take many forms, ranging from
criminal activities to behavior that is inappropriate but not illegal [140]. The extensive
research conducted on various forms of fraud and the techniques used to detect such
fraudulent activities underscores the necessity for a comprehensive study that maps these
different studies and identifies possible patterns and areas for improvement.

A systematic literature review (SLR) seeks to identify, evaluate, and interpret all available
research related to a particular area or research question. This type of research is designed
to summarize evidence on a particular technology, identify research gaps, and provide
a framework for new research [63]. A systematic literature mapping (SLM) is a type of
systematic study with a higher granularity level than an SLR. Therefore, an SLM is more
appropriate for studies of broader topics [95], such as the one studied in this work.

Therefore, this work aims to perform an SLM to identify what types of fraud in public
procurement are currently being studied in the literature, what types of data are being
used in these studies, and how data-driven techniques are being used to solve this type of
problem. The SLM described in this work is necessary because, to the best of our knowl-
edge, there is no other secondary research whose purpose is to perform a systematic work
with similar goals to those described in this document.

The remainder of the paper is organized as follows. Section 2 presents an overview of
systematic studies related to data-driven methods and public procurement corruption,
Sect. 3 describes the methodology used to conduct our research, Sect. 4 presents and
discusses the results achieved by the proposed methodology. Finally, Sect. 5 concludes
this paper.

2 Background
Given the complexity of fraud in public procurement and the different solutions that can

be applied to each case, several systematic studies in this area can be found in the literature.



Schneider dos Santos et al. EPJ Data Science (2025) 14:52 Page 3 of 46

Table 1 Systematic studies found in the literature

Paper Only public Data-driven
procurement methods

Artificial intelligence techniques to detect and prevent corruption in . °

procurement: a systematic literature review [117]

Ready or not? A systematic review of case studies using data-driven . v

approaches to detect real-world antitrust violations [3]

Public Procurement Fraud Detection: A Review Using Network Analysis [76] v .

Public procurement fraud detection and artificial intelligence techniques: a v .

literature review [84]

Fraud, corruption, and collusion in public procurement activities, a systematic . v

literature review on data-driven methods [75]

The goal of these reviews is to explore how different methods are used to detect fraud in
the procurement of goods and services in the public and private sectors. Table 1 shows an
overview of these studies.

Table 1 presents a list of the systematic studies identified in the literature, along with an
analysis of the research methodologies employed in each study. This analysis differentiates
between studies focused on public procurement auctions and works that also examined
private auctions. Additionally, a distinction is made between papers that studied data-
driven methods or more specific methods, such as Network Science (NS) or ML.

A systematic review was proposed by [117] to analyze the use of Artificial Intelligence
(AI) techniques in detecting different types of corrupt practices. The study also investi-
gated the characteristics of public and private organizations and the technological tools
used. A systematic review of case studies using data-driven approaches to detect real-
world antitrust violations was conducted by [3]. The review suggests that complex sta-
tistical analysis and ML models, such as leniency programs, can complement established
tools to detect anti-competitive behavior.

A systematic review on the use of NS techniques for fraud detection was proposed by
[76]. The study selected scientific papers over 10 years and found that cluster analysis
and centrality measures were the most adopted approaches to detect public procurement
fraud. A research conducted by [84] reviewed studies that used Al techniques such as ML
and network analysis methods to detect fraud in processes of public organizations. The
study also examined the challenges faced in this field.

The study most closely related to ours is presented in [75], in which the authors con-
ducted a systematic literature review of data-driven approaches for detecting fraud in pub-
lic procurement. However, their analysis primarily focused on bibliometric aspects, such
as author affiliations and publication venues. The study addressed only one research ques-
tion related to the techniques employed, while our study provides a more detailed analysis
with five research questions. Their work also included primary studies that largely exam-
ined private auctions while our focus is the public sector. Additional limitations include
the reliance on a single data source and the absence of strategies to mitigate the potential
omission of relevant papers due to incomplete retrieval.

The present study aims to build upon the research carried out by [75]. We intend to
achieve this objective with the definition of multiple research questions about other rel-
evant aspects related to fraud detection in government procurement. We intend to solve
the limited identification of relevant papers with the use of multiple data sources and with
the implementation of additional search strategies such as snowballing.
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As can be noticed, there exists a gap in the literature of systematic studies aimed at
mapping what types of fraud in public procurement are being studied, the sources and
formats of the data used in these studies, and how data-driven methods are being used to
solve these problems. This research aims to fill this gap in the literature by performing a
systematic analysis to map how data-driven techniques and frameworks are being applied
in detecting, characterizing, and predicting corruption in public procurement.

3 Methodology

This section describes the planning and execution phases of our mapping study. We follow
the guidelines for conducting systematic studies described in [63] and the protocol for
identifying primary studies presented by [136]. We also used the guidelines described in
the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) [94]
to report the results of the search and selection of papers in our mapping study.

3.1 Planning phase

The first step in our systematic mapping concerns the definition of the objective of our
research and our research questions. Our main goal is to understand how data-driven
techniques are being used in the prediction or identification of corruption and fraud in
government procurement. More specifically, we intend to discover the most used data-
driven techniques for fraud detection in government procurement and the types of fraud
detected by these techniques. This allowed us to define five research questions:

1. QI: What data-driven techniques were proposed or used?

2. Q2: What types of fraud are considered by existing works?

3. Q3: What data are used by the primary works?

4. Q4: What features are used by the techniques applied by the primary works?

5. Q5: What are the results achieved by the primary works?

We considered the following data sources to carry out this research: Scopus,' IEEE
Xplore,? ScienceDirect® and SBC OpenLib.* These sources were chosen because of their
ample use in several systematic studies found in the literature. The SBC OpenLib was in-
cluded because we were interested in the works executed by Brazilian researchers due to
the unique nature of the public procurement process in Brazil.

The search string defined for each selected data source was designed to retrieve only pa-
pers whose titles or abstracts include terms related to “public procurement” and “fraud”.
The construction of the search string considers various synonyms and alternative terms
for identifying fraud (e.g., “corruption” or “collusion”) and public procurement (e.g., “pub-
lic procurement” or “public tender”). The resulting search string is as follows: (ten-
der OR procurement) AND (corruption OR cartel OR collusion OR
fraud OR “red flags” OR “bid rigging”).

Since each database has unique characteristics, we had to adapt the search string ac-
cordingly. Table 2 shows the search string for all data sources.

The next step in the planning phase is to establish the criteria to select the primary works
to be considered in our mapping. Based on the main objective and the research questions,

Lhttps://www.scopus.com/home.uri.
Zhttps://ieeexplore.ieee.org/Xplore/home.jsp.
3https://www.sciencedirect.com/.

“https://sol.sbc.org.br/index.php/indice.
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Table 2 Search string adapted for each data source

Source String

Scopus (tender OR procurement) AND (corruption OR cartel OR collusion OR “red flag” OR fraud OR
“bid rigging”)

ScienceDirect (tender OR procurement) AND (corruption OR cartel OR collusion OR ‘“red flag” OR fraud OR
“bid rigging”)

IEEE Xplore (“Document Title"tender OR “Document Title":procurement) AND ("“Document

Title".corruption OR “Document Title":cartel OR “Document Title":collusion OR “Document
Title""red flag” OR “Document Title":fraud OR “Document Title""bid rigging”) OR
(("Abstract”tender OR “Abstract”:procurement) AND (“Abstract”:corruption OR
“Abstract”.cartel OR “Abstract”:collusion OR “Abstract”"red flag” OR “Abstract”:fraud OR
"Abstract”:"bid rigging”)) OR (("Author Keywords":tender OR “"Author
Keywords":procurement) AND (“Author Keywords": corruption OR “Author Keywords".cartel
OR "Author Keywords":collusion OR "Author Keywords"red flag” OR “"Author
Keywords"fraud OR “Author Keywords":"bid rigging”))

SBC OpenlLib (licitagao OR licitagdes) AND (fraude OR fraudes OR corrupcao OR conluio OR cartel OR
cartéis OR "red flag” OR “bid rigging”)

Table 3 Inclusion and exclusion criteria

Criteria Inclusion Exclusion

Ql Include only peer-reviewed primary research Exclude non-peer reviewed, secondary
papers works and surveys

(@ Include only works published in the last five Exclude works published more than five
years (2020 - 2024) years ago (before 2020)

a3 Include only works published in English or Exclude works published in languages other
Portuguese than English or Portuguese

C4 Include only works focused on government Exclude works that focused on private
procurements auctions or private procurements

C5 Include only works that used data-driven Exclude works that did not use data-driven
techniques techniques

([@3) Include only works that detect, predict or Exclude works that do not detect, predict, or
identify fraud identify fraud

we defined six criteria for inclusion and exclusion of papers found in the database search.
Table 3 shows a description of these criteria.

3.2 Execution phase

The execution phase of our research can be divided into three main steps: database search,
selection of the primary works that will compose our mapping study, and extraction of data
from the selected papers. The search step of the execution phase was performed in May
2024. This step consists of executing the adapted search strings, defined in Table 2, in all
selected databases. We consolidated the works found in each database and excluded all
duplicate papers. This process results in an initial set of papers.

Overall, 1777 papers were returned initially, and 566 papers remained after applying
criteria C1, C2, and C3. This process was executed directly in each database using the
available filtering tools. Table 4 shows the filter options used for each database.

Then, 75 duplicate papers were removed using Rayyan,® a web application used to sup-
port the execution of systematic reviews. After excluding all duplicates, 491 papers were
left to apply the remaining inclusion and exclusion criteria (C4, C5, and C6). The Rayyan
web tool was also used during this step of the selection procedure. While selecting primary
works, we evaluated the title and abstract of all papers in the initial set, keeping those that

Shttps://new.rayyan.ai/.
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Table 4 Filtering strategy for each database

Database Criteria Filter
Scopus Search Within title, abstract or author-specified keywords
1 Article and Conference paper selected in the Document type filter
(@ 2020,2021,2022, 2023, and 2024 selected in the Year filter
a English and Portuguese selected in the Language filter
ScienceDirect Search Within title, abstract or author-specified keywords
Ql Research articles selected in the Article type filter.
C2 2020, 2021, 2022, 2023, and 2024 selected in the Years filter
IEEE Xplore Search Within title, abstract or keywords
C1 Conference, Journals and Magazines filters selected
2 2020-2024 selected in the range of the Year filter
SBC OpenlLib Search Within title, abstract or keywords
C1 Event Proceedings and Journals filters selected
(@] 2020-2024 selected in the range of the Time period filter
a3 English and Portuguese selected in the Language filter
[ Identification of studies via databases ]
)
§ Records identified from: Records removed before screening:
® ScienceDirect (n = 171) Non-peer reviewed, survey or review (n = 365)
5,% IEEE Xplore (n = 62) Published before 2020 (n = 805)
S SBC OpenlLib (n = 15) Not published in English or Portuguese (n = 41)
§ Scopus (n = 1,529) Duplicate records (n = 75)
D
)
Records excluded
Non-peer reviewed, survey or review (n = 136)
Records screened h f _
- 491 > Private auctions or procurements (n = 60)
(n= ) Data-driven methods are not used (n = 61)
Fraud detection is not the objective (n = 107)
2
'g Reports sought for retrieval Reports not retrieved
o (n=127) (n=4)
®
Reports excluded:
Reports assessed for eligibility Non-peer reviewed, survey or review (n = 2)
(n=123) Data-driven methods are not used (n = 31)
Fraud detection is not the objective (n = 22)
e
)
2
= Studies included in review
5 (n=68)
=
e
Figure 1 Primary works selection process

met the inclusion criteria and excluding those that met the exclusion criteria. Then, 68 pa-
pers remained after this evaluation. Figure 1 describes the execution of this process using

the PRISMA guidelines.
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3.3 Snowballing
Snowballing is a procedure used in systematic literature studies with the goal of identify-
ing additional papers using a reference list of papers or citations [136]. Snowballing is a
systematic search strategy comprising the following steps:
1. Define a start set of research papers
2. Application of inclusion and exclusion criteria in the start set
3. For each paper in the start set:
(a) Backward Snowballing (BS): look at each reference in the paper and apply the
inclusion and exclusion criteria
(b) Forward Snowballing (FS): look at each work that referenced the paper and apply
the inclusion and exclusion criteria
4. The backward and forward snowballing procedure must be executed for each new
paper found in the current iteration of the snowballing procedure
5. If no new papers are found in the current iteration, the snowballing procedure is
finished
We conducted five iterations of both backward and forward snowballing procedures in
May, June and July of 2024. During this process, 5302 papers were retrieved and assessed
for eligibility. The Google Scholar tool was used to find the studies that cited each paper
in the start set. At the end of the snowballing process, 25 new papers were added to our
mapping study. Figure 2 describes the execution of this process.

3.4 Threats to validity
There will always be threats to the validity of the results of a systematic study, even if the
research has been carried out following strict quality criteria during its planning and exe-
cution phases. For this reason, it is essential for a systematic study to identify and present
possible threats to its validity, providing a solid basis for the reader to decide whether or
not the work will be useful to them [86].

A threat to the validity of our research is the lack of relevant papers in the study, caused
by the use of incorrect or incomplete search terms during the database search. We miti-
gated this threat by trying to find as many relevant studies as possible. This was achieved

[ Identification of studies via snowballing

BS1 FS1 BS2 FS2 BS3 FS3 BS4 Fs4
(n=2962)| [(n=1231) (n=653)| |(n=112) (n=189)| |(n=18) (n=67)||(n=15)
Records retrieved Records retrieved Records retrieved Records retrieved Records retrieved
Reference Set (n=4193) (n =765) (n =207) (n =82) (n = 55)

l

Records Excluded Records Excluded Records Excluded Records Excluded Records Excluded
Duplicate (n = 1319) Duplicate (n = 106) Duplicate (n = 9) Duplicate (n = 2) Duplicate (n = 1)
EC1 (n = 537) EC1 (n = 129) EC1 (n=12) EC1(n=6) EC1(n=6)
EC2 (n=1772) EC2 (n=412) EC2 (n = 162) EC2 (n = 55) EC2 (n = 40)
EC3 (n = 118) EC3(n=4) EC3(n=1) EC3(n=1) EC4 (n=5)
EC4 (n = 249) EC4 (n = 43) EC4 (n = 10) EC4(n=7) EC5(n=1)
EC5 (n = 52) EC5 (n=8) EC5 (n=2) EC5(n=2) EC6(n=2)

EC6 (n = 126) EC6 (n = 57) EC6 (n=9) EC6 (n=8)
Not found (n = 1) Not found (n = 2) Not found (n = 1)
Studies included Studies included Studies included Studies included Studies included
(n=19) (n=4) (n=1) (n=1) (n=0)

Figure 2 Selection of new studies using snowballing

Page 7 of 46
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Field Description RQ
ID Identification number assigned to each paper -
Year Year of publication -
Language Language of publication -
Publication Type Type of publication (journal or conference) -
Journal Title of the publication -
JIF Journal Impact Factor -
Title Title of the paper -
Method Method used in the paper RQ1
Method Group Type of method used in the paper RQ1
Field Field of study of the paper RQ1
Hybrid Strategy Paper used methods from different fields RQ1
Fraud Type Type of fraud studied in the paper RQ2
Fraud Group Group of the fraud studied RQ2
Data Type Type of data used in the paper RQ3
Country Country of origin of the data RQ3
Samples Number of samples in the data RQ3
Economic Sector Economic sector of the data RQ3
Available Data? Authors published the data used in the paper RQ3
Data Period Range of dates of the data (start and end) RQ3
Feature Names of the features used in the paper RQ4
Feature Group Group of the feature used RQ4
Red Flag? Feature used is a red flag for corruption RQ4
Target Type Group of the target used RQ4
Target Names of the target used in the paper RQ4
Measure Type Type of measure used to describe the results RQ5
Result Value or textual synthesis of the results RQ5

by searching in multiple scientific databases, and the execution of a snowballing procedure
to complement the studies found during the database search.

3.5 Data extraction

We extracted information from the set of 93 papers included in the study with the goal
of answering the research questions defined during the planning phase. A data extraction
form was used to store the data extracted. Table 5 shows the fields in the form with a brief
description and to which research question (RQ) each feature is related.

4 Results and discussion

This section presents the findings of the data extracted from the selected papers. Sec-
tion 4.1 presents a summary of the main findings, Sect. 4.2 discusses the techniques used to
detect fraud in public procurement, Sect. 4.3 describes the types of fraud studied, Sect. 4.4
presents the data used to build the models and Sect. 4.5 describes the types of features
used. Finally, Sect. 4.6 discusses the results achieved with the proposed models.

4.1 Overview

We began by analyzing the number of publications per year and the types of publication
venues. As shown in Fig. 3, there was a noticeable decline in the number of published
works after 2020. This drop might be related to the COVID-19 pandemic, during which
government procurement activity decreased, especially in sectors unrelated to healthcare.
Conversely, a significant increase in publications was observed in 2023. This renewed in-
terest may also be linked to the pandemic, as researchers began investigating how the
temporary suspension of bureaucratic processes during the crisis may have influenced
corruption levels in public procurement.

Page 8 of 46
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Figure 3 Type of publication by year
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General

Figure 4 Overview of the studies by economic sector and type of fraud

Appendix A reveals that only 22.58% of the papers were published alongside their ex-
perimental data. This limited availability may stem from the confidential nature of the
procurement process, making data sharing challenging for authors. To ensure the reliable
reproduction of reported results, strategies should be developed to promote data sharing
while safeguarding confidentiality.

To provide a brief overview of the results, we analyzed the economic sectors associated
with the research presented in the primary set of papers. We identified four main classes
of economic sectors: general, construction, transport infrastructure, and other sectors.
The general sector includes papers that used data from public tenders spanning various
economic domains. The transport infrastructure sector focuses on research involving data
from highway projects, asphalt paving, and roadworks. Finally, the other sectors category
encompasses diverse fields such as financial services, milk procurement, snow removal,
and healthcare. Figure 4 shows these results.

The results suggest that most studies analyze data from multiple economic sectors to de-
tect favoritism or other irregularities in public tenders. One possible explanation for this
trend is that research on favoritism often uses the number of bids as a proxy for corrup-
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tion, with tenders receiving only a single bid typically classified as fraudulent. Since single
bidding can indicate fraud across various types of tenders, developing a more generalized
approach may be more feasible, allowing for its application across different economic sec-
tors.

The construction industry stands out most prominently in the results presented in Fig. 4.
Research on this sector frequently highlights collusion as the predominant form of fraud.
A key reason for this may be the substantial financial resources involved in construction
tenders, which can attract corrupt individuals and organizations seeking to exploit the
system through covert agreements for significant financial gain. A complete overview of
these papers can be found in Appendix B.

4.2 RQ1 - data-driven techniques

This section presents the analysis of data extracted from the primary set of works used to
address the first research question defined during the execution phase of our study: “Q1:
What data-driven techniques are being studied in the literature?”.

To answer this question, we collected the following information from the papers: the
field of study of the method, the type of method used, and the specific method used in
each study. Three fields of study were identified in our analysis: ML models, NS methods,
and statistical tools. The following sections describe the methods employed in each of the
fields previously described.

4.2.1 Machine learning models

The first identified field of study is ML, which refers to the ability of computer systems
to extract meaningful patterns from raw data, enabling them to acquire knowledge au-
tonomously [40]. Among the 93 papers in the primary set, 26 (27.95%) exclusively applied
one or more ML methods. The majority of these studies leveraged ML models to detect
instances of collusive behavior. Table 6 illustrates these findings.

Ensemble methods were utilized in 13 out of the 21 papers that exclusively applied ML
models. These methods enhance predictive performance by combining multiple models
into a single, more robust model. There are two main types of ensemble methods: averag-
ing methods, which reduce variance by averaging predictions from multiple independent
models, and boosting methods, where weak models are trained sequentially to minimize
bias and improve overall accuracy [100].

The most commonly used ML model was Random Forest, an ensemble approach that
aggregates predictions from multiple decision trees while employing bagging to mitigate
overfitting and enhance out-of-sample accuracy [24]. Tree-based algorithms offer signifi-
cant advantages, including higher explanatory power due to their flexible parametrization
[30] and an easily implementable predictive framework. These characteristics make them
particularly suitable for agencies aiming to develop fraud detection tools for public pro-
curement [127]. However, we observed a distinction in studies that combined ML models
with Natural Language Processing (NLP) techniques. Table 7 presents these findings.

NLP techniques enable computers to process and analyze human language, facilitat-
ing human-computer interactions and extracting valuable information from textual doc-
uments. These techniques typically involve large volumes of unstructured data and are
widely used for text classification, information retrieval, and extraction tasks [44]. In our
set of primary papers, studies that combined NLP with ML employed different models
compared to those that did not incorporate NLP.
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Method group Method Papers (ID and reference)

Clusters Gaussian Mixture Model [ 11]

Clusters Latent Markov Model 3 [25]

Clusters PCA 7[118]

Clusters Soft-DTW k-means 21791

Ensemble Methods Ada Boost [100]

Ensemble Methods Extra Trees 9[100]

Ensemble Methods Gradient Boosting [100], 12 [30], 14 [35], 84 [78]

Ensemble Methods |solation Forest 01[171,77 [89]

Ensemble Methods Random Forest [ 28],31[1271,81[241,9[100], 10 [52], 11 [115],
2[30], 13 [50], 14 [35], 22 [58]

Ensemble Methods StackedEnsemble 4 [78]

Ensemble Methods Super Learner [ 281,10 [52], 13 [50]

Ensemble Methods XGBoost 4 [78]

Linear Models Lasso Regression 8 [24],10 [52], 14 [35]

Linear Models Logistic Regression 2[128],12[30], 14 [35]

Linear Models Ordinary Least Squares 8 [24]

Linear Models Ridge Regression 8 [24]

Linear Models SGD 9[100]

Naive Bayes Bernoulli Naive Bayes 9[100]

Naive Bayes Gaussian Naive Bayes 9[100]

Neural Networks Conv. Neural Network 4[49]

Neural Networks Multi-Layer Perceptron 91[100], 22 [58]

Others Apriori Algorithm 85 [9]

Others Confident Learning 23 [42]

Others Gaussian Process 9[100]

Others K-Nearest Neighbors 9[100],11[115]

Others Positive-Unlabelled 57 [41]

Others Support Vector Machines 9[100],10[52],17[118], 22 [58]

Tree-Based Models Classification Tree 21[128],3[127]

Tree-Based Models Decision Tree 22 [58]

Table 7 Types of ML models used with NLP

Method group Method

Papers (ID and reference)

Linear Models
Linear Models

Logistic Regression
Passive-Aggressive Model

Linear Models Perceptron
Linear Models Ridge Classifier
Linear Models SGD

Naive Bayes Bernoulli Naive Bayes
Naive Bayes Complement Naive Bayes
Naive Bayes Multinomial Naive Bayes
Naive Bayes Naive Bayes

Nearest Neighbors
Nearest Neighbors
Neural Networks
Neural Networks
Neural Networks
Neural Networks
Neural Networks

K-Nearest Neighbors
Nearest Centroid
Bi-LSTM

Bottleneck

Conv. Neural Network
Deep Neural Network
Self-Organising Maps

Others BERT
Others Random Forest
Others Support Vector Machines
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Since its introduction in 2017 [123], the Transformer model has revolutionized NLP,

achieving state-of-the-art performance across multiple tasks. Building on its success, sev-

eral derivative models, such as GPT and BERT, have been developed [138]. However, only

one study in our dataset utilized this class of models. Specifically, BERT was applied in
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Table 8 Types of network science models used

Method group Method Papers (ID and reference)

Networks Bipartite Network 48 [87],51 [74],60 [88], 61 [126]
Networks Complex Network 33 (321,43 [16],86 [129]

Networks GAAN 34 [15]

Networks Multiplex Network 5[124]

Networks Social Network 21 [14], 28 [46], 62 [91], 81 [139],90 [137]
Others Network Science Methods 20 [96], 54 [34]

Others Node Detection 33[32]

[71] to extract red flags from public procurement data, demonstrating competitive results
compared to traditional methods. This highlights a gap in the literature regarding the po-
tential of Transformer-based models like GPT and BERT for improving fraud detection
in public procurement.

Instead of Transformer models, these studies predominantly employed Deep Learning
models, such as Deep Neural Networks (DNNs) and Long Short-Term Memory (LSTM)
networks. Deep learning models consist of multiple layers that enable the hierarchical
learning of complex data representations [68]. These algorithms are particularly effective
at uncovering intricate patterns in massive amounts of unlabeled and unstructured data
[85]. In the analyzed papers, NLP techniques were used to extract information from tex-
tual sources such as procurement notices and official documentation. With these unstruc-
tured inputs, DNN models were primarily trained to detect favoritism in public procure-

ment processes.

4.2.2 Network science methods

Another identified field of study was NS, which focuses on the study and analysis of net-
works, their properties, and applications [60]. It can be broadly defined as the study of
network representations of physical and social phenomena, leading to predictive models
for understanding these complex systems [11]. NS was employed in 17.20% (16 papers) of
the studies analyzed. Table 8 presents these results.

A considerable body of literature employs various types of NS methodologies to map re-
lationships between entities with the aim of detecting criminal behavior. Social networks
have been used in detecting social security fraud [122], identifying fraud rings [114], and
uncovering criminal suspects [33]. Bipartite networks have been applied to identify lead-
ers within criminal organizations [43], as well as to detect insurance fraud [93, 121] and
telecommunication fraud [57]. Complex networks have been used to model interactions
within criminal structures [116], detect high-crime areas within cities [113], and identify
entities involved in financial fraud [48]. Our analysis of the primary studies indicated that
network models are also frequently used to detect fraudulent behavior in public procure-
ment. Social and bipartite network models were the most commonly adopted, primarily
applied to characterize and reveal collusive relationships between bidders.

Social networks represent connections between individuals or organizations based on
specific social relationships. In this context, nodes correspond to entities involved in pub-
lic procurement, and edges represent their interactions. Social Network Analysis (SNA)
can be employed to examine hidden relationships and expose associations between par-
ticipants engaged in collusion [137].

Bipartite networks, on the other hand, consist of two distinct sets of nodes, with con-
nections only between nodes of different types. Due to their heterogeneous nature, these
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networks provide a realistic model of real-world systems and have proven particularly
useful in representing trade networks in economic systems [69].

Beyond network models, standard network science methods are also widely used in this
field. Studies in this category often employ Pattern Mining algorithms for anomaly detec-
tion [96] and graph database technologies combined with market concentration indicators
[34]. Unlike network-based solutions, which predominantly focus on detecting collusion,
studies using standard network science methods are primarily aimed at identifying fa-

voritism in public tenders.

4.2.3 Statistical methods

The final and most prominent field of study identified in our research is statistics. In this
context, statistics encompasses a collection of methods for data collection, organization,
and analysis, enabling researchers to derive conclusions and support decision-making [51,
54, 104]. This field accounts for 52.68% (49 papers) of the studies in our dataset, making it
the dominant approach for analyzing fraud in public procurement. Table 9 presents these
findings.

The first category within this field is linear regression, an explainable method used to
construct functions that predict the value of a target variable based on the values of pre-
dictor variables [65]. The most prevalent model in this group is Ordinary Least Squares
(OLS), a fundamental regression technique that fits a linear model by minimizing the
residual sum of squares between predicted and observed values [83]. Most studies that
applied OLS and other types of linear regression focused on detecting favoritism in public

procurement.

Table 9 Types of statistics models used

Method group Method Papers (ID and reference)

Linear Regression Basic Linear Regression 53[112]

Linear Regression Dynamic Panel Regression 18[19]

Linear Regression Fixed-Effects Model 36 [5],83 [73]

Linear Regression Linear Probability Model 39 4]

Linear Regression Multilevel Model 36 [5]

Linear Regression Ordinary Least Squares 251[22],36 [5],38 [59],45 [72],46 [31], 58 [125],
63 [21],69 [38], 78 [271, 79 [6], 80 [23], 91 [135]

Linear Regression Two-Stage Least Squares 64 [132]

Logistic Regression Binary Regression 29 [36],35[20],47 [29],49 [1],82 [18]

Logistic Regression Bootstrap Regression 19[12]

Logistic Regression Linear Probability Model 56 [97]

Logistic Regression Logit Estimate Model 56 [97]

Logistic Regression Multinomial Regression 92 [131]

Others Bootstrap Approach 93 [130]

Others Clusters 241101, 76 [53]

Others Gen. Method of Moments 91 [135]

Others Heuristics 73[92]

Others IQR 40 [110]

Others [tem Response Theory 55(37]

Others Matching Estimators 59 28]

Others Modified Order Statistic 26 [105]

Others Newcomb-Benford Law 1[90], 74 [26], 88 [101]

Others Probabilistic Method 42[108], 66 [107], 67 [109]

Others Reference Scenario 65 [106]

Others Regression Discontinuity 37 [62],41 [61]

Others Statistical Analysis 15[98],44[82],52 [8], 70 [102], 71 [39], 87 [77],
89 [67]
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Tenders with single bids are widely recognized as a red flag for favoritism in public
procurement. This commonly used corruption proxy is readily available in procurement
datasets, eliminating the need for time-consuming investigations. The accessibility of this
feature allows OLS models to be used in formulating hypotheses regarding the impact of
transparency measures [5, 6] and political connections [31, 38] on favoritism, among other
factors.

The next group within this field is logistic regression, another predictive modeling tech-
nique. Unlike linear regression, logistic regression is designed for categorical target vari-
ables. The most frequently used approach within this category is binary logistic regres-
sion, where the target variable typically represents the presence of corruption (collusive
or competitive tender) or favoritism (tender with a single bid or tender with multiple bids).

Finally, several studies employed a diverse range of methodologies that do not fit neatly
into a single category. These works utilized Exploratory Data Analysis (EDA), visualiza-
tions (plots and tables), and pattern mining algorithms to uncover anomalies in procure-
ment processes. Notable methods in this group include the Newcomb-Benford Law and
the probabilistic method.

The first notable method is the Newcomb-Benford Law. This method states that in nat-
urally occurring numerical datasets, smaller leading digits appear more frequently than
larger ones [101]. A significant deviation from this expected distribution often signals data
anomalies, making it a useful tool for fraud detection [90].

Another standout methodology employed in this group is the probabilistic method. This
tool is used to prove that a structure with the desired properties exists. This is done by
defining an appropriate probability space of structures and demonstrating that the prop-
erties hold in these structures with a positive probability [2]. The papers that used the
probabilistic method applied this model intending to show the presence of collusive be-

havior in construction tenders.

4.3 RQ2 - types of fraud

The next research question we aimed to address in our study concerns the types of fraud
currently being investigated. To categorize the studies, we extracted relevant information
from the papers and classified them into four groups: collusion, favoritism, procurement
anomalies, and other types of fraud. Figure 5 presents these results.

The first category, collusion, includes research focused on collusive behavior and ir-
regular agreements between bidders, such as bid rigging and cartels. These fraudulent
schemes involve bidders coordinating their actions to manipulate the procurement pro-
cess, often leading to inflated prices and reduced competition. Bid rigging refers to agree-
ments among bidders designed to artificially raise prices or lower the quality of goods and
services. Such practices hinder market entry for new competitors and reduce incentives
for innovation, ultimately leading to significant economic losses [22]. Cartels, in turn, are
defined as arrangements among competing firms with the objective of eliminating compe-
tition and increasing profits. These agreements may involve price fixing, market division,
bid manipulation, and other anti-competitive practices [64].

The second category, procurement anomalies, comprises studies that use generic or un-
specified terms for fraud, such as anomaly or malfeasance. The term anomaly is typically
used to describe deviations from the expected behavior in public procurement processes
(e.g., unusual purchases or transactions) that may indicate irregularities. Malfeasance, on
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the other hand, is a broad term encompassing various forms of misconduct, including cost
overruns, favoritism, and collusion. This category also comprises studies that aim to de-
tect multiple types of fraud simultaneously, rather than concentrating on a specific form
of wrongdoing.

The third category, favoritism, refers to cases where the procurement process is manip-
ulated to benefit a particular bidder. Such practices undermine the transparency and fair-
ness of public tenders, often discouraging competitive participation and leading to ineffi-
cient outcomes, where the most advantageous offer may not win the contract [118, 119].
Studies in this category frequently use the number of bids as an indicator of favoritism,
with single-bid tenders serving as a widely accepted proxy for this form of misconduct.

The final category, other types of fraud, includes studies that examine fraudulent ac-
tivities not encompassed by the previous three categories. These works explore a diverse
range of irregularities, each of which reflects a distinct aspect of corruption or manipula-
tion in public procurement. The types of fraud in this category include:

«+ Corruption Risk Indicator (CRI): an objective metric designed to estimate the
likelihood of fraud in a specific contract or tender. CRIs are typically calculated based
on procurement characteristics that may be associated with corrupt practices;

+ Contract Additions: refers to post-award increases in the monetary value of contracts,
which may serve as a proxy for potential corruption or manipulation in the
procurement process [97];

+ Discrete Contract Value to Budget (DCVB) Ratio: this ratio measures the proportion
of contract values assigned through discretionary methods relative to the total
procurement budget of a public entity. A high DCVB ratio may indicate favoritism
[112];

+ Overpricing: characterized by a significant discrepancy between the estimated and
final values of a procurement contract, which may suggest corruption, inefficiency, or
mismanagement;

+ Shell Companies: legally registered entities used to conceal the identity of their true
owners [56]. In procurement, shell companies are often used to submit fictitious bids,

creating the false appearance of competition;
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+ Tender Complaints: refers to protests, objections, or complaints filed by participants
in the procurement process, which may serve as red flags indicating potential
irregularities or fraudulent behavior.

The fraud category with the highest number of papers in our primary set is collusion,
accounting for 38.70% of the studies (36 papers). This category also exhibits the greatest
diversity in economic sectors, reflecting the varied sources of data used in these studies.
Among the sectors analyzed, construction stands out, appearing in 18 of the 36 papers
focused on collusion. As previously discussed, this prevalence may be due to the large fi-
nancial sums involved in construction tenders, which makes them particularly susceptible
to corrupt agreements between bidders.

The second-largest category is favoritism, comprising 31.18% of the studies (29 papers).
Unlike collusion, this category is dominated by the general economic sector, as studies
often use data from tenders spanning multiple industries. The objective of this research
is to develop solutions that can detect favoritism across various sectors. A key factor in
this approach is the identification of single bidding as a common proxy for favoritism,
allowing for the creation of standardized fraud detection methods applicable to tenders
across different economic domains.

The final two categories identified in our study are procurement anomalies and other
types of fraud, representing 19.35% (18 papers) and 10.75% (10 papers) of the studies, re-
spectively. Similar to the favoritism category, research in these groups primarily focuses
on fraud in the general economic sector. Many of these studies leverage common corrup-
tion proxies to develop generalizable fraud detection models, ensuring applicability across
tenders from different industries.

4.4 RQ3 - types of data
The next question in our study concerns the data used by the proposed models. We ana-
lyzed the types of data and categorized them accordingly. The identified data types include
tenders, bids, companies, contracts, financial transactions, data from multiple stages of the
procurement process, and other related categories. Figure 6 illustrates the types of data
used for each identified fraud type.

Studies on collusion predominantly rely on bid data (18 papers) and tender data (14
papers). This aligns with expectations, as most collusion detection research focuses

T

Bids Contracts Multiple Stages Others Tenders
Data Type

Fraud Group
I Collusion
[0 Favoritism
[E58 Procurement Anomalies
[0 Others

Figure 6 Types of data by fraud type
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on identifying bidding patterns that suggest coordinated behavior among participants.
A common approach to improving detection rates is the use of screening variables
[50, 52, 58, 100, 111, 127, 128]. Screens are statistical measures derived from the distri-
bution of bid values within a tender. They help uncover collusive patterns among bidders
and enhance the effectiveness of machine learning models in detecting collusion [100].

The studies on favoritism primarily utilized data from multiple stages (8 papers) and
contract data (12 papers). Many works in this category enriched their datasets with ad-
ditional information about the companies involved in the procurement process. For in-
stance, some studies incorporated firm-level data to identify partisan favoritism [19, 38].
Others employed political variables [28] and campaign donation records [27] to detect
favoritism linked to political connections.

Several studies also leveraged data from multiple stages and contracts to construct
graph-based datasets, enabling the identification of favoritism patterns [34, 96]. Network
science methods were frequently applied to uncover suspicious relationships between
buyers and suppliers [31, 46, 126]. Additionally, numerous papers explored the use of red
flags to detect favoritism. Many relied on single-bid occurrences as a proxy for corruption,
examining how corruption risk indicators—such as non-published procedures [29, 31], re-
stricted procedures [25, 37], and non-competitive procedures [18, 27]—can serve as sig-
nals of favoritism.

Studies focused on detecting anomalies in the procurement process predominantly used
data from multiple stages (4 papers) and tender data (5 papers). Many of these works ap-
plied graph and network analysis techniques to uncover irregularities [14, 15, 91]. Others
relied on corruption indicators, such as the duration of the auction process and the num-
ber of bids, to identify potential fraud cases [82, 98]. Several studies also enriched their
datasets with firm-related information to detect irregularities involving bidders [8, 17, 92].

For detecting other types of fraud, contract data was the most commonly used source
(6 papers). A frequent approach in this category involved analyzing contract information
from different countries to calculate the Corruption Risk Indicator (CRI) for procurement
processes [21, 72, 115]. Another notable characteristic of this research group is the com-
paratively larger average sample size, as illustrated in Table 10.

The average sample size used in studies on other types of fraud (2,000,000) is only behind
those focused on procurement anomalies (2,400,000) and ahead of those in the favoritism
(700,000) and collusion (440,000) groups. This finding aligns with the expectation that
studies on procurement anomalies and other fraud types tend to rely on unlabeled datasets
or widely available target features, unlike those examining favoritism and, especially, col-
lusion.

In addition to analyzing the types of data used, we also collected information on data
availability. Figure 7 presents the number of papers that published the datasets used in
their research, unveiling that only 22.58% of papers published the data. This is an expected

Table 10 Average sample size by data type

Collusion Favoritism Others Anomalies
Bids 43,000 1,900,000 - 378,000
Contracts 800 800,000 394,000 51,000
Others 7,500,000 750,000 8,800,000 8,200,000
Multiple Stages - 60,000 149,000 94,000

Tenders 14,000 147,000 196,000 387,000
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outcome, given the confidential nature of the procurement process and the use of personal
data of those involved in this process. Sharing this personal data is frequently restricted
by data protection legislation in various countries.

4.5 RQ4 - features and target variables
The next question focuses on the features used to develop various models and methods.
Overall, we identified 878 features and categorized them into two types: simple features
and red flags. Given the high granularity of these features, we propose a taxonomy for
their classification. This taxonomy consists of two levels: feature group and feature type.
We also identified seven groups of simple features: public entity, contract, firm, tender,
bid, screens, and others. Figure 8 presents the results.

The proposed taxonomy allows for a better visualization and understanding of the re-
sults. Figure 8 shows the features that appeared in at least 5 works. This filter was applied
to show only features that appeared in multiple papers. These results also showed the use
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of multiple groups of features in most of the papers analyzed, with only 27 papers (29.03%)
using just one group of features.

The most common simple features identified were the number of bids in a tender (27
papers), the value of the contract (21 papers), the pre-tender estimate (12 papers) and the
value of each bid in a tender (11 papers). The results from Fig. 8 also highlight the lack of
features from the public entity. As one of the main actors involved in the procurement pro-
cess, it is important to understand how this type of information can help detect irregular
activities.

Another possible gap is related to the features from the Screens group. These features
are indices derived from the values of all bids in a given tender and can be used in the
identification of collusion. Several works in the literature used these screens to improve
the collusion detection rate of ML models [50, 52, 58, 100, 111, 127, 128]. However, the
majority of works in this category employ screens to detect collusion in construction and
infrastructure tenders. Further studies are needed to validate the use of these features in
different economic sectors.

Red flags, on the other hand, can be divided into five groups: bidder relationships, firm,
contract, procurement notice and tender. Red flags are used in the literature to measure
the risk of corruption. These features are correlated with corruption instead of perfectly
matching it. This preventive approach is used to detect potential weaknesses and alert for
potential vulnerabilities [25]. Figure 9 shows the results.

The most common red flags are tenders with a single bid (11 papers), tenders with a
restricted procedure (7 papers), an unpublished procurement notice or call for tender (6
papers) and the use of risky evaluation criteria to define the winner of a tender (5 papers).
These results confirm the preventive nature of red flags, since the majority of red flags are
raised during the first stages of the procurement process. Notable exceptions are the single
bid red flag, which is a common proxy for favoritism and is widely used in the literature
to detect this type of fraud, and contract (5 papers). We believe that is important to define
features capable of identifying possible fraudulent behavior that might happen only after
the winner of the procurement process is chosen.

Feature Type

Fraud Group

==-Collusion

{Procurement-Noti entRerod
Favoritism

m

Decis

Feature Group
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Figure 9 Red flags used in the primary works
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Another gap found by analyzing the results shown in Fig. 9 is related to red flags in col-
lusion. Even though almost 40% of the works in our mapping address this type of fraud,
only one paper uses red flags to alert for possible collusion during the procurement pro-
cess. The importance of red flags, or audit trails, comes from its capability of selecting
relevant information from a large volume of bidding data that can be used by specialists
in the detection of fraud [7].

Given the importance of collusion for the literature of public procurement fraud detec-
tion, new ways of alerting entities that a collusive practice is taking place must be defined,
studied and disseminated. Further research is required to validate the potential use of fea-
tures such as bid rotation and incumbency [62] and frequent winners and losers [7, 14, 91]
for detecting collusion. Appendix C presents an overview of all groups of features and red

flags used by the papers evaluated.

4.5.1 RQ4 - target variables
An analysis of the target variables used by the primary works was also conducted in the
present study. We identified 41 different types of targets and divided them into three
groups: binary targets, linear targets, and proxies. A proxy for corruption is a feature that,
despite not confirming the presence of a certain type of fraud, can be used to indicate that
this fraud might be occurring. Figure 10 shows the results. A complete overview of all the
target variables analyzed can be found in Appendix D

In the case of studies focused on collusion, the most common target variable was a binary
feature representing the presence of collusion. This target appeared in 16 papers, typically
based on well-known datasets involving documented investigations, such as Operation
Car Wash in Brazil [100, 105, 107], the Okinawa bid-rigging cartel in Japan [49, 52], the
Ticino cartel in Switzerland [127, 128], and the Ohio school milk cartel in the United States
[58, 62].

For studies investigating favoritism, the most frequently used target variable was the
presence of single-bid tenders, which appeared in 10 papers. Single bidding also emerged
as the most widely adopted proxy for corruption in the reviewed literature. The rationale

Target Type
Fraud Group Target Group ]

7 Collusive Indicator
Collusion
Binary

Others

. Contract Indicator
Linear

Dother Frauds | D

Single Bid
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Procurement Anomalies Red Flags Set

B

Figure 10 Target variables used in the primary works
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behind this metric is that when only one firm submits a bid for a tender, it may suggest
restricted competition or deliberate steering of the process toward a preferred company.
A common approach in this group involves using statistical methods to identify features
that increase the likelihood of single-bid outcomes.

In the case of procurement anomalies, proxy variables were the predominant type of
target (6 papers). These studies often employed CRIs or sets of predefined red flags to
quantify the risk or detect the presence of irregularities in the procurement process.

Studies categorized under other types of fraud primarily used contract-based indicators
as target variables. These variables typically reflected contract characteristics that could
signal fraudulent activity, such as unusual cost overruns [115] or post-award contract ad-
ditions [97], which are often interpreted as proxies for overpricing or corruption.

Additionally, 31 papers did not use any explicit target variable, opting instead for unsu-
pervised approaches. These studies relied on anomaly detection, clustering, and network
science methodologies to uncover and characterize potentially fraudulent behavior with-
out prior labeling. A complete overview of the works in this category is also provided in
Appendix D.

4.6 RQ5 -results

The final question in our study examines the results reported by the evaluated papers.
This section is divided into three groups, corresponding to the fields of study discussed
in Sect. 4.2: ML models, NS methods, and statistical approaches. To answer the question
“Q5: What are the results achieved by the primary works?” defined during the planning
phase, we extracted the following information from the papers: the type of measure and
the result achieved by all the models and methods employed during the research.

An important disclaimer in this section is that we found no evidence that any single
model is demonstrably superior. Thus, the purpose of this section is to identify patterns
and areas for improvement in model implementation rather than to suggest that one
model outperforms others in detecting specific types of fraud. The following sections
describe the methods employed in each of the fields previously described. Appendix E
presents the results reported by the papers that used numerical metrics to evaluate the
models employed.

4.6.1 Machine learning models

The first category of results evaluated consists of numerical metrics reported by ML mod-
els. For brevity, we focus on the three most commonly used metrics: accuracy, precision,
and recall. These are standard performance measures in binary classification [99], where
the target variable typically represents a fraudulent tender, bid, or contract (positive class)
versus a non-fraudulent one (negative class). The first of these metrics is accuracy, shown
in Equation (1), which measures the ratio of correct predictions over the total number of
samples:

tp +tn

ACC= ———
tp+fp+tn+fn

1
where tp represents the number of true positives, tn the number of true negatives, fp the
number of false positives, and fn the number of false negatives. Accuracy is the most com-
monly used metric, appearing in 11 papers that reported ML model results. While it is
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Table 11 Average accuracy results by method group

Method group Anomalies Collusion Favoritism Others
Clusters - - 90.0 -
Ensemble Methods 82.0 82.40 - 53.67
Linear Models 64.0 70.14 72.5 -
Naive Bayes - 73.70 71.0 -
Neural Networks - 78.60 82.5 -
Tree-Based Models - 56.81 - -
Others - 65.37 79.0 46.33

Table 12 Average precision results by method group

Method group Anomalies Collusion Favoritism Others
Clusters - - 92.0 -
Ensemble Methods 98.55 88.6 - 7533
Linear Models 2463 89.92 57.50 -
Naive Bayes - 88.07 42.50 -
Nearest Neighbors - 83.15 - -
Neural Networks - 89.67 854 -
Others - 89.35 7345 7533

straightforward to compute and interpret, it has significant limitations, particularly its
tendency to favor the majority class [47]. This can be problematic when evaluating highly
imbalanced datasets. Table 11 presents the average accuracy results reported by the ML
models.

Ensemble methods achieved the highest accuracy in detecting procurement anomalies,
collusion, and other types of fraud among all evaluated ML models. Five papers reported
accuracy results for ensemble methods [50, 52, 100, 127, 128], while only one study pro-
vided accuracy results for ML models specifically applied to procurement anomaly detec-
tion [30]. This highlights the need for further research to determine whether alternative
approaches could yield better results for this fraud category. Most studies in this area re-
lied on tender and bid data to train their models. However, [118] achieved the highest
accuracy using contract data. Future research should explore the integration of contract
data to assess its potential in enhancing the effectiveness of machine learning algorithms
for public procurement fraud detection.

The next metric evaluated is precision, shown in Equation (2). This metric is used to
measure the positive patterns that are correctly predicted from the total predicted patterns
in a positive class [47]:

p

PRE =
tp+fp

2)

where tp denotes the number of true positives and fp the number of false positives. Seven
papers reported results using this metric.

The precision metric measures the proportion of predicted positive samples that are ac-
tually positive. It is particularly useful when false positives are more costly than false nega-
tives [80]. This is especially relevant in fraud detection, where a false positive could lead to
an unnecessary and costly investigation to verify a fraud that was mistakenly highlighted
by the model. Table 12 presents the average precision results, categorized by method
group and fraud type.
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Table 13 Average recall results by method group

Method group Anomalies Collusion Favoritism Others
Clusters - - 89.0 -
Ensemble Methods 85.95 9530 - 55.67
Linear Models 26.60 95.98 28.0 -
Naive Bayes - 96.70 7.0 -
Nearest Neighbors - 92.95 - -
Neural Networks - 91.07 84.55 -
Others - 91.0 60.70 43.67

Ensemble methods achieved the best results in detecting procurement anomalies, col-
lusion, and other types of fraud. Meanwhile, the use of contract data and clustering tech-
niques consistently yielded superior results in favoritism detection. Most studies report-
ing precision results relied on textual data sources, including contracts [118], procurement
notices [70, 71], and tender documentation [81]. The highest overall precision results were
reported by [24], which used ensemble methods and procurement data.

The final metric used was recall, also known as the True Positive Rate, as shown in Equa-
tion (3). This metric measures the number of positive class samples that were correctly
classified by the model [80]:

p

REC =
tp+fn

®3)

where tp denotes the number of true positive samples and ¢z the number of true negative
samples. This is a useful metric for fraud detection since a model with a higher recall is
capable of correctly detecting more fraudulent cases. Six papers reported results using
this metric. Table 13 shows the average results by method group and fraud type.

Ensemble methods reported the best results when compared to other methods in the
detection of procurement anomalies [24]. Clusters achieved better results in the detec-
tion of favoritism [118] and linear models reported superior results in the prediction of
collusive cases [70]. The majority of works in this group also used data in textual form
to train the models, including procurement notices [70, 71], tender documentation [81]
and contracts [118]. Other works also used procurement data from different steps of the
procurement process [100, 115].

Some studies employing ML models did not use numerical evaluation metrics, such as
accuracy or precision, to report their results. Instead, these works presented their find-
ings through graphical plots or tables, followed by a discussion and interpretation by the
authors. A common strategy among these studies is the use of clustering techniques to
identify patterns that may indicate favoritism in the procurement process.

A variation of the K-Means algorithm designed for time series clustering, named Soft-
DTW k-means, was used by [79] to group electoral campaign donors based on their rev-
enue. The authors identified two clusters of companies that experienced a sudden revenue
increase after making donations, suggesting possible favoritism. Similarly, [25] applied a
Latent Markov model to analyze data from contracting authorities with a higher risk of
corruption based on a set of red flags. This model enables dynamic clustering into latent
states and estimates transitions between states over time [25]. Their findings revealed a
group of authorities exhibiting a heightened corruption risk based on the identified red
flags.
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Bipartite Network Complex Network
(4 papers) (3 papers)

Collusion Favoritism Others Collusion
(2 papers) (1 paper) (1 paper) (3 papers)

Social Network Others
(5 papers) (4 papers)

Collusion Favoritism Anomalies Collusion Favoritism Anomalies
(2 papers) (1 paper) (2 papers) (1 paper) (2 papers) (1 paper)

Figure 11 Overview of network science methods employed in the detection of different types of fraud

Another common strategy involves the use of the Isolation Forest algorithm to detect
anomalies in the procurement process. It is an anomaly detection method based on binary
trees, which iteratively splits the data, isolating outliers in the process. Unlike distance-
or density-based methods, it offers reduced execution time and memory requirements
while maintaining strong accuracy [13]. This model was employed by [17] to validate the
results of the use of a knowledge graph built from public procurement data. This strategy
was able to identify 27 possible cases of favoritism within the integrated data. [89] used
the Isolation Forest method to flag public procurement processes that were protested by
the entities involved or with complaints from external entities. The model was able to
identify more than 90% of the processes with one of these anomalies during the tender
and contracting stages.

4.6.2 Network science methods

The next field of study evaluated was NS. To enhance understanding of the results
achieved with NS methods and enable a more robust comparison of similar studies, we
categorized the papers based on the models used and the types of fraud analyzed. Figure 11
provides an overview of this classification.

The obtained results highlight several key use cases: the application of bipartite and
complex networks for collusion detection, the use of social networks to identify collu-
sion and public procurement anomalies, and the implementation of other network science
methods to detect favoritism. The results for each of these use cases are detailed next.

Two studies employed bipartite networks to detect collusion. In [74], the authors used
bid data to construct a co-bidding network, identifying potential collusion among firms.
Their approach successfully detected communities of firms with similar bidding patterns.
One particular community exhibited several concerning characteristics, including an un-
usually low number of single bids and high activity specialization. While these features
can help narrow the scope of audits, they do not constitute definitive evidence of fraud-
ulent behavior. Similarly, in [88], the authors built a bipartite network based on relation-
ships between firms and their interactions with public entities to uncover potential corrupt
schemes. Their findings revealed that companies involved in corruption cases often share
personnel, and the authors introduced a corruption indicator to compare patterns across
cases.

Three studies applied complex networks to detect collusion. In [16], the authors com-
bined complex networks with centrality measures to identify companies engaged in col-
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lusion. Centrality measures help categorize network nodes based on their importance
[16]. Using this strategy, the authors achieved 68% accuracy in detecting collusion within
Brazilian federal tenders over a two-year period. Similarly, in [32], the authors also used
complex networks to detect collusion using data from tenders. In this work, however, a
different strategy called Nodes Detection using Network Science (NDNS) was employed.
The NDNS is a model that uses complex networks to find the most relevant nodes in a
multi-network scenario and is more efficient than traditional centrality measures when
executing this task. The authors showed that this approach could achieve a 93% precision
in detecting fraudulent values, compared to 38% precision with centrality measures.

Another widely used network science method for detecting fraud in public procurement
is social network analysis. This approach was applied in 5 studies, with a focus on collusion
detection (2 papers) [137, 139] and procurement anomaly detection (2 papers) [14, 91].

In [139], the authors built a bidder network to analyze characteristics that indicate col-
lusion suspicion using data from construction project bidders. Based on these character-
istics, they developed a classification mechanism with three levels of collusion suspicion,
providing a tool to screen potential fraudulent behaviors. Similarly, in [137], the authors
used social networks to detect collusion in the construction sector. They analyzed collu-
sion case judgments to quantify the structural characteristics of collusion networks, re-
vealing that these networks tend to be sparse, small, highly concentrated, and random.
Their findings demonstrated that social networks can serve as a strong foundation for
collusion detection.

Both works that targeted procurement anomaly detection leveraged red flags to iden-
tify suspicious bidders based on their characteristics and relationships. In [14], the au-
thors constructed a social network using red flags such as shared addresses and partners
among firms, effectively flagging anomalies in procurement. A case study demonstrated
that this strategy successfully identified signs of potential fraud. Similarly, in [91], the au-
thors ranked suspicious tenders based on red flags and bidder relationships, showing that
this method can filter high-risk tenders, reducing the number of cases requiring manual
review by experts.

The remaining studies applied alternative network science methods to detect favoritism
in the procurement process. In [96], the authors developed a pattern-based framework for
detecting anomalies in graphs, specifically identifying induced subgraphs, a pattern type
often overlooked in prior research. Using a public procurement contract dataset, their
framework successfully detected subgraph patterns indicative of fraudulent behavior. In
[34], the authors also used a contract dataset in a graph-based solution to detect public
procurement anomalies. Using a graph database, the authors implemented the proposed
graph data model using data from more than 20,000 contracts. A market concentration
indicator was used in the data, showing entities with a high score for this metric.

4.6.3 Statistical methods
Finally, we also evaluated the results achieved with statistical tools and models. Two pri-
mary groups stood out: linear regressions and logistic regressions. Figure 12 shows the
results.

The first major group of statistical methods employed in the studies is linear regres-
sion (17 papers). Regression models are traditional statistical tools that identify relation-
ships between a response variable and one or more predictors [133]. Linear regression
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Linear Regression Logistic Regression
(17 papers) (8 papers)

oLs Others Others Binary Regression
(12 papers) (7 papers) (3 papers) (6 papers)

Others
(25 papers)

NB Law Statistical Analysis Others
(3 papers) (7 papers) (15 papers)

Figure 12 Overview of the statistics methods employed in the papers evaluated

specifically predicts a quantitative response based on one or multiple explanatory vari-
ables [55, 120]. Despite its simplicity, this model often provides a robust description of
how predictors influence the response variable and can outperform more complex models,
particularly when dealing with smaller datasets [45]. The Ordinary Least Squares (OLS)
model was the most commonly used (12 papers) within the linear regression group, pri-
marily for identifying favoritism in procurement processes. Several studies in this group
explored the impact of transparency measures on fraud occurrence. In [5], the authors
analyzed how transparency indexes, such as the publication of a call for tender, affect the
proportion of contracts awarded with a single bid. Their results indicated that increased
transparency reduces single bidding by 0.4—1.2%. Similarly, in [6], the authors examined
the statistical relationship between the absence of a publicly available contract and unde-
sirable procurement outcomes. Their findings revealed that projects without published
contracts tend to have lower price savings and more frequent single bidding.

Other studies in this group used OLS to investigate how electoral campaign donations
influence favoritism in public procurement, particularly after elections. In [38], the au-
thors analyzed Croatian public procurement data and found that post-election political
contributions increased donating firms’ revenues by 27%, while firms affiliated with losing
parties experienced a 12% revenue drop compared to pre-election levels. Similarly, in [27],
the authors examined the influence of political donations on favoritism in federal procure-
ment, revealing that firms donating to the president’s party faced a higher favoritism risk.
Their results also indicated that less independent public agencies were more susceptible
to electoral donation influence.

The next major statistical method analyzed is logistic regression (8 papers), with 6
specifically employing binary regression. In [12], the authors examined company indica-
tors associated with cartel behavior, finding that cartels exploit subcontracts and price
similarities, with their tactics varying based on the number of participants. These find-
ings highlight the need to analyze firm interactions when investigating collusive behavior.
Similarly, in [36], the authors explored zero initial contract price decreases as a marker of
collusion, concluding that higher contract values and increased participant numbers re-
duce firms’ ability to engage in collusive practices. In [20], the authors used contract data
to evaluate corruption control mechanisms in development aid, finding that increased
donor oversight and broader tender access reduced single bidding by 3.6—4.3%. In [29],
the authors developed a proxy measure for high-level corruption in European public pro-
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curement, based on single bidding in competitive markets. Their results showed that un-
published calls for tenders and non-quantitative evaluation criteria carried a higher cor-
ruption risk. In [18], the authors analyzed federal contract data to assess whether politi-
cized agencies favor firms linked to political parties. Their findings suggested that political
pressure leads to non-competitive procurement, with politicized departments more likely
to engage in favoritism.

The final category of studies includes other statistical methods, encompassing 25 pa-
pers. The majority (7 papers) employed basic statistical tools, such as graphical plots and
tables, to detect procurement fraud. Within this group, a significant emphasis was placed
on identifying procurement anomalies. In [98], the authors used big data analytics to de-
tect corruption, leveraging data visualization techniques to highlight procurement risks
based on corruption indicators, such as the number of participants and auction duration.
Their study identified geographic regions where over 60% of projects exhibited corrup-
tion indicators based on participation levels. Similarly, in [82], the authors applied sta-
tistical tools to analyze procurement data and flag suspicious transactions. Their results
indicated that authorities should scrutinize tenders that involve frequent requests for doc-
umentation clarification and those where winning bids offer reductions exceeding 25%. In
[8], the authors used statistical analysis of public bids to identify red flags, such as small
companies exceeding annual revenue limits or linked to larger firms. In [39], the authors
developed a data mining approach to detect anomalies in Brazilian municipalities’ expen-
ditures. Their methodology employed ranking and clustering techniques based on popu-
lation size and micro-region, helping experts filter suspicious expenditures. Their results
highlighted cities with spending patterns inconsistent with their peer groups, indicating
potential fraud.

4.7 Real-world implementations

Despite numerous studies reporting promising results using various models for fraud de-
tection, there is a clear gap in the real-world implementation of these methodologies for
uncovering new cases of fraud and corruption. Among the 93 papers included in our sys-
tematic study, only 2 described the deployment of their proposed methodologies in sys-
tems designed for investigative agencies to detect fraud in public procurement. In [134],
the authors collaborated with a procurement audit agency in Singapore to develop an ex-
plainable fraud detection system for public procurement. This system can analyze differ-
ent fraud types, generate reports for auditors, and flag suspicious transactions for further
investigation. The developed toolkit successfully identified 67.1% of transactions marked
as suspicious. Similarly, in [7], the authors proposed a semi-automated pipeline for fraud
detection in public bidding. Their approach included document classification and data
quality evaluation modules. As a proof of concept, the proposed system achieved 75%
accuracy in document classification. The framework was then applied to two real-world
scenarios: (i) audit trails for fraud detection and (ii) a price database for overpricing de-
tection. These applications demonstrated the system’s potential in reducing specialists’
workload by streamlining the search for irregularities.

5 Conclusions
This study aimed to systematically analyze primary research on the detection and charac-
terization of corruption in government procurement. Using a systematic mapping review
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methodology, we established a structured protocol for identifying relevant studies. This
protocol included defining research questions, setting inclusion and exclusion criteria, and
selecting databases to conduct a comprehensive search using a query designed to retrieve
as many relevant studies as possible.

The execution of this protocol initially identified 1529 studies. After screening and ap-
plying inclusion and exclusion criteria, 123 papers were deemed eligible. Following a fur-
ther refinement step, 68 studies were included in our review. Additionally, we conducted
five iterations of a snowballing procedure to capture studies that might have been missed
in the database search, leading to the inclusion of 25 additional papers. In total, 93 studies
were analyzed as part of our systematic review.

We analyzed and extracted information from all the papers in our set of primary works to
answer the research questions defined during the planning phase of our systematic study.
The initial evaluation highlighted the use of statistical methods to detect favoritism, ML
models and network science to detect collusion. Works in these groups used, for the most
part, data from bids and tenders to build the proposed solutions. We also found that papers
that employed NLP techniques used larger datasets when compared to papers that did not
employ NLP techniques.

We also proposed a two-level taxonomy to classify the features and red flags used in
these studies. Given the large number of features found in the literature, this taxonomy
improved the visualization and understanding of key results. Through this classification,
we identified gaps in how public entity-related data is utilized in fraud detection, with
few studies exploring its potential. We also noted a lack of research on red flags for collu-
sion detection, which are significantly underutilized compared to red flags for other fraud
types. We hope these findings will guide future research toward addressing these gaps and
encourage the development of robust, data-driven anti-fraud systems.

Our analysis of reported results showed that ensemble methods outperformed other ML
models in nearly all fraud categories. Network science methods also demonstrated strong
results, despite being used in fewer studies compared to ML approaches. Additionally,
statistical methods such as linear and logistic regression successfully identified key fraud
indicators, with a particular emphasis on favoritism detection.

Despite the promising results reported in these studies, significant gaps remain in the
practical application of fraud detection methodologies. One major limitation is the lack
of real-world implementations, since very few studies reported the deployment of their
methods in operational systems used by investigative agencies. Validating these models
with real-world fraud investigation data, rather than in controlled research environments,
is essential to improving the reliability and adoption of data-driven fraud detection tools.
Addressing this gap will be crucial in advancing the development and deployment of ef-

fective public procurement fraud detection systems.

Appendix A: List of primary works
We extracted information related to the year, language and publication type for all works
in our list of primary works. For the papers published in journals, we also extracted the

impact factor of the publication vehicles. The Journal Citation Reports (JCR) measures
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how often articles in a journal are cited within a year.® Most of the primary works in our

study were published in a journal with an impact factor between 0 and 3.

Table 14 List of primary works (1)

D Year Language Publication type Impact factor Published data?
1[90] 2024 English Journal - No
2[128] 2023 English Journal 6.3 No
31271 2023 English Journal 19 No
4[49] 2023 English Journal 1.7 On Request
51[124] 2024 English Journal 38 Yes
6[103] 2024 English Journal 1.2 No
7[111] 2023 English Journal 1.7 Yes
8[24] 2022 English Journal 3.0 No
91[100] 2022 English Journal 9.6 Yes
10 [52] 2021 English Journal 0.9 No
11[115] 2023 English Conference - No
12 [30] 2022 English Journal 26 Yes
13 [50] 2022 English Journal 15 No
14 [35] 2021 English Journal 6.9 No
15 (98] 2020 English Conference - No
16 [119] 2023 English Journal 2.0 Yes
17 [118] 2021 English Journal 26 Yes
18[19] 2020 English Journal 16 No
1912] 2024 English Journal 1.0 On Request
20 [96] 2023 English Conference - Yes
21 [14] 2022 Portuguese Conference - No
22 [58] 2023 Portuguese Conference - No
23 [42] 2022 English Conference - No
24 110] 2021 English Journal 3.0 No
25[22] 2021 English Journal 2.2 No
26 [105] 2022 English Journal 46 Yes
27 [70] 2020 English Conference - No
28 [46] 2023 English Journal 1.0 Yes
29 [36] 2023 English Journal - No
30([81] 2020 English Conference - No
31[71] 2023 English Conference - No

Chttps://clarivate.com/webofsciencegroup/essays/impact-factor/.
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Table 15 List of primary works (2)

D Year Language Publication type Impact factor Published data?
321[134] 2021 English Journal 3.1 No

33[32] 2020 Portuguese Conference - Yes

34[15] 2023 English Conference - No

35[20] 2020 English Journal 1.8 Yes

36 [5] 2020 English Journal 2.6 No

37162] 2023 English Journal 59 Yes

38 [59] 2023 English Journal 29 No

39 4] 2020 English Journal 17 No

40[110] 2023 Portuguese Conference - No

41 [61] 2022 English Journal 6.9 No
421108] 2020 English Journal 20 On Request
43 [16] 2022 Portuguese Conference - No

44 [82] 2023 English Journal 12 No

451[72] 2022 English Journal 23 On Request
46 [31] 2020 English Journal 2.5 No

47 [29] 2020 English Journal 46 No

48 [87] 2023 English Journal 2.0 Yes

49 (1] 2023 English Journal - No

50(17] 2023 English Journal 0.7 No

51[74] 2021 English Journal 13 Yes

52 (8] 2023 Portuguese Conference - No

53[112] 2024 English Journal 16 Yes

54 [34] 2023 English Conference - No

55[37] 2023 English Journal 28 No

56 [97] 2020 English Journal 34 Yes

57 [41] 2021 English Conference - No

58[125] 2020 English Journal 2.8 On Request
59 (28] 2023 English Journal 1.8 No

60 [88] 2021 English Journal 1.9 Yes
61[126] 2021 English Journal 34 No

62 [91] 2023 Portuguese Conference - No
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Table 16 List of primary works (3)

D Year Language Publication type Impact factor Published data?
63 [21] 2024 English Journal 12 No

64 [132] 2023 English Journal 1.2 No

65 [106] 2023 English Journal 3.0 On Request
66 [107] 2020 English Journal 41 Yes

67 [109] 2020 Portuguese Journal - Yes

68 [25] 2022 English Conference - No

69 [38] 2022 English Journal 23 On Request
70[102] 2024 English Journal 33 No

71 [39] 2023 Portuguese Conference - No

72 [79] 2023 Portuguese Conference - No

73 [92] 2022 Portuguese Conference - No

74 [26] 2021 English Journal 53 On Request
75171 2024 English Journal - No

76 [53] 2024 English Journal 3.1 No

77 [89] 2020 English Conference - No

78 [27] 2023 English Journal 52 Yes

79 [6] 2024 English Journal 1.0 No

80 [23] 2023 English Journal 2.1 On Request
81[139] 2020 English Journal 1.5 On Request
82[18] 2023 English Journal 5.0 Yes

83 [73] 2023 English Journal - No

84 (78] 2024 English Conference - No

85 [9] 2020 Portuguese Journal - No

86 [129] 2023 English Journal 1.9 No

87 [77] 2020 English Journal - No

88 [101] 2022 Portuguese Journal - No

89 [67] 2022 English Conference - No

90 [137] 2021 English Journal 3.1 On Request
91 [135] 2023 English Journal 1.6 No

92 [131] 2021 English Journal 53 On Request
93 [130] 2022 English Journal 32 No
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Appendix B: Overview of papers

Overview of all papers in the list of primary works by economic sector. Table 17 also in-

cludes the fraud group studied in the paper and the type of models employed. Three types

of models were employed in the papers: Machine Learning (ML), Network Science (NS)

and Statistics.

Table 17 Overview of papers by economic sector

Economic sector Fraud group Model type Papers (ID and ref)

Construction Collusion ML 21[128],3[127],9 11001, 13 [50], 22 [58]

Construction Collusion NS 81[139],86[129]

Construction Collusion Statistics 19[12],26 [105], 41 [61],42 [108], 66 [107], 67 [109],
92 [131],93 [130]

Construction Other Frauds Statistics 63 [21]

General Collusion ML 4149],10 [52], 27 [70], 85 [9]

General Collusion NS 51[124],43[16], 51 [74], 60 [88], 90 [137]

General Collusion Statistics 87771

General Favoritism ML 6[103],16[119],17[118],23 [42],30[81], 31 [71],57
[41],68[25], 72 [79]

General Favoritism NS 20 [96], 28 [46], 54 [34], 61 [126]

General Favoritism Statistics 18[19], 35 [20], 36 [5], 38 [59], 46 [31], 47 [29], 55 [37],
59 [28],64 [132],69 [38], 70 [102], 78 [27], 82 [18], 83
[731,91 [135]

General Other Frauds ML 11[115], 77 [89], 84 [78]

General Other Frauds NS 48 [87]

General Other Frauds Statistics 40[110],45[72],53[112],56 [97], 76 [53]

General Anomalies ML 12 [30], 14 [35],50 [17]

General Anomalies NS 21[14],62[91]

General Anomalies Statistics 15[98],49 [1],52 [8], 58 [125], 71 [39], 73 [92], 88 [101]

Others Collusion NS 33[32]

Others Collusion Statistics 24.10], 25 [22], 29 [36], 37 [62], 80 [23]

Others Anomalies NS 34[15]

Others Anomalies Statistics 1[90], 44 [82]

Transport Collusion ML 70111

Transport Collusion Statistics 39 [4], 65 [106], 74 [26], 89 [67]

Transport Favoritism Statistics 79 (6]

Transport Anomalies ML 8[24]
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Groups of features and red flags used by the papers in the set of primary works.

Table 18 Red flags used by papers that studied favoritism

Fraud group

Feature group

Feature type

Papers (ID and ref)

Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism
Favoritism

Favoritism

Favoritism

Contract

Contract

Contract

Firm

Firm

Firm

Others

Others

Others

Others

Others

Others

Others

Others
Procurement Notice
Procurement Notice
Procurement Notice
Procurement Notice
Procurement Notice
Notice

Notice

Notice

Notice

Public Entity
Tender

Tender

Tender

Tender

Tender

Tender

Tender

Contract Amendments
Contract Information
Missing Contract Information
Active Sanctions

Firm Location

Tax Haven Register
Acquisition Period

Bundled goods

Conviction Rate

Grant Period

Predefined Labels

Public Corruption Convictions
State Integrity Investigation
Unusual Transactions
Advertisement Period

Call Missing

Call Modified

Eligibility Criteria

Evaluation Criteria

Imprecise CPV Codes
Missing Contract Duration
Missing Language Information
Selection Criteria

Frequency of Same Winner
Decision Period

Evaluation Period

Exclusions

Modified Procedure
Restricted Procedure

Single Bid

Submission Period

311,55 [37]
51,46 [31],47 [29], 78 [27]
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Table 19 Red flags used by papers that studied procurement anomalies

Fraud group Feature group Feature type Papers (ID and ref)
Anomalies Bidder Relationships Firm Link 21141,62[91], 75 [7]
Anomalies Bidder Relationships Political Link 62 [91]

Anomalies Bidder Relationships Public Entity Link 62 [91], 75 [7]
Anomalies Bidder Relationships Same Address 21[14],621[91],75[7
Anomalies Bidder Relationships Same E-mails 21014],621[91],75[7
Anomalies Bidder Relationships Same Phone Numbers 21[14],62[91],75[7
Anomalies Contract Contract Information 8 [24]

Anomalies Firm Active Sanctions 211[14],62[91], 75 [7
Anomalies Firm Bid Before Start Date 211[14],62[91],75[7
Anomalies Firm Contradictory CNAE 62 [91]

Anomalies Firm Frequent Loser 211[14],621[91], 75 7]
Anomalies Firm Frequent Single Bidder 58[125]

Anomalies Firm Frequent Winner 21 141,62 [91],75[7
Anomalies Firm Inactive CNPJ 211[14],62[91], 75 [7
Anomalies Firm Missing Electrical Register 62 [91]

Anomalies Firm No Employees 58[125]

Anomalies Firm Small Company Revenue 62 [91]

Anomalies Firm Suspicious Procurement Share 58[125]

Anomalies Firm Suspicious Public Subsidy 58[125]

Anomalies Procurement Notice Advertisement Period 8[24]

Anomalies Procurement Notice Call Missing 8 [24]

Anomalies Procurement Notice Call With Urgency Clauses 8 [24]

Anomalies Procurement Notice Eligibility Criteria 8 [24]

Anomalies Procurement Notice Evaluation Criteria 8 [24]

Anomalies Procurement Notice Selection Criteria 8 [24]

Anomalies Procurement Notice Subcontracting Rules 8 [24]

Anomalies Procurement Notice Tender Page Count 8 [24]

Anomalies Procurement Notice WV-Hours Share 8 [24]

Anomalies Procurement Notice Word Count 8 [24]

Anomalies Procurement Notice Worksite Verification 8 [24]

Anomalies Public Entity Firm List Preference 8 [24]

Anomalies Public Entity Firm Other Preference 8 [24]

Anomalies Public Entity Outsider Contact Point 8 [24]

Anomalies Tender Documents Verification 8 [24]

Anomalies Tender Lowest Bid Lost 62 [91]

Anomalies Tender Restricted Procedure 8 [24]

Anomalies Tender Single Bid 211[14],62[91], 7571
Anomalies Tender Single Offer Forbidden 8 [24]
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Table 20 Red flags used by papers that studied collusion and other frauds

Fraud group

Feature group

Feature type

Papers (ID and ref.)

Collusion
Collusion
Collusion
Collusion
Collusion
Collusion
Collusion
Collusion
Collusion
Collusion
Collusion
Collusion
Collusion
Collusion
Other Frauds
Other Frauds
Other Frauds
Other Frauds
Other Frauds
Other Frauds
Other Frauds
Other Frauds

Bidder Relationships
Contract

Contract

Contract

Firm

Firm

Firm

Firm

Firm

Firm

Tender

Tender

Tender

Tender

Firm

Firm

Procurement Notice
Procurement Notice
Public Entity
Tender

Tender

Tender

Public Entity Link
Contract Amendments
Contract Information
Missing Contract Information
Market Share
Number of Victories
Overpricing

Position Average
Ratio Dropout
Waiver

Dropout

Exclusions

Single Bid

Weak Competition
New Firm

Tax Haven Register
Advertisement Period
Call Missing

DCVB

Decision Period
Restricted Procedure
Single Bid

Table 21 Features used by papers that studied anomalies and other frauds

Fraud group

Feature group

Papers (ID and ref)

Other Frauds
Other Frauds
Other Frauds
Other Frauds
Other Frauds
Other Frauds
Other Frauds
Anomalies
Anomalies
Anomalies
Anomalies

Anomalies
Anomalies

Anomalies
Anomalies

Bid

Contract
Firm

Others
Notice
Public Entity
Tender

Bid
Relationships
Contract
Firm

Others
Notice

Public Entity
Tender

45 [72]
51,451
51,48 [

721,56 [9

115]

721,48 [87],53[112]

5

72
87]

1,48 [87], 56 [97]

71,63 [21], 76 [53], 77 [89], 84 [78]

[ 0], 8 [24], 12 [30], 15 [98], 52 [8]

]
14],62 [91], 75 [7]
]

1T
1
45
1(
45
1[115],40[1101,45 [72], 56 [97]
9
1{
2

[ 4], 12 [30], 14 [35], 44 [82], 88 [101]

2
8
2301
171,52 (8], 58 [125], 71]
2

1
14 [35],15[98],21 [1
[15],44[82],52 (8], 58 [125], 62 [91]

301, 14 [35], 21 [14], 32 [134], 34 [15],49 [1], 52 [8],
25],62[91],73192], 75 [7]
], 14 [35], 32 [134], 34 [15], 44 [82], 49 [1], 50

4],32[134], 34
,73[92],75[7]
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Table 22 Features used by papers that studied collusion and favoritism

Fraud group

Feature group

Papers (ID and ref)

Collusion
Collusion
Collusion
Collusion
Collusion
Collusion

Collusion
Collusion

Favoritism
Favoritism

Favoritism

Favoritism

Favoritism

Favoritism

Favoritism

Bid
Relationships
Contract
Firm

Others
Public Entity

Screens
Tender

Bid
Contract

Firm

Others
Notice
Public Entity

Tender

9[100], 22 [58], 24 [10], 25 [22], 26 [105], 37 [62], 41 [61], 42 [108], 51
[74], 65 [106], 66 [107], 67 [109], 80 [23], 87 [77], 93 [130]

0 [23],87[77],89 [67]

91[4],41 [61],42[108], 51 [74], 66 [107], 67
[77],89167],92 [131],93 [130]

7

N\‘LAJOO

[7
,87 (771,90 [1371,92 [131],93 [130]
[111],9[100], 10 [52], 13 [50], 22 [58]

26[
[107],
[130]
17[118] 18 [19], 23 [42], 38 [59], 54 [34
7[118],18[19], 20 [96], 28 [46], 35 [20
9], 54 [34], 55 [37], 59 [28], 64 [132],
7[118],181[19],23 [42], 28 [46], 38 [
[ 11,64 [132],69 [38], 72 [79], 78 [27],
61l
1,5
17

] 9[36], 37 [62],39 [4], 41 [61],42 [108], 51 [74], 65 [106], 66
7[109], 74 [26],81 [139], 85 [9], 86 [129], 87 [77],92 [131], 93

[411,72179]
5 [ 3114
6], 82 [18]

,54[34],57

57
36
[38
46
[18 [135]

1,35[20], 36 [5], 46 [31], 47
69 [38], 70 [102], 72 [79], 78

1,
1,36 [5], 38
[ 69 [38], 78 [2
59],46 [31],
821[18],91
119],17[118], 18 [19], 20 [96], 30 [81
[ 91,57 [41], 59 [28], 61 [126], 64 [132],
[271,7916],82[18],83 [73],91 [135]
6[103],20[96], 31 [71], 36 [5], 46 [31], 47 [29], 55 [37], 68 [25], 78 [27]
7[118],23 [42], 36 [5], 46 [31], 54 [34], 55 [37], 57 [41], 59 [28], 69
81,78 [271, 79 [6], 83 [73]

[103],17[118], 18 [19], 20 [96], 23 [42], 28 [46], 31 [71], 35 [20], 36
1,38 [59], 46 [31], 47 [29], 54 [34], 55 [37], 57 [41], 59 [28], 64 [132],

(73],

1
B
6
[5
68 [25],69 [38], 72 [79], 78 [27], 79 [6], 82 [18], 83 [73], 91 [135]

0], 29 [36],33 [32], 39 [4], 43 [16], 51 [74],

.7
,4[49], 7 [111],9[100], 13 [50], 19 [12], 22 [58], 25 [22],
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Groups of features that were used as targets for the methods analyzed and papers that

used unsupervised methodologies.

Table 23 Targets used by the primary works evaluated

Fraud group Type Variable Papers (ID and ref.)

Collusion Binary Collusive Indicator [128], 3[1271,41[491,9[100], 10 [52], 13 [50], 19 [12],
2 [58],26[105], 29 [36], 33 [32],37 [62], 66 [107], 67

[ 9], 90 [137],92 [131]

Collusion Binary Others 39 [4]

Collusion Linear Collusive Indicator 93 [130]

Collusion Linear Others 25 (221,80 [23]

Collusion Proxy Corruption Indicator 27 170]

Collusion Proxy Others 43[16]

Collusion Proxy Red Flags Set 51[1241,87[77],89 [67]

Favoritism Binary Others 161191, 82 [18]

Favoritism Linear Contract Indicator 18 [19],64 [132]

Favoritism Linear Others 38[59],46 [31],91 [135]

Favoritism Proxy Corruption Indicator 78 [27]

Favoritism Proxy Others 6[103]

Favoritism Proxy Red Flags Set 31[71],68[25]

Favoritism Proxy Single Bid 23[42],30[81], 35 [20], 36 [5], 47 [29], 57 [41], 59 [28]

61 [126], 79 (6], 83 [73]

Other Frauds Binary Contract Indicator 11[115], 56 [97]

Other Frauds Binary Others 84 (78]

Other Frauds Linear Contract Indicator 45[72]

Other Frauds Linear Others 53[112]

Other Frauds Proxy Corruption Indicator 63 [21]

Anomalies Binary Contract Indicator 14 [35]

Anomalies Binary Others 49 111,58 [125]

Anomalies Proxy Corruption Indicator 8[24],12 [30], 14 [35], 44 [82]

Anomalies Proxy Red Flags Set 21 141,62 [91]

Table 24 Papers that employed unsupervised methodologies

Model type Method group Fraud group Papers (ID and ref)

Machine Learning Clusters Collusion 7[111]

Machine Learning Clusters Favoritism 17 [118],72 [79]

Machine Learning Ensemble Methods Other Frauds 77 [89]

Machine Learning Ensemble Methods Anomalies 50[17]

Machine Learning Others Collusion 85 [9]

Machine Learning Others Favoritism 17[118]

Network Science Networks Collusion 51 [74],60[88],81, 86

Network Science Networks Favoritism 28 [46]

Network Science Networks Other Frauds 48 [87]

Network Science Networks Anomalies 34115]

Network Science Others Favoritism 20 [96], 54 [34]

Statistics Linear Regression Favoritism 69 [38]

Statistics Others Collusion 24110],41[61],42 [108],65 [106], 74 [26]
Statistics Others Favoritism 551[371,70[102]

Statistics Others Other Frauds 401[110], 76 [53]

Statistics Others Anomalies 1[90], 15 [98], 52 [8],71 [39], 73 [92], 88 [101]
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Table 25 Average results reported by the ensemble methods (1)

Method Fraud group Measure type Result Papers (ID and ref.)
Ada Boost Collusion Accuracy 84.05 9[100]

Ada Boost Collusion Balanced Accuracy 71915 9[100]

Ada Boost Collusion False Negatives (%) 8.08 9[100]

Ada Boost Collusion False Positives (%) 7.86 9[100]

Extra Trees Collusion Accuracy 86.13 9[100]

Extra Trees Collusion Balanced Accuracy 73.55 9[100]

Extra Trees Collusion False Negatives (%) 715 9[100]

Extra Trees Collusion False Positives (%) 15.50 9[100]

Gradient Boosting Collusion Accuracy 80.35 9[100]

Gradient Boosting Collusion Balanced Accuracy 7091 9[100]

Gradient Boosting Collusion False Negatives (%) 9.74 9[100]

Gradient Boosting Collusion False Positives (%) 9.83 9[100]

Random Forest Collusion Accuracy 79.77 21[128],3[127],9 11001, 10 [52], 13 [50]
Random Forest Collusion Area Under Curve 91.20 22 [58]

Random Forest Collusion Balanced Accuracy 73.20 9[100]

Random Forest Collusion F1 Score 86.05 21[128],27[70]
Random Forest Collusion False Negatives (%) 8.02 9[100]

Random Forest Collusion False Positives (%) 740 91[100]

Random Forest Collusion Precision 88.60 27 1[70]

Random Forest Collusion Recall 95.30 27 [70]

Super Learner Collusion Accuracy 88.05 21[128],10[52], 13 [50]
Super Learner Collusion F1 Score 79.60 21[128]

Table 26 Average results reported by the ensemble methods (2)

Method Fraud group Measure type Result Papers (ID and ref.)
Gradient Boosting Anomalies Accuracy 85.0 12 [30]
Gradient Boosting Anomalies Area Under Curve 85.31 14 [35]
Gradient Boosting Anomalies Area Under Curve-PR 6.03 14 [35]
Gradient Boosting Anomalies Brier Score 522 14 [35]
Gradient Boosting Anomalies False Negative Rate 240 12 [30]
Gradient Boosting Anomalies False Positive Rate 9.0 12 [30]
Gradient Boosting Anomalies Mean Average Precision (100) 59.44 14 [35]
Gradient Boosting Anomalies Mean Average Precision (1000) 28.17 14 [35]
Gradient Boosting Anomalies Normalized Discounted Cumulative 81.33 14 [35]
Gain (100)
Gradient Boosting Anomalies Normalized Discounted Cumulative 65.89 14 [35]
Gain (1000)
Random Forest Anomalies Accuracy 79.0 12 [30]
Random Forest Anomalies Area Under Curve 84.58 14 [35]
Random Forest Anomalies F measure 91.75 8[24]
Random Forest Anomalies False Negative Rate 100 12 [30]
Random Forest Anomalies False Positive Rate 280 12 [30]
Random Forest Anomalies Precision 98.55 8 [24]
Random Forest Anomalies Recall 85.95 8[24]
Gradient Boosting Others Area Under Curve-PR 80.70 84 (78]
Random Forest Others Accuracy 53.67 11 [115]
Random Forest Others F1 Score 57.67 11 [115]
Random Forest Others Precision 7533 11 [115]
Random Forest Others Recall 5567 11[115]
StackedEnsemble Others Area Under Curve-PR 82.70 84 (78]
XGBoost Others Area Under Curve-PR 81.10 84 [78]
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Table 27 Average results reported by the linear models

Method Fraud group Measure type Result Papers (ID/ref)
Lasso Regression Collusion Accuracy 88.0 10 [52]
Logistic Regression Collusion Accuracy 777 2[128]
Logistic Regression Collusion F1 Score 789 2[128]
Passive-Aggressive Model Collusion F1 Score 934 27 [70]
Passive-Aggressive Model Collusion Precision 90.7 27 [70]
Passive-Aggressive Model Collusion Recall 96.3 27 [70]
Perceptron Collusion F1 Score 922 27 [70]
Perceptron Collusion Precision 89.2 27 [70]
Perceptron Collusion Recall 954 27 [70]
Ridge Classifier Collusion F1 Score 929 27 [70]
Ridge Classifier Collusion Precision 89.7 27 [70]
Ridge Classifier Collusion Recall 96.3 27 [70]
SGD Collusion Accuracy 67.79 9[100]
SGD Collusion Balanced Accuracy 53.71 9[100]
SGD Collusion F1 Score 92.87 27 170]
SGD Collusion False Negatives (%) 14.94 9[100]
SGD Collusion False Positives (%) 17.28 9[100]
SGD Collusion Precision 89.97 27 [70]
SGD Collusion Recall 95.97 27 170]
Logistic Regression Favoritism Accuracy 72.5 30 [81]
Logistic Regression Favoritism Area Under Curve 59.5 30[81]
Logistic Regression Favoritism Precision 575 30 [81]
Logistic Regression Favoritism Recall 28.0 30[81]
Lasso Regression Anomalies Brier Score 6.17 14 [35]
Lasso Regression Anomalies F measure 255 8 [24]
Lasso Regression Anomalies Mean Average Precision (100) 35.833 14 [35]
Lasso Regression Anomalies Mean Average Precision (1000) 19.28 14 [35]
Lasso Regression Anomalies Normalized Discounted Cumulative 69.44 14 [35]
Gain (100)
Lasso Regression Anomalies Normalized Discounted Cumulative 60.67 14 [35]
Gain (1000)

Lasso Regression Anomalies Precision 24.55 8 [24]
Lasso Regression Anomalies Recall 26.55 8 [24]
Logistic Regression Anomalies Accuracy 64.0 12 [30]
Logistic Regression Anomalies Area Under Curve 65.07 14 [35]
Logistic Regression Anomalies Area Under Curve-PR 897 14 [35]
Logistic Regression Anomalies False Negative Rate 59.0 12 [30]
Logistic Regression Anomalies False Positive Rate 29.0 12 [30]
Ordinary Least Squares Anomalies F measure 25.90 8 [24]
Ordinary Least Squares Anomalies Precision 25.60 8 [24]
Ordinary Least Squares Anomalies Recall 26.20 8[24]
Ridge Regression Anomalies F measure 25.25 8 [24]
Ridge Regression Anomalies Precision 2375 8[24]
Ridge Regression Anomalies Recall 27.05 8 [24]

Table 28 Average results reported by the Nearest Neighbors ML group

Method Fraud group Measure type Result Papers (ID and ref.)

K-Nearest Neighbors Collusion F1 Score 87.60 27 [70]
K-Nearest Neighbors Collusion Precision 80.90 27 [70]
K-Nearest Neighbors Collusion Recall 95.50 27 [70]
Nearest Centroid Collusion F1 Score 87.80 27 170]
[70]
[70]

Nearest Centroid Collusion Precision 85.40 2770
Nearest Centroid Collusion Recall 90.40 2770
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Table 29 Average results reported by the Neural Networks ML group

Method Fraud group Measure type Result Papers (ID and ref)
Bi-LSTM Collusion F1 Score 91.65 27 [70]
Bi-LSTM Collusion Precision 91.20 27 170]
Bi-LSTM Collusion Recall 92.15 27 [70]
Bottleneck Collusion F1 Score 93.0 27 170]
Bottleneck Collusion Precision 92.80 27 [70]
Bottleneck Collusion Recall 93.20 27 [70]

Conv. Neural Network Collusion Accuracy 91.60 4[49]

Conv. Neural Network Collusion Precision 87.73 4 [49]

Deep Neural Network Collusion F1 Score 894 27 [70]

Deep Neural Network Collusion Precision 89.53 27 [70]

Deep Neural Network Collusion Recall 89.63 27 [70]
Multi-Layer Perceptron Collusion Accuracy 77.08 9[100]
Multi-Layer Perceptron Collusion Area Under Curve 9543 22 [58]
Multi-Layer Perceptron Collusion Balanced Accuracy 53.56 9[100]
Multi-Layer Perceptron Collusion False Negatives (%) 14.65 9[100]
Multi-Layer Perceptron Collusion False Positives (%) 8.62 9 [100]
Bi-LSTM Favoritism F1 Score 85.20 31 [71]
Bi-LSTM Favoritism Precision 86.30 31[71]
Bi-LSTM Favoritism Recall 84.0 31[71]
Bottleneck Favoritism F1 Score 84.80 31 [71]
Bottleneck Favoritism Precision 84.50 31[71]
Bottleneck Favoritism Recall 85.10 31 [71]

Conv. Neural Network Favoritism Accuracy 82.50 16 [119]

Conv. Neural Network Favoritism Loss 5767 16 [119]
Table 30 Average results reported by the Tree-Based ML group

Method Fraud group Measure type Result Papers (ID and ref.)
Classification Tree Collusion Accuracy 56.81 2[128],31127]
Classification Tree Collusion F1 Score 80.60 2[128]
Decision Tree Collusion Area Under Curve 97.02 22 [58]

Table 31 Average results reported by the Clusters ML group

Method Fraud group Measure type Result Papers (ID and ref.)
PCA Favoritism Accuracy 90.0 17 [118]

PCA Favoritism Area Under Curve 91.0 17 1118]

PCA Favoritism F Score 93.0 17 [118]

PCA Favoritism Precision 92.0 17[118]

PCA Favoritism Recall 89.0 17 [118]
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Table 32 Average results reported by the ML models in the method group ‘Others’
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Method Fraud group Measure type Result Papers (ID and ref.)
Gaussian Process Collusion Accuracy 55.90 9[100]
Gaussian Process Collusion Balanced Accuracy 50.22 9[100]
Gaussian Process Collusion False Negatives (%) 40.53 9[100]
Gaussian Process Collusion False Positives (%) 581 9[100]
K-Nearest Neighbors Collusion Accuracy 7631 9[100]
K-Nearest Neighbors Collusion Balanced Accuracy 60.90 9[100]
K-Nearest Neighbors Collusion False Negatives (%) 12.83 9[100]
K-Nearest Neighbors Collusion False Positives (%) 10.86 9[100]
Support Vector Machines Collusion Accuracy 64.05 9[100], 10 [52]
Support Vector Machines Collusion Area Under Curve 96.43 22 [58]
Support Vector Machines Collusion Balanced Accuracy 63.72 9[100]

Support Vector Machines Collusion F1 Score 90.05 27 [70]
Support Vector Machines Collusion False Negatives (%) 17.31 9[100]

Support Vector Machines Collusion False Positives (%) 21.80 9[100]
Support Vector Machines Collusion Precision 89.35 27 170]

Support Vector Machines Collusion Recall 91.0 27 170]

BERT Favoritism F1 Score 86.2 [71

BERT Favoritism Precision 83.8 [71]

BERT Favoritism Recall 88.8 [71]

Confident Learning Favoritism False Negatives (%) 14.0 23 [42]
Confident Learning Favoritism False Positives (%) 290 23 [42]
Confident Learning Favoritism True Negatives (%) 71.0 23 [42]
Confident Learning Favoritism True Positives (%) 86.0 23 [42]

Support Vector Machines Favoritism Accuracy 79.0 171118],30[81]
Support Vector Machines Favoritism Area Under Curve 70.0 17[118],30[81]
Support Vector Machines Favoritism F Score 96.0 17 [118]
Support Vector Machines Favoritism Precision 70.0 17[118],30[81]
Support Vector Machines Favoritism Recall 5133 17118],30(81]
K-Nearest Neighbors Others Accuracy 4633 11[115]
K-Nearest Neighbors Others F1 Score 47.0 11[115]
K-Nearest Neighbors Others Precision 75.33 11[115]
K-Nearest Neighbors Others Recall 43.67 11[115]
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