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Abstract

Optimization of a semicontinuous emulsion polymerization reaction is carried out using a mathematical model derived from first
principles to represent the process. Iterative Dynamic Programming (IDP), being a straightforward procedure that allows the
implementation of optimization constraints, is an attractive tool to optimize highly complex and nonlinear equation systems such as
those that are used to represent the emulsion polymerization processes. In order to minimize the reaction time of a semicontinuous
reaction, time intervals with varying lengths were used allowing the establishment of the optimal operation conditions where the
final time is not specified. The optimization procedure is applied to two emulsion polymerization systems: (a) butyl acrylate/vinyl
acetate copolymerization with controlled composition; (b) vinyl acetate homopolymerization with specified molecular weight.
Results show that significant reductions of reaction time are possible and that their extent depends on the reactor’s heat removal

capacity and on the formulated constraints.
© 2003 Published by Elsevier Science Ltd.
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1. Introduction

Emulsion polymerization is a process of great indus-
trial interest used to produce polymer via free radical in
dispersed media. The global mechanism of polymeriza-
tion in such a multiphase system is extremely complex
due to process interactions that occur in each phase and
diffusion mechanisms of the components between these
phases. One of the main advantages of this process, due
to its compartmentalized nature, is the possibility to
obtain polymers of high molecular weight at high
polymerization rates. On the other hand, the complexity
of the system induces more intense difficulties on
modeling, on-line measurements as well as control of
the characteristics of the product.

The nonlinear characteristic of such systems and the
complexity on modeling make the development of
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optimization procedures of emulsion polymerization
reactions a very challenging task. Any optimization
strategy to be implemented in an industrial polymeriza-
tion reactor has to include the dynamics of reactor
temperature control as the reaction is usually very
exothermic and the reactor heat removal capacity is
limited. Nevertheless, the complexity of the system
increases when the dynamics of the reactor temperature
control is included.

Semicontinuous reactors are often used to carry out
strongly exothermic emulsion polymerization reactions.
Usually, industrial operation does not take full advan-
tage of the reactor heat removal capacity as the reaction
conditions are often defined to control the peak of heat
generation. Several articles in literature propose the use
of optimal monomer feed profiles to reduce reaction
time and to control polymer composition during semi-
continuous emulsion polymerization reactions (Arza-
mendi, Leiza & Asua, 1991; Kozub & MacGregor, 1992;
Canu, Canegallo, Morbidelli & Storti, 1994; Saldivar &
Ray, 1997; among others). Nevertheless, these works are
limited to isothermal reactions.
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Nomenclature

Emulsion polymerization

model

A vinyl acetate

A; heat transfer area (cm?)

A,r total particle surface area (cm?)

as area covered by 1 g mol of emulsifier (cm?/gmol)

B butyl acrylate

Cinst instantaneous copolymer composition ratio

CMC critical micelar concentration (g/cm?)

Cpie specific heat of reactor fees streams (cal/(g K))

Cpj specific heat of cooling fluid (cal/(g K))

D, diffusion coefficient in the polymer particles (cm?/s)

D, diffusion coefficient in the aqueous phase (cm?/s)

[E] concentration of emulsifier in the reactor (g/cm?)

[Eaas emulsifier adsorbed on polymer particles (g/cm?)

[ETds emulsifier adsorbed on polymer particles at saturation (g/cm?)

[E]aq concentration of emulsifier in the aqueous phase (g/cm?)

f initiator efficiency

F; feed rate of monomer i to the reactor in (mol/s)

Sram efficiency of radical entry rate into micelles

Jre efficiency of radical entry rate into polymer particles

[1] concentration of initiator in the reactor (g/cm?)

i amount of monomer i (4 or B) in the reactor (mol)

iy amount of monomer i in the initial charge of the reactor (mol)

Ipol amount of monomer i in polymer particles (mol)

[[1por concentration of monomer i in polymer particles (mol/cm?)

Jerit critical length of radical (homogeneous nucleation)

k’ coefficient of emulsifier adsorption by polymer particles

Kam radical entry rate into micelles (cm®/(mol s))

ke radical entry rate into polymer particles (cm?/(mol s))

ki average rate constant for chain transfer of radical type i in the polymer phase
(cm*/(mol s))

kg rate constant for chain transfer of radical type i to monomer j in the polymer
phase (cm*/(mol s))

kep average rate constant for chain transfer to polymer in the polymer phase
(cm?/(mol s))

kspi rate constant for chain transfer of radical type i to copolymer in the polymer
phase (cm*/(mol s))

k; rate constant for initiator decomposition (1/s)

kP i partition coefficient of monomer i between aqueous phase and polymer phase

kpi average rate constant for propagation of radical type i in the polymer phase
(cm*/(mol s))

kpii rate constant for propagation of radical type i in with a radical type j in thepolymer
phase (cm?/(mol s))

Kpiag average rate constant for propagation of radical type i in the aqueous phase (cm?
(mol s))

k; average rate constant for termination in the polymer phase (cm?/(mol s))

Kiaq average rate constant for termination in the aqueous phase (cm?/(mol s))

ki rate constant for termination of radical type i with radical type j in the polymer
phase (cm?/(mol s))

[M;] concentration of monomer i (4 or B) in the reactor (g/cm?)

[M]aq concentration of monomer i in the aqueous phase (g/cm®)

[(M;]por concentration of monomer i in the polymer phase (g/cm®)

i average number of radicals per polymer particle
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The iterative dynamic programming (IDP) procedure
is an attractive tool to optimize highly complex and
nonlinear equation systems such as those of the emul-
sion polymerization processes as the procedure is
straightforward and allows the implementation of
optimization constraints. The IDP procedure was ap-
plied by Sayer, Arzamendi, Asua, Lima and Pinto
(2001), to optimize the molecular weight distribution
(MWD) and polymer composition during isothermal
semicontinuous emulsion polymerizations, nevertheless
reduction in reaction time was not attempted. Santos,
Sayer, Lima and Pinto (1999) used the optimization
procedure presented by Sayer et al. (2001) the differ-
ences of not computing the MWD and creating an
external loop to minimize the reaction time. Never-
theless, this procedure requires an almost prohibitively
long computational time, as the optimization procedure
has to find the optimum solution for each reaction time.

According to Luus (1993), when the system is highly
nonlinear, the global optimum solution may be difficult
to obtain even when the final time is given. When the
final time is free, there is an additional variable to be
determined. Bojkov and Luus (1994, 1996) used stages
of varying lengths in IDP, and observed that accurate
switching times can be obtained, as is required for time-
optimal control problems. By simultaneously searching
for the stage lengths and also for the values for control,
accurate control policies can be obtained with a small
number of stages. It was also observed that the residence
time for free final-time problems can be reduced
substantially by incorporating the final time directly
into the performance index. Another advantage of using
variable time intervals is that it may reduce the number
of intervals and so the computational effort, as intervals
where there is almost no difference the best manipulated
variables may be reduced to a single interval.

The optimization of polymerization processes may
often present a conflicting criteria, as the minimization
of reaction time and at the same time improving certain
polymer qualities as average molecular weight or reach-
ing high final conversion. This is the main motivation of
several studies dealing with the use of multiobjective
optimization for polymerization reactors (Tsoukas,
Tirrell & Stephanopoulos, 1982; Choi & Butala, 1991;
Gupta & Gupta, 1999; among others) as it may provide
the achievement of all targets simultaneously. Never-
theless, according to Bhaskar, Gupta and Ray (2001),
the multiobjective optimization of real-life systems is
quite complex and each new application may require the
development of several adaptations of optimization
algorithms to obtain meaningful solutions, irrespective
of which mathematical procedure is used for the
purpose.

In this work, the operation of semicontinuous emul-
sion polymerization reactors is optimized. The optimi-
zation is performed by IDP procedure with variable time

intervals and is based on a detailed process model
derived from first principles. The major objective of
these optimizations is to minimize the duration of the
reaction time obtaining a polymer with a desired quality
(composition profile or molecular weight) and, as this
reaction is highly exothermic, taking the safety aspect
into account. The aim is to determine the time evolution
of the reacting mixture temperature and the feed rates of
reactants that not only define a maximal efficiency but
also involve an adequate heat generation to be removed
by the cooling system. The optimization procedure is
applied to vinyl acetate/butyl acrylate emulsion copoly-
merization and vinyl acetate emulsion homopolymeriza-
tion. The conflicting criteria of reducing reaction time
and at the same time achieving high final conversion as
optimization objectives was minimized by establishing a
high value for the weight factor of the final conversion.
For the emulsion copolymerization case, it is also shown
that forcing the feeding of the less reactive monomer in
the first N intervals and using a NLA controller to
calculate the flow rate of the more reactive monomer,
eliminates the problem of introducing one more target
into the objective function, in this case, the polymer
composition. Results show that significant reductions of
the reaction time are possible and that their extent
depends on the reactor’s heat removal capacity, on the
desired polymer quality and on the formulated safety
constraints.

2. Emulsion polymerization model

The kinetic mechanism used to represent the emulsion
polymerization process considers the following reac-
tions: initiation, propagation, transfers to monomer and
to polymer and termination. The following assumptions
are used to derive the model equations:

e Kkinetic constants in the aqueous and polymer phases
are the same;

e kinetic constants do not depend on chain length;

e the pseudo-steady-state hypothesis is valid for radi-
cals;

e radical propagation occurs both in the aqueous phase
and inside the polymer particles;

e particles are generated by both homogeneous and
micellar nucleation mechanisms;

o radicals that enter micelles or polymer particles are of
length z to jerit—1;

e radicals generated by initiation or chain transfer to
monomer present similar reactivities;

e radical reactivity is given by the last monomeric
unity;

e monomer concentration in the polymer particles,
monomer droplets and aqueous phase are at thermo-
dynamic equilibrium;
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e the reactor operates non-isothermally;

e the global heat exchange coefficient changes with
conversion;

e tank reactor is perfectly mixed;

partition coefficients of the monomers are constant;

e critical micellar concentration (CMC) is constant.

The mass, the population and the energy balance
equations used to describe the semicontinuous emulsion
polymerization might be written as:

d(VR[l
e U M)
t
d(Vp[W
WDy g, @
t
d(V [E
WHED 5, ©
dt
d(Ve[M}]) _ _AiNp
dt _qe[Mi]e NA kpi[Mi]pol
+ [RT]aq Vaqkpiml[Mi]aq (4)
d(Vp)I[P] #AN
( ;t)[ ] = ’/;VAP ‘;B kpi[%]pal + [RT]aq Vaq
x Y ky [M], (5)
i=A,B
d(Vg[P]) d(Vry,)
Va4 T [P] it
AN pk [ M
= nPl]J;[[AA]pUl [RT]aq Vaqkpim/ [MA]aq (6)

where 7 is the average number of radicals per polymer
particle, calculated as proposed by Hansen and Ugelstad
(1978). Monomer concentration in the polymer particle,
aqueous phase or polymer particles are calculated by the
method proposed by Omi, Kushibiki, Negishi and Iso
(1985) and are presented in Appendix A.

The following average coefficients are used to describe
the copolymerization kinetics in the polymer particles
and the coefficients for the aqueous phase are analo-
gous:

Propagation:

k, =k PAp + kpBiPBp (7)

pi pAi

Chain transfer to monomer:

ki = KpgiP gy + ki P, ®)
Chain transfer to polymer:

kip=kipsP 4, +kippPp, )
Termination:

k, = klAAPEIp + 2ktABPApPBp + ktBBP%}p (10)

where P4, and Pg, are the relative frequencies of

radicals containing monomeric units of type 4 or B at
the active end.

The emulsifier might be present in the aqueous phase,
free or as a micelle, and also, might be adsorbed on the
polymer particles surface or on the monomer droplets
surface. As total monomer droplets surface is much
lower than the polymer particles surface, it is possible to
neglect the amount of emulsifier adsorbed on monomer
droplets surface:

VR[E] = qu[E]aq + ﬁaniL‘ + ApT[E]adx (1 1)
dnr2 PM
p="rm (12)

5

where 4,7 represents the total polymer particle surface
area and is calculated considering that all particles are
spherical and of the same size.

Variables [E],,, [E]ass and N, must be computed for
two different cases:

2.1. Case I

Emulsifier concentration is above CMC-free emulsi-
fier concentration in the aqueous phase is equal to
CMC; emulsifier concentration adsorbed on polymer
particles is equal to the saturation concentration ([E]}%;)

and the exceeding emulsifier is in the form of micelles:

[E]aq = [Elemc (13)
. PM
(Bl = [ELi =~ " (14)
1
Nmic = ﬂ (VR[E] - [E]CMC Vaq - ApT[E]fZ]ls) (15)

If N, is equal or lower than 0, emulsifier concentra-
tion is below CMC, then Case 2 conditions must be
taken into account.

2.2. Case 2

Emulsifier concentration below CMC-—no micelles
are formed, it is assumed that the emulsifier is preferably
absorbed on polymer particles stabilizing them. The
fraction of particle surface area covered by the emulsi-
fier is calculated by:

_ k/[E]aq

ad — 1 + k,[E]uq (16)
PM,.0

[E]us = —; ad (17)

S

To calculate the radical balance in the aqueous phase,
it is assumed that the pseudo-steady-state hypothesis is
valid for these radicals. The critical length of a radical
(joriz) defines the point when a radical becomes insoluble
in the aqueous phase generating a new polymer particle
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(homogeneous nucleation). The critical length depends
of the solubility of the monomer in the aqueous phase.
A radical with length z is the smallest radical that can
enter in a micelle or in a polymer particle (Gilbert,
1995). The total concentration of radicals in the aqueous
phase is:

Jerit—1

> IR, (18)

h=1

[RT]aq =

The concentration of the radicals with one momeric
unit is:

nN
AN+ > kM,

[Rily, = LT (19)
H Z kpi(,q[Mi]aq + krml[RT]aq

i=A,B

h=2, ..., z—1: the concentration of radicals of length
between 2 and z—1 is given by:

[R117 l]aq Z kp[m/ [Mi]aq

[R ] _ i=AB
hlag — -
! Z kpiw[Mi]aq + ktm[[RT]aq

i=AB

=[Ry il (20)

Thus it is possible to obtain:
[szl]aq = [sz2]aqa‘ [R ]zzq (21)

h=z, ..., jerit —1: the concentration of radicals of
length between z and jerit—1 is given by:

Rh laq E k Iaq

[R/ ] " — i=AB
- - (k N + kllﬂ‘l }’Hl()
kl’iw[Ml’]aq + ktm[[RT] VN
i=4,8 rRIV4

= [R/17 l]aqf (22)

The entry rates of radicals into particles and micelles
are given by:

k, = fi AnD N 41, (23)

kam =ﬁ<a1n47erNA rm (24)
Thus it is possible to obtain:

[R]sy =[R. ], &" OV =[R],, 0 2" D (25)

[chrit—l]uq = [Rl]aqOCZizéj”‘”iZ (26)

The total concentration of radicals in the aqueous
phase is:

Jerit—1
[Rr),, = R]aq<1+2 Ay )

h=z

@7

The total concentration of radicals in the aqueous
phase that can enter a micelle or a particle is:

Jerit—1

q“z—Z Z é:lzf(zfl) (28)

h=z

[R?:n]aq = [Rl]

[Ri].4 and [R7],, are obtained by an iterative procedure.

The population balance gives the particle number
evolution. Homogeneous and micellar nucleation were
taken into account:

dNp -
NA V [ Njerit— l]aq Z kpzm [ ] + kam]vmu [RéT []aq
dt =B

(29)

The average molecular weights of polymer with chain
transfer to polymer are calculated by the method of the
moments as presented in Appendix B.

The reactor and jacket temperatures are calculated
with the equations of the energy balances. In these
equations, only the main components (monomers A and
B, polymer and water) are considered:

d[VR > IMICAT, — T,,)

j=ABW P

dt

>

=ABW

M}j,é’qt pje (T Tref)

.

- Np
+ |: ( AH, n) [M] ol
i=A,B NA f v

X [ ]aq uq( AH, ) pmq[ i]aq - l]/A/(Tr - T;)
— Ok (30)
W [ pn/(T ref)]
J d[

= qje Cpl\;/e(y}e - Trg/') - q/s pn](T Trgf) - Q[/
YT, T) G

where T,/ is the reference temperature (7., =25 °C),
T, is the inlet temperature of the reactants into the
reactor (7, =25 °C), T; is the jacket temperature and 7,
is the reactor temperature. The global heat exchange
coefficient (U;) changes with conversion according to:

Uj(xg) = U0) + (U(1) — U(0)xg’ (32)

It was considered that at 100% conversion the global
heat transfer coefficient was 20% lower than at the
beginning of the reaction (U;(1) = 0.80U;(0)). The same
decrease of 20% in U; was observed by Saenz de
Buruaga (1998) for similar reaction conditions.

2.3. Temperature control

The thermal control of the semicontinuous reactor
considered in this work is achieved by a jacket in which



1350 P.H.H. Aravjo, R. Giudici | Computers and Chemical Engineering 27 (2003) 1345—1360

the inlet temperature of a heating/cooling fluid is
adjusted. In this case, the fluid is water and a PI
controller calculates the inlet temperature. The PI
controller adjusts T, every 30 s, in order to control
the reactor temperature and it was assumed that the
inlet temperature changes immediately. It was consid-
ered that the temperature 7, cannot change more than
5°C in 30 s. The cooling fluid inside the jacket was
considered perfectly mixed.

2.4. Composition control

Latex must present strict specifications. One of the
more important characteristics of polymers obtained by
copolymerization is the composition of the formed
polymer. Composition control becomes more complex
when the reaction involves monomers with different
water solubilities and reactivity ratios, as is the case of
the system VA/BA where the reactivity ratios differ
more than two orders of magnitude. In order to control
the polymer composition, a non-linear adaptive (NLA)
controller as proposed by Leiza, de la Cal, Meira and
Asua (1993) was implemented. Two different monomer
feed streams were used, one for each monomer. Know-
ing monomer concentrations in the reactor it is possible
for the controller to adjust monomer ratio in the
polymer particles in order to produce a copolymer of
the desired composition calculating the flow rate of the
more reactive monomer according to the following
equations:

A
’ [ ]pal + 1
C- = & — [B][ml (33)
RpB rp - [A]pul + 1
[B]p()l

Setting the desired instantaneous copolymer composi-
tion ratio (Cj,) for the whole reaction it is possible to
calculate the monomer feed rate of the more reactive
monomer by the ratio of the concentrations of the
monomers A and B in the polymer particles (f = [A],.//

[B]pol)-

—(Cp = DY(Cipy — P + 4r,415C,,
2ryC,

inst

b= (34)

The quantities of monomers A and B in the reactor
are related to the quantities of monomer in the particles,
Apo1 X By, by the following equations:

A= Apol(1 + Vaq/(Vpolkljl)) (35)
B=B,,(1+V,/V,ks) (36)

Combination of Egs. (35) and (36) gives the relation
between B/A and f:

() a7)
A k‘ll)i‘ I/polklzl + v,

agq

The material balances for monomers A and B can be
approximated by the following difference equations:

Ad=A4—-A4,=(F,—R, At (38)
AB= B— B, = (Fz— R, p)At (39)
Combination of Egs. (38) and (39) gives:
A Ay + (Fy — R, At

g (40)
B By + (Fy — R At

From Eq. (40) an explicit algebraic equation for the
flow rate of the more reactive monomer (Fg) can be
obtained:

A, (B B\ B,
Fp= +F,—R ———+R 41
B At <A) (A pA)(A) At pB ( )

3. Optimization procedure

The optimizations are performed through manipula-
tion of decision variables along the reaction in order to
approach a set of process objectives as close as possible.
In this work, feed rates of different process streams, the
length of each interval and temperature profile are the
manipulated variables. Process objectives are polymer
properties and the minimization of reaction time,
respecting safety aspects along the whole reaction.
Both manipulated variables and process objectives
must satisfy certain process constraints. The optimiza-
tion procedure was applied to two examples: (a) butyl
acrylate/vinyl acetate copolymerization with controlled
composition; (b) vinyl acetate homopolymerization with
specified molecular weight. Each example has it owns
particularities as will be explained in the next section.

The continuous dynamic system is described by the
following system of differential—algebraic equations:

dx _
7 =f(x, w (42)

x=g(x, u) (43)

where x is a state vector (n x 1) and u is a manipulated
variables vector (m x 1) to be optimized bounded by:

o <u,<p, i=1,...,m (44)

Process constraints may be treated as penalty func-
tions, resulting in an augmented objective function.
According to Luus and Rosen (1991) this way to treat
the constraints is convenient because in the IDP
procedure the objective function does not have to be
differentiable, and, consequently, a wide range of
choices might be used as penalty functions. The problem
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than consists of the determination of profiles u;(¢) in the
time interval [f,_;, ?;], in order to minimize the
objective function. Optimizations are performed by
IDP procedure (Luus, 1998). The IDP might be
implemented if the process time period is divided into
several intervals and integration of the process model is
performed only in those time intervals that are affected
by the change of the manipulated variables under
consideration. The optimization algorithm, as applied
in this work, is presented below.

3.1. Optimization algorithm

The IDP algorithm with variable time intervals can be
summarized in major steps:

1) Choose the number of time intervals where all the
monomer is fed to the reactor (N), for the copoly-
merization case, only the less reactive monomer is
completely fed. The amount of monomer fed in each
one of the N intervals is the same, but the length of
the time of each interval is variable. Choose the
number of intervals after the monomer addition to
complete the reaction (P). If the process is the
copolymerization reaction with controlled composi-
tion the more reactive monomer may be added also
in the last P intervals.

2) Choose the number of optimization iterations (iter),
the random combinations (4) for manipulated
variables (u;), the initial profiles for u;, the size of
initial search area (r;) for each manipulated variable
(the size may also change according to the interval,
N or P) and the contraction factor of the search
area (4).

3) Using initial u; of step 2, integrate system from ¢ =0
to t = 1, (N+ P) to generate trajectories of x, storing
the initial values of x at each time interval k, in such
a way that the values of x(k—1) correspond to the
values of x at the beginning of interval k.

4) Starting at the last interval (N+P), integrate
equations from t, (N+P—1) to t(N+P), using as
initial states x(N+ P —1) either of step 3 (only in the
first iteration) or of the previous iteration. Repeat
the procedure for each combination 4 of u. Choose
u(N+P) that resulted in the lowest value of the
objective function and store it to use in step 5.

5) Go to interval N+ P—1. For each combination of
u(N+P—1) integrate equations from #(N+P—2)
to t(N+P), using as initial states x(N—P—2) of
step 3 (or of the previous iteration). Continue
integration until ¢ =#(N+ P) using at this interval
the value of u(N+ P) of step 4. Choose u(N+P—1)
that resulted in the lowest value of the objective
function and store it to use in step 6. Repeat the
procedure until reaching interval 1, corresponding
to initial time 7 =0. Store trajectory x.

6) Reduce the size of the allowable region for the
manipulated variables: r,¢ ') =1 -r;(') where j is
the iteration index. Use u of step 5 stored as the
manipulated variables that gave the best results for
the objective function as initial value of u in each
interval and also as the midpoints for the next
iteration. Increment the iteration index by 1 and go
back to step 4. Continue the procedure for a
specified number of iterations (iter) and examine
the results.

The program is implemented in FORTRAN and the
system of differential and algebraic equations of the
emulsion polymerization model is solved with the
numerical integrator DASSL (Petzold, 1982). Typical
computation time for the off-line optimization problems
here treated varied from a few to several hours (in a PC
400 MHz, 128 MB RAM), mostly depending on the
operating conditions and the initial estimates of the
decision variable vector.

4. Results and discussion

The optimization procedure is applied to two semi-
continuous emulsion polymerization systems: (a) butyl
acrylate (BA)/vinyl acetate (VA) copolymerization with
controlled composition; (b) vinyl acetate homopolymer-
ization with specified molecular weight.

4.1. Case A: butyl acrylatelvinyl acetate
copolymerization with controlled composition

The production of copolymers with homogeneous
compositions (50/50 in molar basis) along the whole
reaction with a maximum conversion at a minimum
reaction time was considered in this dynamic optimiza-
tion. To allow the control of copolymer composition,
two different process feed streams were used. The first
process stream contained the less reactive monomer (in
this case, VA) which partially controls the reaction rate,
and therefore, the reaction length, and the second one
contained the more reactive monomer (BA), which
controls the composition along the reaction. The
composition control along the reaction is important to
improve the homogeneity of the final polymer material.
The mathematical model describing the VA/BA emul-
sion copolymerization was validated previously (Araujo
& Giudici, 2001) with experimental data from Araujo
(1997).

In order to carry out the optimization, the process
was divided into four discrete time intervals. During the
first two intervals (N intervals) the less reactive mono-
mer is fed to the reactor and at the last intervals (P
intervals) this feed rate is set equal 0. The more reactive
monomer is fed according to the NLA controller during
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all intervals in order to keep a constant polymer
composition. The manipulated variables in the first
two intervals (N) are the temperature profile (reactor
temperature set-point profile for the PI controller) and
the flow rate of the less reactive monomer (varying the
length of each interval) and in the last P intervals the
temperature profile and the length of each interval.

In order to ensure that all reactions would present the
same final particle size distribution (this is an usual
requirement of latex producers) the first reaction step
(particle nucleation step or seed production step) was
not optimized. Therefore, reaction optimization started
5 min after reaction beginning when polymer particle
nucleation had already ceased. Initiator, emulsifier and
water composed the initial charge of the reaction and
were not fed during the reaction.

The process objectives, reduction of reaction time and
high final conversion, were inserted into the objective
function as:

t, — t9? — xg?
F=w, {f f} +w, {M] +w;R (45)

tf xgf

When the reaction temperature reaches 72 °C (at any
point of the whole reaction), that is the boiling point of
vinyl acetate at atmospheric pressure, R assumes a value
equal 1, otherwise it remains equal 0. As the weight
pondering (w3) is very high when compared with the
other weight factors, the objective function assumes a
very high value and the value is rejected as the optimal
result. For numerical calculations, the following values
were assigned for the weights in Eq. (45): wy =2; w, =
10; and w3z = 1000.

The first two terms of the right hand side of the
objective function (Eq. (45)) are inversely related to each
other, as the reduction in reaction time may reduce final
conversion and a great increase in the weight factor that
ponders the final polymer conversion (w,) may increase
the reaction time. For this reason, it is necessary to find
an adequate trade-off between these terms. To minimize
this problem, if a pre-specified final conversion (99%) is
reached at a time #,., < fipar, tiinas 1S set equal f,,,,. The
weight pondering the conversion (w;) is higher than that
pondering the final time (w;), since it is more important
to reach the specified final conversion than reducing the
reaction time. Once the desired final conversion is
reached the optimization drives to a more efficient
reduction of the reaction time.

In this example, feeding all the less reactive monomer
in the first N intervals and using the NLA controller to
calculate the flow rate of the more reactive monomer,
eliminates the problem of introducing one more target in
the objective function, in this case, the polymer compo-
sition. This procedure presents an alternative to other
works, like for instance Sayer et al. (2001), that

introduced the polymer composition in the objective
function.

In order to initialize the IDP procedure, initial values
must be assigned for the duration of each interval and
for the temperature profile. The initial feed rate profile
of the less reactive monomer was assumed to be
constant and low enough to ensure starved conditions.
The temperature profile was assumed to be constant
throughout the polymerization reaction and equal to the
temperature used to produce the polymer particle seeds.
Such initial conditions (constant temperature profile
and starved conditions) would lead to a constant
polymer composition, although it would also lead to
an almost prohibitively high reaction time.

Kinetic constants and other parameters used in the
following optimizations are presented in tables C.1 and
C.2 (in Appendix C). Initial reaction conditions of vinyl
acetate/butyl acrylate emulsion copolymerization are
presented in Table 1:

Figs. 1 and 2 present results obtained at the initial
conditions of the optimization procedure. The reaction
temperature was set equal to 60°C and the total
reaction time was of 240 min. It can be observed that
the instantaneous conversion is very high (~ 90%)
during the reaction and that the copolymer composition
was kept constant at 50/50 in molar basis (Fig. 1). Due
to the high instantaneous conversion observed, the BA
feed flow rate profile calculated by the NLA controller
stays almost constant during VA feed period (Fig. 2).

Table 2 presents the optimization parameters used in
this investigation, in accordance with the algorithm.

Figs. 3—5 present results obtained after the optimiza-
tion. A significant reduction in reaction time, from 240
to 33 min, was observed with no remarkable prejudicial
effect on final conversion and copolymer composition
(Fig. 3). The dynamics of jacket and reactor tempera-
tures are presented at Fig. 4, where the inlet jacket
temperature is calculated by the PI controller and the
desired reactor temperature (7,,) is calculated by the
optimization algorithm. During the first interval, 7,,
was kept at 69 °C to respect the temperature constraint
(reaction temperature (7,) < 72 °C) as there was a small
overshoot in T,. At the other intervals T,, assumes the
maximum allowable value (70 °C). This behavior is
caused by the high heat exchange capacity of a lab scale

Table 1

Reaction conditions

Variable Value
Initial temperature (°C) 60.0
Total monomer fraction (w/w) 0.33
Water (g) 870.0
Emulsifier-sodium dodecyl sulfate (g) 2.0
Initiator-sodium persulfate (g) 2.0
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Fig. 1. Initial conditions of the optimization procedure: global
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Fig. 2. Initial conditions of the optimization procedure: vinyl acetate
(FA) and butyl acrylate (FB) feed rate.

reactor (considered in this case) when compared with an
industrial reactor.

4.2. Case B: vinyl acetate homopolymerization with
specified molecular weight

The optimization procedure was applied to vinyl
acetate emulsion polymerization under industrial-like
conditions, which includes constraints normally found
in the operation of large-scale industrial reactors, such
as maximum allowed reaction temperature and max-
imum total adiabatic temperature. The aim in this case is
to maximize the productivity, i.e. to minimize the
reaction time and to obtain a polymer with a desired
molecular weight, taking safety aspects into account.
The mathematical model was validated previously with

Table 2
Optimization parameters
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Fig. 3. Optimization results: global conversion (xg); instantaneous
conversion (xi); and molar fraction of vinyl acetate in the copolymer
(YA).
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Fig. 4. Optimization results. Temperature profiles: reactor tempera-
ture (Tr); jacket temperature (Tj); desired reactor temperature (Trd);
and inlet jacket temperature (Tje).

experimental data of vinyl acetate emulsion homopoly-
merization reaction obtained by Penlidis (1986).
Initiator and monomer feed flow rates and tempera-
ture profiles are chosen as the control variables.
Temperature and initiator concentration increases accel-
erate the polymerization process, but may also reduce
the molecular weight. When high molecular weight is
desired, a compromise between production and product
quality may be attained. In polymerizations of mono-
mers that present a high rate of radical transfer to
polymer, such as vinyl acetate, the molecular weight is
also modified by the monomer feed flow profile. This
occurs because the monomer feed profile changes the

Number of iterations Number of intervals Contraction factor

Random combinations

Set-point range (°C) Time range (min)

6 4 0.9

32

50-70 2-90
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Fig. 5. Optimization results: vinyl acetate (FA) and butyl acrylate
(FB) feed rate profiles.

monomer concentration in the polymer particles and
then modifies the rate of transfer to polymer.

Reactions were always started at the same conditions
(reaction temperature and reactant concentrations) and
proceeded until polymer particle nucleation ceased. In
this case, 10% of the total amount of vinyl acetate is
added to produce the polymer seeds. Just after that
point, in this case 35 min, the optimization procedure
was started. This procedure is normally employed at
industry in order to ensure that all reactions present the
same particle size distribution. Kinetic constants and
other parameters used in the following optimizations are
presented in Tables C.1 and C.2 (in Appendix C). Initial
reaction conditions of vinyl acetate emulsion polymer-
ization are presented in Table 3.

Penalties factors applied to the objective function (Eq.
(46)) are functions of the overall values at the end of the
reaction as conversion, final reaction time, number and
weight average molecular weight. To keep the safety of
the operation a constraint was also applied in the
objective function when the reactor temperature reaches
80 °C and/or the total adiabatic temperature reaches
100 °C. If one of these conditions is not satisfied R
assumes a value equal 1, otherwise it remains equal 0.

Table 3

Reaction conditions

Variable Value
Initial temperature (°C) 50.0
Total monomer fraction (w/w) 0.53
Water (kg) 9000.0
Emulsifier-sodium dodecyl sulfate (kg) 60.0
Initiator-sodium persulfate (kg) 30.0

t, — 14? X, — x¢ Mn, — Mn®]?
szl[.f f} _|_W2{f ] .f}_‘_%[ / .f}
x(

d d
f i Mry
Mw? — Mw?
+w, oy — MYy +wsR (46)
My

In order to carry out the optimization, the process
was divided into five discrete time intervals. During the
first four intervals monomer is continuously fed to the
reactor and at the last interval monomer feed rate is set
equal 0. Initiator was only allowed to be fed in the last
interval to complete the reaction. The amount of
monomer fed in each of the four feed intervals is the
same, but the feed rate changes with the length of each
interval. At the initial operation conditions monomer
feed rate was constant and low to ensure starved
conditions. Initiator was not fed after monomer addi-
tion. Temperature was set constant throughout the
polymerization and equal to the temperature used to
produce the polymer particle seeds. Such initial condi-
tions (low temperature and starved conditions) lead to
an extremely high molecular weight, nevertheless they
also lead to a high reaction time. The objective is to
reduce reaction time keeping the high molecular weight
(~ 6 x 10°%) obtained with the initial operational condi-
tions (50°C and 400 min of reaction time). For
numerical calculations, the following values were as-
signed for the weights in Eq. (46): wi =2; w, =10; w3 =
1; wy = 10; and ws =1000. Table 4 presents the optimi-
zation parameters used in this investigation, in accor-
dance with the algorithm.

Fig. 6 shows the optimization results for conversion
and molecular weight. Reaction time was drastically
reduced as a high overall heat transfer coefficient was
used and the weight average molecular weight reached
6 x 10°. In Fig. 6 it might also be observed that while
Mw increase significantly with conversion Mn remains
almost constant. This behavior of the number and
weight average molecular weights is typical of systems
that present high transfer to polymer rates. The oscilla-
tions observed in the instantaneous conversion are due
to the increase in vinyl acetate feed rate.

Fig. 7 shows the evolutions of the temperatures
(reactor temperature, desired reactor temperature,
jacket temperature, total adiabatic temperature) along
the reaction. During the first interval (until 70 min) the
reaction was kept at medium temperature (60 °C) to
increase the molecular weight and after that the
temperature continuously raised to complete the reac-
tion. At the fourth interval the temperature was limited
by the total adiabatic temperature that almost reached
100 °C. When a much lower overall heat transfer
coefficient was used higher reaction time was needed.
Since the global energy balance of the reactor and the
limitations of the heat removal capacity of the reactor
are taken into account, it becomes straightforward to



P.H.H. Aravjo, R. Giudici | Computers and Chemical Engineering 27 (2003) 1345—1360 1355

Table 4
Optimization parameters
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Fig. 6. Optimization results: overall conversion (xg), instantaneous

conversion (xi), number (Mn) and weight (Mw) average molecular
weight.
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Fig. 7. Optimization results. Temperature profiles: reactor tempera-
ture (Tr); desired reactor temperature (Trd); jacket temperature (Tj);
total adiabatic temperature (Tad).

predict operation conditions of large industrial reactors,
and therefore, reducing scale-up problems.

Fig. 8 presents the optimization results for vinyl
acetate and initiator feed rates. It is important to notice
that initiator was only fed in the last interval when the
monomer feed rate was set equal 0 and that the feed rate
of initiator corresponds to the maximum amount of
initiator allowed for each interval. In this example,
initiator was only allowed to be fed in the last interval
(part of the initiator was fed at the beginning of the
reaction) and its function was to accelerate the reaction

‘ ‘ - 0
50 60 70 80 90 100 110
time (min)

0" ol
30 40

Fig. 8. Optimization results: monomer (FA) and initiator (FI) feed
rates.

and to reduce the residual monomer content after the
monomer addition.

5. Conclusions

In order to minimize the reaction time of a semi-
continuous reaction, the use of time intervals of varying
lengths was applied in IDP allowing the establishment of
the optimal operation conditions where the final time is
not specified. IDP has showed to be a straightforward
procedure that allows the implementation of optimiza-
tion constraints and to optimize highly complex and
nonlinear equation systems such as those that are used
to represent the emulsion polymerization processes.

The mathematical model used to represent the emul-
sion polymerization reactions was based on a detailed
process model derived from first principles. The global
energy balance of the reactor included the balance of the
jacket allowing the development of optimal strategies
that take the limitations of the heat removal capacity of
the reactor into account.

The conflicting criteria of reducing reaction time and
at the same time achieving high final conversion as
optimization objectives was minimized by establishing a
high value for the weight factor of the final conversion.
For the emulsion copolymerization case, it is also shown
that forcing the feeding of the less reactive monomer in
the first N intervals and using a NLA controller to
calculate the flow rate of the more reactive monomer,
eliminates the problem of introducing one more target
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into the objective function, in this case, the polymer
composition.

Results show that the optimization procedure was
able to minimize the reaction time and, simultaneously,
obtaining a polymer with a desired quality (composition
or molecular weight) and taking the safety aspect into
account. The reductions of the reaction time were
significant and their extent depends on the reactors
heat removal capacity on the desired polymer quality
(composition or molecular weight) and on the formu-
lated safety constraints.
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Appendix A: Monomer concentrations in the different
phases

Using the partition coefficients of the monomers:

d
a_ Ui /4
k= v /v, (AD
Upa//
M()/ _ pol A2
' i /0,4 (A2)

where monomer volumes in monomer drops (v¢) and in
the aqueous phase(v{?) may be written as:

) k(l ,
U;l =4 kpo/ UII’ : (A3)
pol
1
U?q _ Uy b U?”] (A4)
kp
pol

The total volume of monomer i (v;) is given by:

b= v + 0"+ of (A3)
0 Ui
v = = Vag v k¢ (A6)
1 + 0, + “ l()
polkp ! polkp :
vg= Y of (A7)
i=A4,B
vy= Y v+, (A8)
i=A,B
Upal = Z l)€0/ + Dcopol (A9)
i=A, B

where v,, is the volume of water and vmpo, is the volume
of copolymer. Knowing v;, eopor Vs k¢ and k2, it is

possible to obtain v¢, v¥ and v’ by the following

iterative procedure:

1) set initial values for vy, vy, and v,y

2) calculate u””/ with Eq. (A6);

3) calculate v¢ and v% with Egs. (A3) and (A4);

4) calculate the new values of vy, v,, and v,,; with Eqgs.
(A7), (A8) and (A9);

5) return to step 1 with the new values of vy, v,, and
Upor until convergence.

Once the volumes of each monomer in each phase (j)
are known, the concentrations are calculated by:

v} PM,
my="" (A10)
J i

Appendix B: Set of equations used to calculate average
molecular weights of polymer with chain transfer to
polymer

Balance of radicals:

dR

1:_Rl Z kpi[i]pol_Rl Z k/‘mi[i]pol
dt i=A.B i=A4,B
—ﬂinM R+ | D kpulil,
Na - Up F n S fmil*Ipo,
= k = k
X R, + M R, — !
; [Nav 1} ; [Na . DJ
X Z Ran +kabs
n=1
=0 (B1)
dR, .
= +Rn 1 Z [l pol R Z k '[l]pgl - Rn
i=A,B i=A.B
X i i nM,| R,
122: fml[ lpol — [Naz)p ;
k o0 k o0
+[ 4 nMn} Rn—{ ! }Z R.R,
Nav, — Nav,| 7=
=0 (B2)
we=Y R, (B3)
n=1
Q=) M, (B4)
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Balance of inactive polymer chains:

kp &
—J{Z ,m,[zpo,}RjL[ 5; ZnMn]R

i=A,B p n=1

|:Z kpi[i]pal:| Z(I’l + 1)kRn + |: k mi[i]pol:| + Ko
i i=A,B

i=A,B n=1

n—1

kp -
{Nau nM} ; Rt {ZNa }Z Ry

k n
+ ] RR B13
[NQUP]Z R, (B13)

d n*
. i Mo =7; % (B14)
X Z n Rn (BS) =l dt dt dt
n=1
d k
0 0 5/( = +|: k/‘mz lpol:| Z nkR + |: L Q1:|
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n=1 X I’lk R Rnf + td :| nkRn
; =1 1 : {Na”p /10;
for k=1=> (m+1R,=> nR,+> R, (B15)
n=1 n=1 n=1 o n—l o -
=u + 1 (BY) Z > RR Z n+l) R, (B16)
=1 =1 =1
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n=1 1
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i=A,B

k=1=y =""* (B11)
[Z kini[i]pol:| Nav, + kaQl + kuy
i=A.B
[Z kil 1701:| Nav,(uy + 21,) [Z kil p01:| Nav,py + [kpQslug + absNav,
k 2:/12 i=A,B i=A,B (BIZ)

\‘Z fml[l p()lJ N(ll) + [ fPQ ] + ktluO

i=A,B



1358 P.H.H. Aravjo, R. Giudici | Computers and Chemical Engineering 27 (2003) 1345—1360

d
for k=0= on {Z kil lpa/]ﬂo [Z kmi[lpai]ﬂo

t

i=A,B i=A,B
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K k The number average molecular weight, the weight
+ [ N }(,uoﬂz +u) + { & } Lol (B22) average molecular weight and the polydispersity index
Nav, Nav, are given by:

|: kpl[ ]polil Navpiu() |: Z fml[l po/:| NaUpﬂO + [kaQZ]IUO + kt:ug
i=A,B

= i=A,B (B23)
|:Z kﬁni[i polil Navp + [kaQl] + knuO
i—A4,B
Manipulating the equations it is possible to reduce the
system significantly to: Q
Mn==" —(PM,y,+ PMpyp) (B32)
dQ k,. k 0
O—J{Z Kl po;}uo LNY }u?ﬂr [N"’ }ﬂ% 0
i=4.B av, av, Mw (PM y,+ PMyyp) (B33)
1
M
(B24) pMw (B34)
Mn

Appendix C. Kinetic constants and parameters used for the simulations

Table C.1: Kinetic constants used in the simulations (A, vinyl acetate/B, butyl acrylate).

Parameter  Value Unit Reference
k; 2.6 x 10" exp(—3.3 x 10*(1.987T)) 1/s Penlidis, 1986
Ky 6.14 x 10" exp(—6.3 x 10%/(1.987T)) cm’/mol s McKenna, Graillat & Guillot, 1995

k,p5 2.73 x 10" exp(—6.3 x 10%/(1.987T)) cm’/mol s McKenna et al., 1995
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Parameter  Value Unit Reference

kfmAA 2.43 x 10*4kpAA cm’/mol s Chatterjee, Park & Graessley, 1977
kingn 5.0 x 10*8kp33 cm’/mol's  Estimated

Kpnan 2.43 x 10 %k, 44 cm’/mol s Estimated

kfinpa 1.5 % 10_5kp33 cm’/mol's  Estimated

krpa 2.36 x 10_4kl,AA cm®/mol s Chatterjee et al., 1977
kiaa 4.643 x 10° exp(—2.8 x 10*/(1.987T)) cm’/mol s McKenna et al., 1995
k.zp 1.68 x 107 exp(—2.8 x 10%/(1.987T)) cm’mol s McKenna et al., 1995
kiap 4.643 x 10® exp(—2.8 x 10*/(1.987T)) cm’/mol s McKenna et al., 1995
kg4 4.643 x 103 exp(—2.8 x 10*/(1.987T)) cm’/mol s McKenna et al., 1995

obs, T in K.

Table C.2: Parameters used in the simulations (A, vinyl acetate/B, butyl acrylate).

Parameter
ag

D, 4
DWB
DpA
DpB
fmic
j(fritA
jcritB
K
Ky
k%
Kz
PM,
PMpg
PMpg
PM;
T4

I'p

I'm

ZA

ZB
Pa
PB
pp

Pw
—AH,,

—AH,

Value
3.43 x 10°

1.846 x 103

(3.621+6.676 x 10 727—2.103 x 107372 —3.965 x
10~°T%)/PM 4

0.4142

0.35014

(5.2634 x 10*+2.4119 x 10°T—0.850857° +
10737%)0.2389 x 10 3/PMy,

1.1 x10°3

1.1 x1073

1.1 x10~°

1.1 x10°°

50

20

8

34.7

29.5

705

460

86.09

128.17

288.38

225

0.037

6.35

2.5%x1077

8

1

0.9593-0.00134T*

0.9197-0.00104T*

(—0.1468 —2.4 x 10 3T*)(1—y,)+1.2244—1.01 x
10737*

PM,,4.6 x 10~ %(0.26(1 +(1 — T/647.29)*%)) !
21.391

18

Unit
cm?/
gmol
glem?
cal/g K

cal/g K
cal/g K
cal/g K

cm?/s
cm?/s
cm?/s
cm?/s

g/gmol
g/gmol
g/gmol
g/gmol

cm

glem?
g/em?
glem’®

glem?®
kcal/
gmol
kcal/
gmol

Reference

Ahmed, El-Aasser, Micale, Poehlein &

Vanderhoff, 1971
Brandrup & Immergut, 1989
Reid, Prausnitz & Poling, 1987

Brandrup & Immergut, 1989
Brandrup & Immergut, 1989
Reid et al., 1987

Bird, Stewart & Lightfoot, 1960
Bird et al., 1960

Bird et al., 1960

Bird et al., 1960

Abad, 1995

Tauer & Kiihn, 1995

Gilbert, 1995

Gardon, 1968

Gardon, 1968

Gugliotta, Arzamendi & Asua, 1995
Gugliotta et al., 1995

Brandrup & Immergut, 1989
Brandrup & Immergut, 1989
Brandrup & Immergut, 1989
Perry & Chilton, 1980
Gugliotta et al., 1995

Gugliotta et al., 1995

Rawlings & Ray, 1988

Gilbert, 1995

Gilbert, 1995

Barudio, Févotte & McKenna, 1999
Barudio et al., 1999

Barudio et al., 1999

Reid et al., 1987
Brandrup & Immergut, 1989

Hamer, Akramov & Ray, 1981

obs, Tin K; 7* in °C.
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Corrigendum

Corrigendum to “Optimization of semicontinuous emulsion
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The author regrets that in the above article, some of the equations were incorrectly printed and an incomplete versi
Nomenclature was printed. The corrected equations and the complete Nomenclature will now follow.

d(Vr[Mi]) nNp

dr = qe[Mi]. — _kp'[M Ipol = [R7]aqVackpiag[Milaq (4)
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(B10)

(B12)

Nomenclature

Emulsion polymerization model

abs rate of radical absorption into polymer particles (1/s)
A vinyl acetate

A; heat transfer area (¢in

A,r total particle surface area (én

a area covered by 1 g mol of emulsifier (&gmol)

B butyl acrylate

Cinst instantaneous copolymer composition ratio

CMC critical micelar concentration (g/cth

Cpje specific heat of reactor fees streams (cal/(g K))

Cpuj specific heat of cooling fluid (cal/(g K))

D, diffusion coefficient in the polymer particles (éfa)

Dy, diffusion coefficient in the aqueous phase ftsh

[E] concentration of emulsifier in the reactor (g&m

[Elaes  emulsifier adsorbed on polymer particles (gfym

[E ths emulsifier adsorbed on polymer particles at saturation (§/cm
[Elag concentration of emulsifier in the aqueous phase (g)cm

f initiator efficiency

F; feed rate of monomaerto the reactor in (mol/s)

fram efficiency of radical entry rate into micelles

fre efficiency of radical entry rate into polymer particles

[n concentration of initiator in the reactor (g/éjn

i amount of monomeir (A or B) in the reactor (mol)

io amount of monomeirin the initial charge of the reactor (mol)

i pol amount of monomeirin polymer particles (mol)

[i] pot concentration of monomeiin polymer particles (mol/c/)

Jerit critical length of radical (homogeneous nucleation)

K coefficient of emulsifier adsorption by polymer particles

Kam radical entry rate into micelles (ditfmol s))

k. radical entry rate into polymer particles (&ffmol s))

Ky average rate constant for chain transfer of radical typehe polymer phase (ct(mol s))

Kfis rate constant for chain transfer of radical tyfie monomeij in the polymer phase (ctf{mol s))
Krp average rate constant for chain transfer to polymer in the polymer phadértmts))

Krpi rate constant for chain transfer of radical typie copolymer in the polymer phase (&fmol s))
k; rate constant for initiator decomposition (1/s)

kPi partition coefficient of monomerbetween aqueous phase and polymer phase

average rate constant for propagation of radical fyipehe polymer phase (ct{mol s))




P.H.H. Araijo, R. Giudici/ Computers and Chemical Engineering 28 (2004) 575-578

577

Kpij
piaq
ks
ktaq
kti f
[M;]
[Mi]aq
[Mi] por
n
Na
Nmic
N
[P]
Pap
Pgp
PMg
Qe
Qje
q/‘s
Qi
Qir
ri
i

I ps

[Rilag
[chril]aq
Rypi
[RT]aq
[R(;m] aq

rate constant for propagation of radical tyige with a radical typg in the polymer phase (ctt{mol s))
average rate constant for propagation of radical fyipehe aqueous phase (éffmol s))
average rate constant for termination in the polymer phasé/(cral s))

average rate constant for termination in the aqueous phasé(feahs))

rate constant for termination of radical typeith radical typd in the polymer phase (ct(mol s))
concentration of monomer(A or B) in the reactor (g/crf)

concentration of monomeéiin the aqueous phase (g/&m

concentration of monoméiin the polymer phase (g/cth

average number of radicals per polymer particle

Avogrado’s number

number of micelles

total particle number

concentration of polymer in the reactor (g/&m

relative frequency of radicals presenting a monomeric unit of &pa its active end
relative frequency of radicals presenting a monomeric unit of B/pa its active end
molecular weight of the emulsifier (g/g mol)

inlet flow rate of the reactor (cffs)

inlet flow rate of the jacket (cfts)

outlet flow rate of the jacket (cs)

jacket heat loss to the surroundings (cal/s)

reactor heat loss to the surroundings (cal/s)

reactivity ratio of monomer

radius of a micelle (cm)

radius of a swollen polymer particle (cm)

concentration of radicals with lengthin the aqueous phase (mol/&m
concentration of radicals of lengjh;; in the aqueous phase (mol/&m
polymerization rate of monomeéKmol/s)

total concentration of radicals in the aqueous phase (mé)/cm

concentration of radicals in the aqueous phase that can enter into a micelle or into a polymer
particle (mol/cnd)

time (s)

jacket temperature’ C)

jacket inlet temperature C)

reactor temperaturéC)

reference temperatureQ)

global heat transfer coefficient (cal/(s &)

volume of the aqueous phase @m

volume of the polymer phase (é)n

volume of the reactor (cf)

concentration of water in the reactor (g/&m

amount of cooling fluid in the jacket (Q)

weight fraction of componeijtin the reactor inlet feed stream

global monomer conversion

instantaneous monomer conversion

copolymer composition (molar fraction of VA in the copolymer)

minimum length of radical for radical entry into micelles and polymer particles

Greek letters

p
AH,,;
ead

amount of emulsifier per micelle (g)
heat of polymerization of monome(cal/g)
fraction of polymer surface area covered by the emulsifier

Optimization procedure

A
E

number of random values of manipulated variables
objective function
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iter number of optimization iterations

Mn; final number average molecular weight

Mn‘]{ desired final number average molecular weight
Mw ¢ final weight average molecular weight

ij{ desired final weight average molecular weight

N number of time intervals of monomer feed period
P number of time intervals after monomer feed period
r; size of search area of manipulated variable

tr final reaction time (s)

t; desired final reaction time (s)

Tad total adiabatic temperaturéQ)

Tra desired reactor temperatured)

uw vector of manipulated variables

w weight factors of the objective function

X vector of state variables

Xgr final global monomer conversion

xg;{ desired final global monomer conversion

Greek letters

o lower limit of manipulated variable
Bi upper limit of manipulated variabie
y contraction factor of search area
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