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Abstract We study the hydrodynamic limit of a stochastic system of neurons whose inter-
actions are given by Kac Potentials that mimic chemical and electrical synapses and leak
currents. The system consists of ε−2 neurons embedded in [0, 1)2, each spiking randomly
according to a point process with rate depending on both its membrane potential and position.
When neuron i spikes, its membrane potential is reset to 0 while the membrane potential of
j is increased by a positive value ε2a(i, j), if i influences j . Furthermore, between consec-
utive spikes, the system follows a deterministic motion due both to electrical synapses and
leak currents. The electrical synapses are involved in the synchronization of the membrane
potentials of the neurons, while the leak currents inhibit the activity of all neurons, attracting
simultaneously their membrane potentials to 0. We show that the empirical distribution of
the membrane potentials converges, as ε vanishes, to a probability density ρt (u, r) which is
proved to obey a nonlinear PDE of Hyperbolic type.
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1 Introduction

In this paper we present a stochastic process which describes a population of spatially struc-
tured interacting neurons. Our aim is to study the hydrodynamical limit of such process and
characterize its limit law as well. Despite of its own interest in mathematics, the analysis
of hydrodynamical behavior of neuronal systems is an important issue in neurobiology. For
instance, the most common imaging techniques, including EEG and fMRI, do not measure
individual neuron activity but rather a resulting effect driven by interactions of large sub-
populations of neurons. Thus, the rigorous mathematical modeling of EEG and fMRI data
requires a collective description (a “macroscopic equation”) derived from many interacting
neurons (“large microscopic systems”), a typical setting of study on hydrodynamical limits
of stochastic particle systems.

In a nutshell, neurons are electrically excitable cellswhose activity consist in sudden peaks,
called action potentials and often referred to as spikes. More specifically, spikes are short-
lasting electrical pulses in the membrane potential of the cell and the higher the membrane
potential the higher the probability of a spike to occur. Thus, it is quite natural to assume
that the generating mechanism of spikes is given by a point process in which the spiking
rate of a given neuron depends on its membrane potential. In this paper, we work under that
assumption and additionally, assume that the membrane potential evolves under the effect of
chemical and electrical synapses, and leak currents.

Electrical synapses are due to so-called gap-junction channels between neurons which
induce a constant sharing of potential. The unique aspect of electrical synapses is their
reciprocity. This means they are neither excitatory nor inhibitory but rather synchronizer.
For each pair of neurons (i, j), we modulate this synchronizing strength by b(i, j), where
(i, j) �→ b(i, j) is a nonnegative symmetric function. For instance, if N is the size of
the set of neurons and b(i, j) = N−1 for i �= j and b(i, i) = 0, the electrical synapses
would push the membrane potential of each neuron to the average membrane potential of
the system. In the general case, the membrane potential of each neuron is also attracted to
a mean value, although this value may vary for each neuron depending on the shape of the
function b(i, j).

In contrast with electrical synapses, chemical synapses are point events which can be
described as follows. Each neuron i with membrane potential U spikes randomly at rate
ϕ(U, i), where U �→ ϕ(U, i) is a non decreasing function, positive at U > 0 and vanishing
at 0. This last assumption implies the absence of external stimuli. When neuron i spikes, its
membrane potential is immediately reset to a resting potential 0. Simultaneously, the neurons
which are influenced by neuron i receive an additional positive value to their membrane
potential. Specifically, the membrane potential of neuron j is increased by the value a(i, j)
in each spike of i , if the latter influences the former. The positiveness of the function (i, j) �→
a(i, j) means that all chemical synapses are of the excitatory type.

Additionally to the synapses, neurons loose potential to the environment along time due
to leakage channels which pushes down the membrane potential of each neuron toward the
resting state. This constant outgoing flow of potential is referred to, in the neurobiological
literature, as leak currents. For an account on these subjects we refer the reader to [9].

Our model is inspired by the ones introduced in [3,5,7]. For a critical readers guide to
these papers—together with the one in [6]—we refer to [8]. Our model is also an example of
piecewise deterministicMarkov processes introduced in 1984 byDavis in [2]. Such processes
combine random jump events, in our case due to the chemical synapses, with deterministic
continuous evolutions, in our case due both to electrical synapses and leak currents. The
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Hydrodynamic Limit for Spatially Structured Interacting Neurons 1165

piecewise deterministic Markov processes have been used also to model neuronal systems
by other authors, see for instance the papers [3,5,6,11,14].

In the study of Hydrodynamic limits a mean-field type assumption is quite frequent.
This means that a(i, j) = b(i, j) = N−1 for any pair of neurons (i, j), with N being
the size of the population of neurons. For recent neuromathematical models adopting the
mean-field assumption see, among others, the models in [3,6]. However, a more realistic
description should incorporate the mutual distance among neurons. In order to achieve such
accurate description,weuseKac potentials ideas and techniques developed for such potentials
in statistical mechanics. In our context, this means that the functions a(i, j) and b(i, j)
considered here are quite general but are scaled by factor N−1, if N stands for the size
of the set of neurons. For an account on hydrodynamic limits and Kac potentials we refer
respectively to [4–10] and [13].

To the best of our knowledge, it is the first time that stochastic modeling of spatially
structured neuronal networkswhose occurrences of spikes are described by Poisson processes
has been addressed. Most of the mathematical models of neuronal system taking into account
also spatial locations have been done with Brownian random components, see for instance
[15].

For each ε > 0, the set of neurons is denoted by �ε = (εZ)2 ∩[0, 1)2 and the state of our
system at time t ≥ 0 is specified by U(ε)(t) =

(
U(ε)
i (t), i ∈ �ε

)
, with U(ε)

i (t) ∈ R+. For

each neuron i ∈ �ε and time t ≥ 0, U(ε)
i (t) represents the membrane potential of neuron i

at time t . Our main result, Theorem 2, shows that the empirical distribution of the membrane
potentials converges, as ε → 0, to a law having, at each time t , ρt (u, r)dudr as a probability
density. This means that, in the limit, for any setC ⊂ [0, 1]2, interval I ⊂ R+ and time t ≥ 0,∫
I

∫
C ρt (u, r)dudr is the limit fraction of neurons located in C whose membrane potentials

are inside of I at time t . This limit density ρt (u, r) is the unique solution of a nonlinear PDE
of hyperbolic type.

The strategy for proving this theorem can be described in the following way. We identify
the process with its empirical distribution and, as a first step, we show that the sequence of
laws of the empirical distributions is tight. Once tightness is proven, we identify the limiting
law as supported by the solutions of the PDE by a coupling argument. Specifically, we first
approximate the true process by a discrete space and time family of processes Y (ε,δ,�,E,τ )

for which the analysis of the Hydrodynamic limit is somehow easier. Once established the
convergence to Y (δ,�,E,τ ), we obtain the result by taking δ, �, E, τ → 0. A similar approach
was recently used in [3], however, in the present work, we generalize their approach to the
case of spatially structured interacting neurons. Finally, we show the solutions of the PDE
are unique to get full convergence.

We organize this paper is the following way. In Sect. 2, we introduce our model and state
the mains results, namely, Theorems 1, 2 and 3. In addition, at the end of the section, we
argue that it is possible to work, without lost of generality, under a stronger condition on
the spiking rate ϕ. In Sect. 3, we prove Theorem 1 under this stronger condition. In Sect. 4,
we show tightness for the sequence of laws of the empirical distributions. In Sect. 5, we
define the family of auxiliary processes as well as the coupling algorithm for the true and
auxiliary processes. Moreover, we state Theorem 4 which claims that the auxiliary and true
processes are close to each other. Its proof is postponed to Appendix 1. In Sect. 6, we state
the hydrodynamic limit for the auxiliary process whose proof is given in the Appendix 3. In
Sect. 7, we conclude the proofs of Theorems 2 and 3. In the Appendix 4, we prove our results
for general firing rates ϕ.
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Fig. 1 The ε-mesh �ε of the set
[0, 1)2
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2 Model Definition and Main Results

For each ε > 0, let�ε = (εZ)2∩[0, 1)2 be a ε-mesh of the set [0, 1)2. The set�ε represents
the set of neurons and its size is |�ε| = ε−2, see Fig. 1.We consider a continuous timeMarkov
process (U(ε)(t))t≥0 taking values inR

�ε+ . For each t ≥ 0 and neuron i ∈ �ε, U
(ε)
i (t)models

the membrane potential of neuron i at time t . The global configuration at time t ≥ 0 is
denoted by

U(ε)(t) = (U(ε)
i (t), i ∈ �ε).

As usual in the theory of Markov processes, the dynamics of the processes is given through
the infinitesimal generator L. We assume that the action of L on any smooth test function
f : R�ε+ → R, is given by

L f (u) =
∑
i∈�ε

ϕ(ui , i)[ f (u + 
i (u)) − f (u)]

−
∑
i∈�ε

∂ f

∂ui
(u)
[
αui + ε2

∑
j∈�ε

b(i, j)(ui − u j )
]
, (2.1)

where for all i ∈ �ε , the function 
i : R�ε+ → R
�ε+ is defined by

(
i (u)) j =
{

ε2a(i, j), if j �= i
−ui , if j = i

,

with a : [0, 1)2 × [0, 1)2 �→ R+ being a Lipschitz continuous function such that a(r, r) = 0
for all r ∈ [0, 1)2, α is a nonnegative parameter, b : [0, 1)2 × [0, 1)2 �→ R+ is a symmetric
Lipschitz continuous function also satisfying b(r, r) = 0 for all r ∈ [0, 1)2, and
Assumption 1 ϕ ∈ C1(R+ × [0, 1)2,R+) is increasing in the first variable such that for all
r ∈ [0, 1)2, ϕ(0, r) = 0.

The first term in (2.1) depicts how the chemical synapses are incorporated in our model.
A neuron i with potential u spikes at rate ϕ(u, i). Intuitively this means that for any initial
configuration u ∈ R

�ε+ of the membrane potentials

P(U(t) = u + 
i (u) | U(0) = u) = ϕ(ui , i)t + o(t), as t → 0.
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Hydrodynamic Limit for Spatially Structured Interacting Neurons 1167

Thus, the function ϕ(·, i) is called firing or spiking rate of the neuron i . Notice that under such
assumption neurons may have different spike rates, i.e, the function ϕ(·, i) may be different
from ϕ(·, j). The function a(·, ·), appearing in the definition of 
i (·), mimics the chemical
synapses. The value ε2a(i, j) corresponds to the energy added to the membrane potential of
neuron j when neuron i spikes.

The second term in (2.1) represents both electrical synapses and leak currents. They
describe the deterministic time evolution of the system between two consecutive spikes.
More specifically, if there are no spikes in an interval of time [a, b], the membrane potential
of each neuron i ∈ �ε obeys the following ordinary differential equation

d

dt
U(ε)
i (t) = −αU(ε)

i (t) − ε2
∑
j∈�ε

b(i, j)
[
U(ε)
i (t) − U(ε)

j (t)
]
. (2.2)

The function b(·, ·) incorporates the action of the gap-junction channels. The value ε2b(i, j)
corresponds the synchronization strength between the neurons i and j. Notice also that the
first term of the right-hand side of (2.2) pushes the membrane potential of neuron i to the
resting state 0, so that we interpret α as the rate in which the membrane potential of each
neuron decreases due to leak channels.

Defining λ
(ε)
i = ε2

∑
j∈�ε

b(i, j) and b̃(i, j) = (
λ

(ε)
i

)−1
b(i, j), automatically i �→ λ

(ε)
i

and (i, j) �→ b̃(i, j) are Lipschitz continuous functions, ε2
∑

j∈�ε
b̃(i, j) = 1 and we can

rewrite the ODE (2.2) as

d

dt
U(ε)
i (t) = −αU(ε)

i (t) − λ
(ε)
i

[
U(ε)
i (t) − Ū(ε)

i (t)
]
,

where for each t ≥ 0 and i ∈ �ε ,

Ū(ε)
i (t) = ε2

∑
j∈�ε

b̃(i, j)U(ε)
j (t).

We call Ū(ε)
i (t) the local average potential of the neuron i at time t . Thus, the second term

of both ODE’s is, in fact, pushing with rate λ
(ε)
i the membrane potential of neuron i to an

average value which depends on i itself.
We shall study a simpler situation in which all rates λ

(ε)
i —and consequently the function

(i, j) �→ b(i, j)—do not change with ε, keeping all other properties. In this way, hereafter
we shall assume that there exist functions λ : [0, 1)2 �→ R+ and b : [0, 1)2 × [0, 1)2 �→ R+
satisfying:

(i) λ is Lipschitz continuous;
(ii) b is Lipschitz continuous such that for each i ∈ �ε , ε2

∑
j∈�ε

b(i, j) = 1;
(iii) Between consecutive spikes the membrane potential of each neuron i ∈ �ε obeys

d

dt
U(ε)
i (t) = −αU(ε)

i (t) − λi (U
(ε)
i (t) − Ū(ε)

i (t)), (2.3)

where for each t ≥ 0 and i ∈ �ε , Ū
(ε)
i (t) = ε2

∑
j∈�ε

b(i, j)U(ε)
j (t).

For notational convenience we shall write, for any r ∈ [0, 1)2, λr instead of λ(r).
For each ε > 0, the existence and uniqueness of the solution of (2.3) is simple, since it

is a finite system of linear differential equations. For each t ≥ 0, the unique solution, with
value u ∈ R

�ε+ at 0, is given by �t (u) = eAtu, where A is a symmetric matrix whose entries
depend on α, ε2, b and λ:
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A = (Ai, j : i, j ∈ �ε), Ai, j =
{

ε2λi b(i, j), if i �= j
−α − λi , if i = j

. (2.4)

In the result below,Theorem1,weprove the existence anduniqueness of the process described
above and provide an uniform control on the maximal membrane potential of the system.
The proof of Theorem 1 is omitted here since it is analogous, modulo a small modification of
the notation, to the proof of Theorem 1 given in [3]. In what follows, for any vector u ∈ R

�ε+ ,

||u|| = max
i∈�ε

{ui }.

With this notation, the maximum membrane potential at time t is ||U(ε)(t)||.
Theorem 1 Assume the function ϕ satisfies the Assumption 1.

(i) Given ε > 0 and u ∈ R
�ε+ , there exists a unique strong Markov process U(ε)(t) taking

values in R
�ε+ starting from u whose generator is given by (2.1).

(ii) Let P(ε)
u be the probability law under which the initial condition of the process U(ε)(t)

is U(ε)(0) = u ∈ R
�ε+ . Then for any R > 0 and T > 0 there exists a constant C > 0

such that

sup
u:‖u‖≤R

P(ε)
u

[
sup
t≤T

‖Uε(t)‖ < C
]

≥ 1 − c1e
−c2ε−2

, (2.5)

where c1 and c2 are suitable positive constants. All the constants C, c1 and c2 do not
depend on ε.

We now focus on the hydrodynamic limit of the process (U(ε)(t))t≥0. We suppose that for
all ε > 0 the following assumption holds.

Assumption 2 There exists a smooth function ψ0 : R+ × [0, 1)2 �→ R+ fulfilling the
conditions:

(i) For each r ∈ [0, 1)2, ψ0(·, r) is a probability density on R+ whose support is [0, R0];
(ii) ψ0(·, r) > 0 on [0, R0);
(iii)

(
U(ε)
i (0)

)
i∈�ε

is a sequence of independent random variables, U(ε)
i (0) being distributed

according to ψ0(u, i)du.

Remark 1 The above assumption canbeweakened. Indeed, all proofsworkunder the assump-
tion in which items (i) and (i i) are replaced by (i ′) and (i i ′) where

(i’) For each r ∈ [0, 1)2, ψ0(·, r) is a probability density on R+ with compact support
[0, R0(r)]; ψ0(·, r) > 0 on [0, R0(r)).

(ii’) There exits a positive parameter R0 such that

sup
r∈(0,1]2

R0(r) ≤ R0 < ∞.

Since the state space of the process changes with ε, it is convenient to identify our process
(U(ε)(t))t≥0 as an element of a suitable space which is independent of ε. The identification
is achieved through the map

R
�ε+ 
 U(ε)(t) �→ μ

(ε)
t := ε2

∑
i∈�ε

δ(
U(ε)
i (t),i

).
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Hydrodynamic Limit for Spatially Structured Interacting Neurons 1169

In this way we identify our process with the element t �→ μ
(ε)
t of the Skorohod space

D(R+,S ′
), where S is the Schwartz space of all smooth functions φ : R+ × [0, 1)2 → R,

and S ′
the dual space of S. The associated element μ(ε)

t has the nice biological interpretation
of being the empirical distribution of the membrane potential of the neurons at time t .

For any fixed T > 0, we denote the restriction of the process to [0, T ] by μ
(ε)
[0,T ] which

belongs to the space D
([0, T ],S ′)

.Wewrite P(ε)
[0,T ] to denote the law on D

([0, T ],S ′)
of the

processes μ
(ε)
[0,T ]. Our main result shows that for any positive T , the sequence of laws P(ε)

[0,T ]
converges, as ε → 0, to a law P[0,T ] on D

([0, T ],S ′)
which is supported by a deterministic

trajectory

ρ := (ρt (u, r)dudr)t∈[0,T ],u∈R+,r∈[0,1)2 .

The function ρt (u, r) is interpreted as the limit density function and is proved to solve the
nonlinear PDE

∂ρt (u, r)

∂t
+ ∂[V (u, r, ρt )ρt (u, r)]

∂u
= −ϕ(u, r)ρt (u, r), t > 0, u > 0 and r ∈ [0, 1)2,

(2.6)

where V (u, r, ρt ) = −αu − λr (u − ūt (r)) + pt (r), where for each t ≥ 0 and r ∈ [0, 1)2,

ūt (r) =
∫

[0,1)2

∫ ∞

0
ub(r, r ′)ρt (u, r ′)dudr ′, pt (r)

=
∫

[0,1)2

∫ ∞

0
a(r ′, r)ϕ(u, r ′)ρt (u, r ′)dudr ′ (2.7)

are respectively the limit average potential and the limit value added to themembrane potential
of the neurons near to the position r .

The boundary conditions of (2.6) are specified by

ρ0(u, r) = ψ0(u, r), ρt (0, r) = v(t, r), (2.8)

whereψ0(u, r) is given, while v(t, r) has to be derived together with (2.6). From our analysis
we deduce that

v(t, r) = qt (r)

λr ūt (r) + pt (r)
, (2.9)

where qt (r) is the proportion of neurons close to position r spiking at time t , i.e,

qt (r) =
∫ ∞

0
ϕ(u, r)ρt (u, r)du.

The expression of v(t, r) in (2.9) comes from conservation of mass in the following sense.
The function V (u, r, ρt ) may be interpreted as the limit velocity field, so that the proportion
of neurons close to location r which are moving away from the membrane potentials around
0 at time t is exactly V (0, r, ρt )ρt (0, r). On the other hand, the proportion of neurons close
to r spiking at t (these neurons will have potential very close to 0) is precisely qt (r). The
conservation of mass holds once we set V (0, r, ρt )ρt (0, r) = qt (r) which implies Eq. (2.9).

Since wemay haveψ0(0, r) �= v(0, r), i.e,ψ0(0, r) �= q0(r)
λr ū0(r)+p0(r)

, the function ρt (u, r)
may not be continuous, so that we need a weak formulation of (2.6).

Definition 1 A real-valued function R+ × R+ × [0, 1)2 
 (t, u, r) �→ ρt (u, r) is said to
be a weak solution of (2.6–2.8), if for all real-valued smooth functions u �→ f (u) and each
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r ∈ [0, 1)2, the real-valued function R+ 
 t �→ ∫∞
0 f (u)ρt (u, r)du is continuous in t ,

differentiable in t > 0 and

∂

∂t

∫ ∞

0
f (u)ρt (u, r)du −

∫ ∞

0
f ′(u)V (u, r, ρt )ρt (u, r)du − f (0)V (0, r, ρt )v(t, r)

= −
∫ ∞

0
ϕ(u, r) f (u)ρt (u, r)du, (2.10)

∫ ∞

0
f (u)ρ0(u, r)du =

∫ ∞

0
f (u)ψ0(u, r)du,

where V (u, r, ρt ) = −uα − λr (u − ūt (r)) + pt (r), with ūt (r) and pt (r) as in (2.7).

The solution of (2.10) can be computed explicitly by the method of characteristics. Char-
acteristics are curves along which the PDE reduces to an ODE. They are defined by the
equation

dx(t, r)

dt
= V (x(t, r), r, ρt ). (2.11)

The solution of (2.11) on the interval [s, t], with value u at s is denoted by Ts,t (u, r), u ∈ R+.
Its explicit expression is given by:

Ts,t (u, r) = e−(α+λr )(t−s)u +
∫ t

s
e−(α+λr )(t−h)[λr ūh(r) + ph(r)]dh.

The statement of our main theorem is the following.

Theorem 2 Under Assumptions 1 and 2, for any fixed T > 0,

P(ε)
[0,T ]

w→ P[0,T ] in D
([0, T ],S ′) as ε → 0,

where P[0,T ] is the law on D
([0, T ],S ′) supported by the distribution-valued trajectory ωt

given by

ωt (φ) =
∫

[0,1)2

∫ ∞

0
φ(u, r)ρt (u, r)dudr, t ∈ [0, T ],

for all φ ∈ S. The function ρt (u, r) is the unique weak solution of (2.6–2.8) with v0 = ψ0 and
v1 given by (2.9). Furthermore, ρt (u, r) is continuous inR+ ×R+[0, 1)2 \ {(t, T0,t (0, r), r) :
(t, r) ∈ R+ × [0, 1)2}, where it is also differentiable in t and u and its derivative satisfy
(2.6). Moreover, for any t ≥ 0 and r ∈ [0, 1)2, ρt (u, r) has compact support in u and

ρt (0, r) = qt (r)

λr ūt (r) + pt (r)
and

∫ ∞

0
ρt (u, r)du = 1.

The explicit expression of the solution ρt (u, r) for (t, u, r) with u ≥ T0,t (0, r), is:

ρt (u, r) = ψ0

(
T−1
0,t (u, r), r

)
exp

{
−
∫ t

0

[
ϕ
(
T−1
s,t (u, r), r

)− α − λr
]
ds

}
, (2.12)

and for (t, u, r) such that u = Ts,t (0, r) for some 0 < s ≤ t ,

ρt (u, r) = qs(r)

λr ūs(r) + ps(r)
exp

{
−
∫ t

s
[ϕ (Ts,h(0, r), r

)− α − λr ]dh
}

. (2.13)
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Theorem 3 Assume Assumptions 1 and 2. If additionally for all r ∈ [0, 1)2,

ψ0(0, r) = q0(r)

λr ū0(r) + p0(r)
, where q0(r) =

∫ ∞

0
ϕ(u, r)ψ0(u, r)du

and

ū0(r) =
∫

[0,1)2

∫ ∞

0
ub(r, r ′)ψ0(u, r)dudr ′,

p0(r) =
∫

[0,1)2

∫ ∞

0
a(r ′, r)ϕ(u, r)ψ0(u, r)dudr ′,

then ρt (u, r) is a continuous in the whole space R+ × R+ × [0, 1)2.
The estimate in (2.5) provided by Theorem 1 implies that with probability going to 1

as ε → 0 all the membrane potentials are uniformly bounded in the time interval [0, T ].
Therefore, we are allowed to change the values of the spiking rate ϕ for those values of
membrane potentials not reached by the system of neurons. In doing this we can suppose
without lost of generality that the function ϕ satisfies the following stronger condition.

Assumption 3 ϕ ∈ C1(R+×[0, 1)2,R+) is non-decreasing, Lipschitz continuous, bounded
and constant for all u ≥ u0 for some u0 > 0. We denote by ϕ∗ = ‖ϕ‖∞ the sup norm of ϕ.

The argument above is given precisely at the end of the Appendix 4.

3 Boundedness of the Membrane Potentials

Hereafter, we work under Assumption 3. Exploiting such assumption we are able to prove a
result stronger than in Theorem 1. Its proof is analogous to the proof of Proposition 1 in [3],
so that we omit it here.

Proposition 1 Let ϕ be any function satisfying Assumption 3.

(i) Given ε > 0 and u ∈ R
�ε+ there exists a unique strong Markov process U(ε)(t) taking

values in R
�ε+ starting from u whose generator is given by (2.1).

(ii) Let N (ε)(t) be the total number of spikes in the time interval [0, t]. For any t ≥ 0, it
holds

N (ε)(t) ≤ Ñ (ε)(t) stochastically,

where Ñ (ε)(t) is the total number of events in the time interval [0, t] of a Poisson process
with rate ε−2ϕ∗.

(iii) For any given T > 0, it holds that

sup
t≤T

‖U(ε)(t)‖ ≤ ‖U(ε)(0)‖ + a∗ε2N (ε)(T ),

where a∗ = ||a||∞. In particular, there exist positive constants c1 and c2 such that for
any ε > 0 and U(ε)(0):

P(ε)

U(ε)(0)

[
sup
t≤T

‖U(ε)(t)‖ ≤ ‖U(ε)(0)‖ + 2a∗ϕ∗T
]

≥ 1 − c1e
−c2T ε−2

. (3.1)

The constants c1 and c2 do not depend on ε.
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4 Tightness of the Sequence of Laws P(ε)
[0,T ]

In this section we shall prove the tightness of the sequence P(ε)
[0,T ] under Assumption 3. This

is the first step to prove Theorem 2. Although the proof of the tightness is similar to the one
provided in [3], we decide to keep it here for the sake of completeness.

Proposition 2 Assume Assumption 3. Assume also thatU(ε)(0) = u(ε) satisfies the Assump-
tion 2. Then the sequence of laws P(ε)

[0,T ] of μ
(ε)
[0,T ] is tight in D

([0, T ],S ′).

Proof Indeed, for any test function φ ∈ S and all t ∈ [0, T ], we write
μ

(ε)
t (φ) = ε2

∑
i∈�ε

φ(U(ε)
i (t), i).

By [12], we have only to check tightness of μ
(ε)
t (φ), t ∈ [0, T ] ∈ D

([0, T ],R) for any fixed
φ ∈ S. For that sake, we shall use a tightness criterion provided by Theorem 2.6.2 of [4].
The criterion requires the existence of a positive constant c such that

sup
t≤T

E
[
γ

(ε)
t

]2 ≤ c, sup
t≤T

[
σ

(ε)
t

]2 ≤ c, (4.1)

where γ
(ε)
t and σ

(ε)
t are respectively given by

γ
(ε)
t = L[μ(ε)

t (φ)], σ
(ε)
t = L[μ(ε)

t (φ)]2 − 2μ(ε)
t (φ)L[μ(ε)

t (φ)],
beingL the generator givenby (2.1). In order to show (4.1),we computeγ

(ε)
t .By its definition,

γ
(ε)
t = ε2

∑
j

∑
i �= j

ϕ(U(ε)
j (t), j)

[
φ
(
U(ε)
i (t) + ε2a( j, i), i

)
− φ(U(ε)

i (t), i)
]

+ ε2
∑
j

ϕ(U(ε)
j (t), j)

[
φ(0, j) − φ(U(ε)

j (t), j)
]

−αε2
∑
j

φ′(U(ε)
j (t), j)U(ε)

j (t) − ε2
∑
j

φ′(U(ε)
j (t), j)λ j [U(ε)

j (t) − Ū(ε)
j (t)].

From simple calculations we deduce, from the expression above, that

γ
(ε)
t = ε4

∑
j

∑
i �= j

ϕ(U(ε)
j (t), j)φ′(U(ε)

i (t), i)a( j, i) + ε2
∑
j

ϕ(U(ε)
j (t), j)φ(0, j)

− ε2
∑
j

ϕ(U(ε)
j (t), j)φ(U(ε)

j (t), j) − αε2
∑
j

φ′(U(ε)
j (t), j)U(ε)

j (t)

− ε2
∑
j

φ′(U(ε)
j (t), j)λ j [U(ε)

j (t) − Ū(ε)
j (t)] + O(ε2),

with

O(ε2) := ε2
∑
j

∑
i �= j

ϕ(U(ε)
j (t), j)

×
[
φ
(
U(ε)
i (t) + ε2a( j, i), i

)
− φ(U(ε)

i (t), i) − ε2a( j, i)φ′(U(ε)
i (t), i)

]
.
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Now, Assumption 3 implies that ϕ is bounded and since φ, φ′, φ′′, a, λ are also bounded, we
have that there is a positive constant c so that

|γ (ε)
t | ≤ c

⎛
⎝1 + ε2

∑
j

U(ε)
j (t) + ε2

∑
j

Ū(ε)
j (t)

⎞
⎠ ≤ c

(
1 + 2 sup

t≤T
||U(ε)(t)||

)
.

By Assumption 2 and Proposition 1, it follows that for a positive constant c not depending

on ε, supt≤T E

[
γ

(ε)
t

]2 ≤ c.

We now turn to the proof of (4.1) for σ
(ε)
t . For that sake, we write L = Lfire + L(α+λ),

where Lfireφ and L(α+λ)φ are given respectively by the first and second terms on the right
hand side of (2.1). Notice that L(α+λ) acts as a “derivative”, so that we have

L(α+λ)[μ(ε)
t (φ)]2 − 2μ(ε)

t (φ)L(α+λ)[μ(ε)
t (φ)] = 0.

The equality above is directly verified. Thus, it follows that

σ
(ε)
t = Lfire[μ(ε)

t (φ)]2 − 2μ(ε)
t (φ)Lfire[μ(ε)

t (φ)].
Since |2μ(ε)

t (φ)| ≤ c and we have already proven the bound for Lfire[μ(ε)
t (φ)], it remains

only to bound uniformly in t ≤ T and in ε, the L2-norm of Lfire[μ(ε)
t (φ)]2. By definition,

Lfire[μ(ε)
t (φ)]2 = ε4

∑
j

∑
i,k �= j

ϕ(U(ε)
j (t), j)

[
φ(U(ε)

i (t) + ε2a( j, i), i)φ(U(ε)
k (t)+ε2a( j, k), k)

−φ(U(ε)
i (t), i)φ(U(ε)

j (t), j)

]
+ ε4

∑
j

ϕ(U(ε)
j (t), j)[φ2(0, j) − φ2(U(ε)

j (t), j)]

+ 2ε4
∑
j

∑
i �= j

ϕ(U(ε)
j (t), j)[φ(0, j)−φ(U(ε)

j (t), j)][φ(U(ε)
i (t)+ε2a( j, i), i)−φ(U(ε)

i (t), i)].

Using the same type of arguments above we can show that the L2-norm of this term is
bounded uniformly in t ∈ [0, T ] and in ε, concluding the proof. A careful analysis in the
signs of the terms above shows that in fact σ (ε)

t → 0 as ε → 0. ��

5 The Auxiliary Process and the Coupling Algorithm

In this section we shall define an auxiliary process which we later shall prove that it is close
to the true process as ε → 0. This uniform closeness in the limit ε → 0 is the content of the
Theorem 4. The proof of this result is based on a coupling algorithm designed so that neurons
in both processes spike together as often as possible. In Sect. 6, we analyse the hydrodynamic
limit for the auxiliary process and in Sect. 7 we provide the proofs of Theorems 2 and 3.

Throughout the section ε is kept fixed so that we omit the superscript ε from U(ε)(t) and
all variables involved in the definition of the auxiliary process. Before defining the auxiliary
process we shall introduce three partitions.

Definition 2 (Partition on space) Let � > 0 be a fixed parameter such that �−1 is an integer
number. We then partition the set [0, 1)2 into half-open squares of side length �:

C� = {
C(m1,m2) : m1,m2 ∈ (�Z)2 ∩ [0, 1)2}, C(m1,m2) = [m1,m1 + �) × [m2,m2 + �).
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Fig. 2 The red dots represent the
centers of each half-open square
Cm with length � (Color figure
online)

(0,0)

(0,1)

(1,0)

(1,1)

= 4ε

ε

Λε

im

Since we shall not use the form chosen for the elements of C�, we take any enumeration of
the set (�Z)2 ∩ [0, 1)2 and assume that

C� = {Cm : m = 1 . . . , �−2}.
For each square Cm we denote by im its center.

Definition 3 (Partition on time) Let δ and τ be positive numbers such that δ is divisible by
τ . We partition the interval [0, δ) into intervals of length τ :

Jτ = {Jh : h = 1, . . . δτ−1}, Jh = [
δ − hτ, δ − (h − 1)τ

)
.

Let us explain the role of the partitions C� and Jτ in the definition of the auxiliary process.
The auxiliary process is denoted by Y (δ,�,E,τ )(nδ) (the parameter E will appear below) and
is defined at discrete times nδ, n ∈ N. Its definition is such that neurons in the square Cm ,
having potential U ≥ 0, spike with a constant rate ϕ(U, im) in the time interval [nδ, (n+1)δ).
Thus, neurons in same the square spike according to the same spiking rate u �→ ϕ(u, im).

Moreover, in the same interval, all firing events after thefirst one are suppressed (Fig. 2).
The configuration of Y (δ,�,E,τ ) is updated at every time interval

[
nδ, (n + 1)δ

)
. Neurons

in a common square have the same updating rule, so that we need to specify it in each
square for a single neuron. For that sake, denote by Ȳ (δ,�,E,τ )

im
(nδ) the average potential

attributed to neuron im in the auxiliary process at time nδ and take i ∈ Cm . Conditionally on
Ȳ (δ,�,E,τ )
im

(nδ) = ȳ(im), suppose first that i have not spiked during the interval
[
nδ, (n+1)δ

)
.

Then the value of its membrane potential at time (n+1)δ is obtained by first letting the value
of its current potential evolve, for a time δ, under the attraction of ȳ(im) and then taking into
account the effect of the spikes in the interval [0, δ). If, on the other hand, i have spiked in the
interval Jh , its potential is updated by first setting its current potential to 0 and then applying
the earlier updating rule during the interval

[
δ − (h − 1)τ, δ

)
. This means that the potential

of i is then attracted for a time (h − 1)τ by ȳ(im) and next the effect of the spikes during[
δ − (h − 1)τ, δ

)
is taken into account. Before giving the precise definition of the auxiliary

process, we need to introduce a third partition.

Definition 4 (Partition on the membrane potential at time 0) Let E be a positive real number
which divides R0. We then partition the interval [0, R0] into subintervals

IE = {Ik : k = 1, . . . , R0E
−1}, Ik = [

(k − 1)E, kE
)
.

For each Ik we denote its center by Ek .
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For each neuron i ∈ �ε , the value Y (δ,�,E,τ )
i (0) will be defined by first picking a point in

[0, R0] according to the probability density ψ0(u, i)du and then redefining it as Ek if the
chosen value belongs to Ik . The precise definition of the auxiliary process is given now.

The definition of the process is done by induction. Initially, we consider the map [0, R0] 

u �→ �0(u) which assigns �0(u) = Ek if u ∈ Ik and we then put

Y (δ,�,E,τ )
i (0) = �0(Ui (0)), for each i ∈ �ε. (5.1)

Now suppose that the configuration Y (δ,�,E,τ )(nδ) = y = (yi , i ∈ �ε) is given and consider
the sequence of independent exponential random variables (ξi )i∈�ε which are independent
of anything else, whose rates are ϕ(yi , im) when i ∈ Cm . Notice that we keep constant the
spiking intensity of the neurons. We write N (m, h) to denote the number of neurons in Cm

spiking in the interval Jh ∈ Jτ ,

N (m, h) =
∑
i∈Cm

1{ξi∈Jh}, Jh = [
δ − hτ, δ − (h − 1)τ

)
, (5.2)

while the contribution, due to spikes of other neurons, to the membrane potential of those
neurons in Cm which spike in Jh is given by

S(m, h) = ε2
�−2∑
m′=1

h−1∑
s=1

a(im′ , im)N (m′, s), h = 2, . . . , δτ−1,

and for h = 1, we set S(m, 1) = 0. Neurons which do not spike in [nδ, (n + 1)δ) will have
their membrane potentials increased by

S(m) = ε2
�−2∑
m′=1

δτ−1∑
h=1

a(im′ , im)N (m′, h). (5.3)

The average potential of neuron im (at time nδ) is defined by

ȳ(im) = ε2
�−2∑
m′=1

∑
i∈Cm′

b(im, im′)yi .

Notice that the electrical synaptic strength is constant in each square Cm′ . Setting for sim-
plicity ȳ(m) := ȳ(im) and λm := λim , we write,

�t,ȳ(m)(yi ) = e−t (α+λm )yi + λm

α + λm

(
1 − e−t (α+λm )

)
ȳ(m), 0 ≤ t ≤ δ, i ∈ Cm, (5.4)

for deterministic flow attracting the value yi to ȳim , and set

Y (δ,�,E,τ )
i ((n + 1)δ) = �δ,ȳ(m)(yi ) + S

(
m), i ∈ Cm, if ξi > δ. (5.5)

Hence neurons which did not spike follow the deterministic flow for a time δ. Afterwards, we
add to their membrane potentials the value S(m), generated by the spiking of other neurons,
only at the end of the interval [nδ, (n + 1)δ).

For those neurons which spike in the interval Jh , we set

Y (δ,�,E,τ )
i ((n + 1)δ) = �(h−1)τ,ȳ(m)(0) + S(m, h), i ∈ Cm, if ξi ∈ Jh . (5.6)

This is the value of the membrane potential of a neuron initially having potential 0, following
the deterministic flow for the remaining time (h − 1)τ and receiving an additional potential
S(m, h), due to spikes of other neurons in the time interval

[
δ − (h − 1)τ, δ

)
.

123



1176 A. Duarte et al.

Remark 2 Notice that all variables N (m, h), S(m, h), S(m) and ȳ(m) depend also on n. We
shall stress this dependency in the analysis of the hydrodynamic limits for Y (δ,�,E,τ ), Sect. 6.

Remark 3 Even though the auxiliary process Y (δ,�,E,τ ) is defined in such away that Y (δ,�,E,τ )

is close to the true process, we could have chosen the distribution of the spiking neurons in
the auxiliary process differently. The choice we have made is convenient, specially in the
analysis of the hydrodynamic limit for Y (δ,�,E,τ ).

5.1 Coupling the Auxiliary and True Processes

In this section, we present a coupling algorithm for the two processes (U(nδ))n≥1 and
(Y (δ,�,E,τ )(nδ))n≥1. The algorithm is designed so that neurons in both processes spike
together as often as possible.

At time 0, it is set, for each i ∈ �ε, Y
(δ,�,E,τ )
i (0) = �0(Ui (0)). Then, for n ≥ 0, the

input of the algorithm is the configuration (U(nδ), Y (δ,�,E,τ )(nδ)) and its output is the new
configuration (U((n+1)δ), Y (δ,�,E,τ )((n+1)δ)). The following auxiliary variables are used
in the algorithm.

• (u, y) ∈ R
�ε+ × R

�ε+ representing the configuration of membrane potentials in the two
processes and ȳ(m) = ε2

∑
m′
∑

i∈Cm′ b(im′ , im)yi representing the average membrane
potential of the neuron im .

• Independent random times ξ1i , ξ2i , ξi ∈ (0,∞), i ∈ �ε , indicating possible times of
updates.

• q = (qi , i ∈ �ε) ∈ {0, 1}�ε . The variable qi marks the possible spike of the neuron i in
the auxiliary process.

• β = (βi , i ∈ �ε) ∈ {0, 1, . . . δτ−1}�ε . The variable βi indicates in which subinterval of
length τ the neuron i has spiked in the auxiliary process. The condition βi = 0 means
the neuron i has not spiked.

• L ∈ [0, δ] indicates the remaining time after each update of the system.

The deterministic flows follow by the processes U and Y (δ,�,E,τ ) make part of the cou-
pling algorithm. Recall that the deterministic flow of the process Y (δ,�,E,τ )

i is denoted by
�t,ȳ(m)(yi ), see Eq. (5.4), while the deterministic flow of the Ui at time t is � i

t,u(ui ) :=
(�t (u))i = (eAtu)i , see (2.4) and formulas therein.

The coupling algorithm can be described as follows. Conditionally on random vector
(U(nδ), Y (δ,�,E,τ )(nδ)) = (u, y), we attach to each neuron i two independent random clocks
ξ1i and ξ2i . For i ∈ Cm , ξ1i has intensity ϕ(� i

t,u(ui ), i) ∧ ϕ(yi , im), while ξ2i intensity
|ϕ(� i

t,u(ui ), i)−ϕ(yi , im)|. Random clocks associated to different neurons are independent.
If ξ1i rings first, then the neuron i spikes in both processes and the coupling is successful. On
the other hand, if ξ2i rings first, then the neuron i fires only in the process whose membrane
potential of i at time ξ2i − is the largest. Whenever the neuron i fires in the interval Jh , in the
auxiliary process, we set qi = 1 and βi = h and disregard other spikes of i in the auxiliary
process. Thus, all other possible spikes of i will be considered in the true process Ui . For
this reason we also consider a random clock ξi with intensity ϕ(� i

t,u(ui ), i) whose rings will
indicate the next spikes of i in the true process. All the random clocks are considered only if
they ring in the interval of time [0, δ).

The algorithm is given below.
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Algorithm 1 Coupling algorithm

1: Input:
(
U(ε)(nδ), Y (δ,�,E,τ )(nδ)

)

2: Output:
(
U(ε)((n + 1)δ), Y (δ,�,E,τ )((n + 1)δ)

)

3: Initial values: (u, y) ←
(
U(ε)(nδ), Y (δ,�,E,τ )(nδ)

)
, qi ← 0 and βi ← 0, for all i ∈ �ε , L ← δ

4: while L > 0 do
5: For each i ∈ �ε , choose independent random times

• ξ1i with intensity ϕ(�i
t,u(ui ), i) ∧ ϕ(yi , im ) for all neurons in Cm

• ξ2i with intensity |ϕ(�i
t,u(ui ), i) − ϕ(yi , im )| for all neurons in Cm

• ξi with intensity ϕ(�i
t,u(ui ), i)

• R = inf
i∈�ε; qi=0

(ξ1i ∧ ξ2i ) ∧ inf
i∈�ε; qi=1

ξi

6: if R ≥ L then
Stop situation:

7: yi ← �δ,ȳ(m)(yi ) + S(m), for all i ∈ �ε ∩ Cm such that qi = 0
8: yi ← �(βi−1)τ,ȳ(m)(0) + S(m, βi ), for all i ∈ �ε ∩ Cm such that qi = 1

9: ui ← �i
L ,u(ui ), L ← 0

10: else if R = ξ1i < L then

11: L ← L − R, qi ← 1, βi ← δτ−1 − (⌈ R
τ

⌉− 1
)

12: ui ← 0,u j ← �
j
R,u(u j ) + ε2a(i, j) for all j �= i

13: else if R = ξ2i < L then

14: if ϕ(�i
R,u(ui ), i) > ϕ(yi , im ) then

15: L ← L − R, ui ← 0, u j ← �
j
R,u(u) + ε2a(i, j) for all j �= i

16: end if
17: if ϕ(�i

R,u(ui ), i) ≤ ϕ(yi , im ) then

18: L ← L − R, qi ← 1 , βi ← δτ−1 − (⌈ R
τ

⌉− 1
)
, ui ← �i

R,u(ui ) for all i ∈ �ε

19: end if
20: else if R = ξi < L then

21: L ← L − R, ui ← 0, u j ← �
j
R,u(ui ) + ε2a(i, j) for all j �= i

22: end if
23: end while
24:

(
U(ε)((n + 1)δ), Y (δ,�,E,τ )((n + 1)δ)

) ← (u, y)

25: Return
(
U(ε)((n + 1)δ), Y (δ,�,E,τ )((n + 1)δ)

)

5.2 Consequences of the Coupling Algorithm

The Theorem 4 is the main result of this section. It states that typically the difference of
the potentials 
i (n) = |Ui (nδ) − Y (δ,�,E,τ )

i (nδ)| is small (proportionally to δ). In addition,
it claims that the proportion of neurons having large values of 
i (n) is also small (again
proportional to δ).

Definition 5 A label i ∈ �ε is called “good at time kδ” if for all n ≤ k the following is true:

(i) Either ξ1i rings first and ξi does not ring on interval [(n − 1)δ, nδ];
(ii) or neither ξ1i nor ξ2i ring on the interval [(n − 1)δ, nδ].
We denote by Gn the set of good labels at time nδ and Bn = �ε \Gn the set of bad labels. For
i ∈ Gn we set 
i (n) := |Ui (nδ)−Y (δ,�,E,τ )

i (nδ)| so that the maximum distance between the
membrane potential of the true and auxiliary process, for the good labels, is

θn = max{
i (k), i ∈ Gn , k ≤ n}.
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We now enunciate Theorem 4. Its proof is postponed to Appendix 1.

Theorem 4 Grant Assumption 3, for any given T > 0, there exist δ0 > 0 and a constant C
depending on ‖ϕ‖∞ and on T such that for all δ ≤ δ0,

θn ≤ Cδ and ε2|Bn | ≤ Cδ for all n such that nδ ≤ T,

with probability ≥ 1 − c1δ−1e−c2ε−2δ4 . The constants c1 and c2 do not depend on ε and δ.

For any test function φ ∈ S and n ≥ 1, we write

ν
(δ,�,E,τ )
nδ (φ) = ε2

∑
i∈�ε

φ(Y (δ,�,E,τ )
i (nδ), i).

As a by product of Theorem 4, we obtain an upper bound for the L1- distance between the
random variables μnδ(φ) and ν

(δ,�,E,τ )
nδ (φ), for each test function φ ∈ S. This result will be

used, in Sect. 7, in the analysis of the Hydrodynamic for U. Let

T =
{
t ∈ [0, T ] : t = n2−qT, n, q ∈ N

}
.

Remember that P(ε)
u denotes the law under which the true processU (ε)(t) satisfies the condi-

tion U(0) = u.Wewrite P̃(ε)
u to denote the law under which the process Y (δ,�,E,τ )(·) satisfies

�0(u) = (�0(ui ), i ∈ �ε) and write Q(ε)
u to denote the joint law of the true and auxiliary

processes induced by coupling algorithm provided above. We shall denote the associated
expectations by E (ε)

u and Ẽ (ε)
u , and, by abuse of notation, the joint expectation by Q(ε)

u .

Proposition 3 Take t ∈ T , δ ∈ {2−qT, q ∈ N} and let n be such that t = δn and fix φ ∈ S.
Then, there exists a constant C, not depending on δ, such that

Q(ε)
u

[∣∣μt (φ) − ν
(δ,�,E,τ )
t (φ)

∣∣] ≤ C ||ϕ||Lip
(e−Cε−2δ4

δ
+ δ

)
. (5.7)

The proof is given in Appendix 2. Next, in Sect. 6, we study the hydrodynamic limit for
the approximating process and, in Sect. 7, we conclude the proof of Theorems 2 and 3.

6 Hydrodynamic Limit for the Auxiliary Process

In this section, we initially describe the random evolution of the membrane potentials in the
auxiliary process. Next, we define a deterministic version of this evolution taking into account
the average behaviour of the auxiliary process in each time interval

[
nδ, (n + 1)δ

)
. Beside,

we also consider the random variables which compute the number of neurons of the auxiliary
process in a given square with a given potential and, from the dynamics of these variables,
we define a second deterministic evolution. The main theorem of this section, Theorem 5,
states that both the random potentials and the counting variables become deterministic as
ε → 0 and they are described respectively by the first and second deterministic evolutions.

In the remaining of the section these deterministic evolutions will be used to define the
hydrodynamic evolution for the auxiliary processes. When necessary we shall stress the
dependence both on ε and nwriting Y (ε,δ,�,E,τ ), N (ε)

n (m, h), ȳ(ε)
n (m), S(ε)

n (m, h) and S(ε)
n
(
m).
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6.1 Hydrodynamic Evolution of the Auxiliary Process

Throughout the subsection the parameters δ, �, E, τ are kept fixed, so that we omit the
superscript in all variables considered below. In what follows we work in Cm and doing so
we drop also the dependency on m unless some confusion may arise.

We denote by E(ε)
n the random set of potentials which the auxiliary process (restricted to

Cm) assume at time nδ. By (5.1), we have E(ε)
0 = {E (ε)

0,k : k = 1 . . . , R0E−1} where we set
E (ε)
0,k = Ek .At time δ, the potential of neurons which spike in the Jh = [

δ−hτ, δ−(h−1)τ
)
,

independently of their initial membrane potentials, will be a value E (ε)
1,h ∈ E(ε)

1 . By (5.6), we
immediately see that

E (ε)
1,h = �

(h−1)τ,ȳ(ε)
0 (m)

(0) + S(ε)
1 (m, h), h = 1, . . . , δτ−1. (6.1)

On the other hand, at time δ, the membrane potential of those neurons which initially had
potential E (ε)

0,k and do not spike will be a value E
(ε)

1,k+δτ−1 ∈ E(ε)
1 . Recalling (5.5), it is readily

verified that

E (ε)

1,k+δτ−1 = �
δ,ȳ(ε)

0 (m)

(
E (ε)
0,k

)
+ S(ε)

1 (m), k = 1, . . . , |E(ε)
0 | (6.2)

where E (ε)
0,k ∈ E0. Thus, we may split the elements of the finite set E(ε)

1 into two groups. The
first group consists of those potentials satisfying (6.2), reached only by neurons which do
not spike in [0, δ). On the other hand, due to spikes of neurons in the interval [0, δ) some
potentials are “created” at time δ. This leads to the second group of potentials, those satisfying
(6.1). Moreover, the following chain of inequalities holds

0 = E (ε)
1,1 < . . . < E (ε)

1,δτ−1 < E (ε)

1,1+δτ−1 < . . . < E (ε)

1,R0E−1+δτ−1 .

Iterating the argument above, for each nδ ≤ T , we may also split the elements of the set E(ε)
n

into two groups. Those potentials belonging to the first group satisfy

E (ε)

n,k+δτ−1 = �
δ,ȳ(ε)

n−1(m)

(
E (ε)
n−1,k

)
+ S(ε)

n (m), k = 1, . . . , |E(ε)
n−1|,

where E (ε)
n−1,k ∈ E(ε)

n−1, while the potentials of the second group satisfy

E (ε)
n,h = �

(h−1)τ,ȳ(ε)
n−1(m)

(0) + S(ε)
n (m, h), h = 1, . . . , δτ−1.

From our definitions, we have also that

0 = E (ε)
n,1 < . . . < E (ε)

n,δτ−1 < E (ε)

n,1+δτ−1 < . . . < E (ε)

n,R0E−1+nδτ−1 .

Now, writing

e(ε)
n (m) = Ẽ (ε)

Y (ε,δ,�,E,τ )(0)

[
Ȳ (ε,δ,�,E,τ )
im

(nδ)
]
, 1 ≤ m ≤ �2, nδ ≤ T, (6.3)

to denote the expected value of the local average membrane potential Ȳ (ε,δ,�,E,τ )
im

at time nδ,

we set D(ε)
0 = E(ε)

0 and then recursively define for k = 1, . . . , |D(ε)
n−1|,

D(ε)

n,k+δτ−1 := �
δ,e(ε)

n−1(m)

(
D(ε)
n−1,k

)+ Ẽ (ε)

Y (ε,δ,�,E,τ )(0)

[
S(ε)
n (m)

]
, with D(ε)

n−1,k ∈ D(ε)
n−1, (6.4)

D(ε)
n,h := �

(h−1)τ,e(ε)
n−1(m)

(0) + Ẽ (ε)

Y (ε,δ,�,E,τ )(0)

[
S(ε)
n (m, h)

]
, h = 1, . . . , δτ−1. (6.5)
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Given E (ε)
n,k ∈ E(ε)

n , we write η
(ε)
n (m, k) to denote the number of neurons of Y (ε,δ,�,E,τ ), in

Cm , with membrane potential E (ε)
n,k at time nδ. Finally, we write

ζ
(ε)
0 (m, k) = Ẽ (ε)

Y (ε,δ,�,E,τ )(0)

[
η

(ε)
0 (m, k)

]
,

to denote the expected number of neurons of the Y (ε,δ,�,E,τ ) in the squareCm whose potential
at time 0 is E (ε)

0,k , and iteratively we set

ζ (ε)
n (m, k + δτ−1) = ζ

(ε)
n−1(m, k)e−δϕ

(
D(ε)
n−1,k ,im

)
, D(ε)

n−1,k ∈ D(ε)
n−1, (6.6)

and for h = 1, . . . δτ−1,

ζ (ε)
n (m, h) =

∑
k

ζ
(ε)
n−1(m, k)

(
e−(δ−hτ)ϕ

(
D(ε)
n−1,k ,im

)
− e−(δ−(h−1)τ )ϕ

(
D(ε)
n−1,k ,im

))
. (6.7)

Suppose we have computed the number neurons of Y (ε,δ,�,E,τ ), in Cm , with a given potential
E (ε)
n−1,k . Then, the probability of a neuron with such potential does not spike in the interval

[0, δ) is exactly e−δϕ
(
E (ε)
n−1,k ,im

)
. Thus, we expect that the number of neurons having potential

E (ε)
n,k at the next step satisfies

η(ε)
n (m, k + δτ−1) ≈ η

(ε)
n−1(m, k)e−δϕ

(
E (ε)
n−1,k ,im

)
.

This relation explains (6.6). Similarly, we notice that the expected fraction of those neurons
having potential E (ε)

n−1,k , which spike in the interval Jh = [
δ −hτ, δ − (h−1)τ

)
is precisely

ηn(m, k)
(
e−(δ−hτ)ϕ

(
E (ε)
n−1,k ,im

)
− e−(δ−(h−1)τ )ϕ

(
E (ε)
n−1,k ,im

))
.

Then, summing over k we get the random version of (6.7).
We shall show that the random membrane potentials E (ε)

n,k are close (proportionally to

ε1/2) to the deterministic values D(ε)
n,k define above. Furthermore, it will be shown that the

collection of counting variables η
(ε)
n (m, k) are close to the values ζ

(ε)
n (m, k). Here, close

means again to be proportional to ε1/2.

Theorem 5 There exist positive constants C, c1 and c2, not depending on ε such that for all
n with 0 ≤ nδ ≤ T , E (ε)

n,k ∈ E(ε)
n and D(ε)

n,k ∈ D(ε)
n ,

∣∣E (ε)
n,k − D(ε)

n,k

∣∣ ≤ Cε1/2, ε2
∣∣η(ε)

n (m, k + δτ−1) − ζ (ε)
n (m, k + δτ−1)

∣∣ ≤ E�2ε1/2

for k = 1, . . . , |E(ε)
n | and

ε2
∣∣∣η(ε)

n (m, h) − ζ (ε)
n (m, h)

∣∣∣ ≤ τ�2ε1/2, h = 1, . . . , δτ−1,

with probability ≥ 1 − c1ec2ε
−1

.

The proof is given in the Appendix 3.

Remark 4 The constant C, c1 and c2 given in the Theorem 5, which does depend on ε, turns
out to have a bad dependency on the parameters δ, �, E and τ . However all these parameters
are fixed in this section, so that the Theorem 5 implies that both E (ε)

n,k and D(ε)
n,k , as well as

ε2ηn(m, k) and ε2ζn(m, k) are close to each other as ε → 0 (keeping δ, �, E, τ fixed).
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6.2 The Limit Trajectory of the Auxiliary Process

As a consequence of the Theorem 5 we shall prove that the law of νnδ converges in the
Hydrodynamic limit to a limit law denote by ρ

(δ,�,E,τ )
nδ (u, r) to be defined below. The limit

as ε → 0 of D(ε)
n,k and ζn,m

(
D(ε)
n,k

)
will appear in its definition. In what follows we make

explicit the dependence on δ, �, E, τ writing D(ε,δ,�,E,τ )
n,k , ζ (ε,δ,�,E,τ )

n (m, k), e(ε,δ,�,E,τ )
n (m),

S(ε,δ,�,E,τ )
n (m) and S(ε,δ,�,E,τ )

n (m, h.)

We set for each 1 ≤ k ≤ R0E−1 and 1 ≤ m ≤ �−2,

ζ
(δ,�,E,τ )
0 (m, k) := lim

ε→0
ε2ζ

(ε,δ,�,E,τ )
0 (m, k), I0,k = Ik ∈ IE .

By Assumption 2 this limit exits and its value is equal to
∫
Cm

∫
Ik

ψ0(u, im)du. The value

ζ
(δ,�,E,τ )
0 (m, k) has the nice probabilistic meaning of being the limit fraction of neurons,

inside Cm , whose membrane potential is D(ε,δ,�,E,τ )
0,k = D(δ,�,E,τ )

0,k = Ek .

The function ρ
(δ,�,E,τ )
0 (u, r) is then obtained by distributing the number ζ0,m

(
D(δ,�,E,τ )
0,k

)
uniformly over the rectangle I0,k × Cm :

ρ
(δ,�,E,τ )
0 (u, r) := ζ

(δ,�,E,τ )
0 (m, k)

E�2
, (u, r) ∈ I0,k × Cm . (6.8)

We now give its definition at a general step nδ.We first compute the limit potentials D(δ,�,E,τ )
1,h

and D(δ,�,E,τ )

n,k+δτ−1 . Taking the limit as ε → 0 of in the expressions (6.4) and (6.5), it follows
that

D(δ,�,E,τ )

n,k+δτ−1 = �
δ,e(δ,�,E,τ )

n−1 (m)

(
D(δ,�,E,τ )
n−1,k

)
+ s(δ,�,E,τ )

n (m), (6.9)

D(δ,�,E,τ )
n,h = �

(h−1)τ,e(δ,�,E,τ )
n−1 (m)

(0) + s(δ,�,E,τ,h)
n (m),

where for each n ≥ 0, the functions e(δ,�,E,τ )
n (m), s(δ,�,E,τ )

n (m) and s(δ,�,E,τ,h)
n (m) are

obtained by letting ε → 0 :
e(δ,�,E,τ )
n (m) = lim

ε→0
e(ε,δ,�,E,τ )
n (m),

s(δ,�,E,τ )
n (m) = lim

ε→0
Ẽ (ε)

Y (ε,δ,�,E,τ )(0)

[
S(ε,δ,�,E,τ )
n (m)

]
,

s(δ,�,E,τ,h)
n (m) = lim

ε→0
Ẽ (ε)

Y (ε,δ,�,E,τ )(0)

[
S(ε,δ,�,E,τ )
n (m, h)

]
.

We need also to compute the limit as ε → 0 of the numbers ζ
(ε,δ,�,E,τ )
n (m, k). By letting

ε → 0 in (6.6), it is clear that

ζ (δ,�,E,τ )
n (m, k + δτ−1) = ζ

(δ,�,E,τ )
n−1 (m, k)e

−δϕ

(
D(δ,�,E,τ )
n−1,k ,im

)
. (6.10)

Similarly, sending ε → 0 in (6.7), we have that

ζ (δ,�,E,τ )
n (m, h) =

∑
k

ζ
(δ,�,E,τ )
n−1 (m, k)

(
e−(h−1)τϕ

(
D(δ,�,E,τ )
n−1,k ,im

)
− e−hτϕ

(
D(δ,�,E,τ )
n−1,k ,im

))
.

(6.11)
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Now, consider the set of intervals I(δ,�,E,τ )
n,k =

{
I (δ,�,E,τ )
n,k

}
where for h = 1, . . . , δτ−1,

the intervals are of the form

I (δ,�,E,τ )
n,h =

[
D(δ,�,E,τ )
n,h , D(δ,�,E,τ )

n,h+1

)
,

while for k = 1, . . . , |D(δ,�,E,τ )
n−1 |, I (δ,�,E,τ )

n,k+δτ−1 is the interval having center in the value D
(δ,�,E,τ )

n,k+δτ−1

whose length satisfies

|I (δ,�,E,τ )

n,k+δτ−1 | = e−(α+λm )δ|I (δ,�,E,τ )

n−1,k+δτ−1 |. (6.12)

Finally, we set

ρ
(δ,�,E,τ )
nδ (u, r) = ζ

(δ,�,E,τ )
n (m, k)

|I (δ,�,E,τ )
n,k |�2

, (u, r) ∈ I (δ,�,E,τ )
n,k × Cm . (6.13)

Notice that ρ(δ,�,E,τ )
nδ (u, r) is obtained by distributing the number ζ

(δ,�,E,τ )
n (m, k) uniformly

over the rectangle In,k ×Cm . Furthermore, for all r ∈ [0, 1)2, the function ρ
(δ,�,E,τ )
nδ (u, r) is

a probability density on R+, i.e,

1 =
∫ ∞

0
ρ

(δ,�,E,τ )
nδ (u, r)du.

As an immediate consequence of the definition of ρ
(δ,�,E,τ )
nδ and of Theorem 5,

Corollary 1 (Hydrodynamic limit for the auxiliary process) Let t ∈ T , δ ∈ {2−qT, q ∈ N}
such that t = δn for some positive integer n and φ ∈ S. Then almost surely, as ε → 0,

ν
(δ,�,E,τ )
t (φ) →

∫

[0,1)2

∫ ∞

0
φ(u, r)ρ(δ,�,E,τ )

t (u, r)dudr.

6.3 Convergence of ρ
(δ,�,E,τ)
nδ

as �, E, τ → 0 and Its Consequences

We shall next prove that the limit evolution ρ
(δ,�,E,τ )
nδ (u, r) converges as �, E, τ → 0 to

a function denoted by ρ
(δ)
nδ (u, r). Its explicit expression will be given in the Proposition 4

below. Before going to this proposition, we shall make some considerations which motivate
the definitions of all ingredients involved in the definition of ρ

(δ)
nδ (u, r).

The convergence of ρ
(δ,�,E,τ )
0 (u, r) is direct. Indeed, by definition (6.8), we have that

ρ
(δ,�,E,τ )
0 (u, r) = ρ

(�,E)
0 (u, r) and by smoothness of ψ0, defining ρ

(δ)
0 (u, r) = ψ0(u, r), it

follows

lim
E,�→0

||ρ(�,E)
0 − ρ

(δ)
0 ||∞ = 0. (6.14)

Now, we set ū(δ)
0 (r) := lim�,E,τ→0 e

(δ,�,E,τ )
0 (m) and δp(δ)

0 (r) := lim�,E,τ→0 s
(δ,�,E,τ )
1 (m)

where the index m = m(r, �) is such that for each � , r ∈ Cm . Let us compute their explicit
expressions. Recall that |I (δ,�,E,τ )

k,0 | = E so that we write E (E)
0,k instead of E0,k to stress the

dependence on E. By equality (6.3).

e(ε,δ,�,E,τ )
0 (m) = ε2

�−2∑
m′=1

R0E−1∑
k=1

b(im, im′)E (E)
0,k ζ

(ε,δ,�,E,τ )
0 (m, k)
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so that taking the limit as ε → 0, we get from (6.8) that

e(δ,�,E,τ )
0 (m) = E�2

∑
m′,k

b(im′ , im)E (E)
0,k ρ

(δ,�,E,τ )
0 (E (E)

0,k , im′).

From this last expression and using the uniform convergence in (6.14), we immediately have

ū(δ)
0 (r) =

∫

[0,1)2

∫ ∞

0
ub(r ′, r)ρ(δ)

0 (u, r ′)dudr ′. (6.15)

We now derive the expression of δp(δ)
0 (r). Notice that by definition, see (5.3),

Ẽ (ε)

Y (ε,δ,�,E,τ )(0)

[
S(ε,δ,�,E,τ )
1 (m)

]=ε2
�−2∑
m′=1

R0E−1∑
k=1

a(im′ , im)ζ
(ε,δ,�,E,τ )
0 (m, k)

(
1−e−δϕ(E (E)

0,k ,im′ )).

Thus, it follows as before that

s(δ,�,E,τ )
1 (m) = E�2

�−2∑
m′=1

R0E−1∑
k=1

a(im′ , im)ρ
(δ,�,E,τ )
0

(
E (E)
0,k , im′

)(
1 − e−δϕ(E (E)

0,k ,im′ )).

Therefore, using again (6.14) and then taking �, E → 0 in the above expression, we deduce
that

δp(δ)
0 (r) := lim

�,E,τ→0
s(δ,�,E,τ )
1 (m) =

∫

[0,1)2

∫ ∞

0
a(r ′, r)ρ(δ)

0 (u, r ′)(1 − e−δϕ(u,r ′))dudr ′,

(6.16)

which implies that

p(δ)
0 (r) =

∫

[0,1)2

∫ ∞

0
a(r ′, r)ρ(δ)

0 (u, r ′) (1 − e−δϕ(u,r ′))

δ
dudr ′.

We now shall deduce the expression of ρ
(δ)
δ . Given a pair (u, r), ρ(δ)

δ (u, r) is interpreted as
the fraction of neurons around position r having potential close to the value u at time δ.

Notice that by the considerations above and (6.9), it follows that

D(δ,�,E,τ )

1,1+δτ−1 = �
δ,e(δ,�,E,τ )

0 (m)
(D(δ,�,E,τ )

0,1 ) + s(δ,�,E,τ )
1 (m)

= �
δ,e(δ,�,E,τ )

0 (m)
(E (E)

0,1 ) + s(δ,�,E,τ )
1 (m) → x0(r), as E, � → 0,

where x0(r) = λr
α+λr

(1 − e−δ(α+λr ))ū(δ)
0 (r) + δp(δ)

0 (r). Now, we claim that for (u, r) with
u ≥ x0(r), it holds true that

E (E)
0,k → �−1

δ,ū(δ)
0 (r)

(u) − e(α+λr )δ p(δ)
0 (r)δ, as E, � → 0, (6.17)

where the index k = k(u, �, E) is such that for each � and E , u ∈ I (δ,�,E,τ )

1,k+δτ−1 . Indeed, using
again (6.9),
∣∣∣E (E)

0,k − �−1
δ,ū(δ)

0 (r)
(u) + e(α+λr )δ p(δ)

0 (r)δ
∣∣∣ ≤

∣∣∣�−1
δ,e(δ,�,E,τ )

0 (m)
(E (δ,�,E,τ )

1,k+δτ−1) − �−1
δ,ū(δ)

0 (r)
(u)

∣∣∣

+
∣∣∣e(α+λr )δ p(δ)

0 (r)δ − e(α+λm )δs(δ,�,E,τ )
1 (m)

∣∣∣.
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The second term in the right hand side of the inequality above goes to 0, as E, � → 0, thanks

to (6.16). Now, using that by definition
∣∣∣u − E (δ,�,E,τ )

1,k+δτ−1

∣∣∣ → 0, as E, � → 0 and (6.15), it is

not difficult to conclude that the first term in the right hand side of the inequality above also
goes to 0 as E, � → 0.

Now, observe that by Eqs. (6.10), (6.12) and (6.13), for (u, r) ∈ I (δ,�,E,τ )

1,k+δτ−1 × Cm,

ρ
(δ,�,E,τ )
δ (u, r) = ρ

(δ,�,E,τ )
0

(
�−1

δ,e(δ,�,E,τ )
0 (m)

(u)

− eδ(α+λm )s(δ,�,E,τ )
1 (m), r

)
e−δ[ϕ

(
E (E)
0,k ,im

)
−α−λm ]

,

where E (E)
0,k = D(E)

0,k is such that �−1
δ,e(δ,�,E,τ )

0 (m)
(u) − eδ(α+λm )s(δ,�,E,τ )

1 (m) ∈ I (δ,�,E,τ )
0,k . As a

consequence of this equality and (6.17), we deduce that

ρ
(δ)
δ (u, r)=ρ

(δ)
0

(
�−1

δ,ū(δ)
0 (r)

(u)−eδ(α+λr ) p(δ)
0 (r)δ, r

)
e
−δ
[
ϕ
(
�−1

δ,ū(δ)
0 (r)

(u)−eδ(α+λr ) p(δ)
0 (r)δ,r

)
−α−λr

]
,

for u ≥ x0(r) = λr
α+λr

(1 − e−δ(α+λr ))ū(δ)
0 (r) + δp(δ)

0 (r). This formula express the flow of
potentials of those neurons which do not spike in the interval [0, δ).

Now, take a pair (u, r) with u < x0(r). Then, for all τ and � small enough, we have
(u, r) ∈ I (δ,�,E,τ )

1,h × Cm where h = h(u, r, �) and m = m(r, �). By (6.13) and (6.11), it
holds

ρ
(δ)
δ (u, r) = E

R0E−1∑
k=1

ρ
(δ)
0 (E (E)

0,k , im)

|I (δ,�,E,τ )
1,h |τ−1

(
e−(h−1)τϕ(E (E)

0,k ,im ) − e−hτϕ(E (E)
0,k ,im )

)
τ−1. (6.18)

Let us first compute limτ,�→0 |I (δ,�,E,τ )
1,h |τ−1. By definition we have

∣∣I (δ,�,E,τ )
1,h

∣∣τ−1 = e(δ,�,E,τ )
0 (m)λm

(α + λm)
e−hτ(α+λm ) (e

τ(α+λm ) − 1)

τ

+ (s(δ,�,E,τ,h+1)
1 (m) − s(δ,�,E,τ,h)

1 (m))

τ
,

where, for τ small enough, δ − hτ ≈ δ − (h − 1)τ is the time a neuron has to spike so that at
time δ its membrane potential is in I (δ,�,E,τ )

1,h . From this and (6.15) , we may conclude that

e(δ,�,E,τ )
0 (m)λm

(α + λm)
e−hτ(α+λm ) (e

τ(α+λm ) − 1)

τ
→ λr e

−t0(u,r)(α+λr )u(δ)
0 (r),

where δ−t0(u, r) is the time inwhich a neuron at position r has to spike in order to accumulate
up to time δ a potential u. It can be proved using similar arguments that in fact, it holds that

u = (1 − e−t0(u,r)(α+λr ))ū(δ)
0 (r)

+
∫

[0,1)2

∫ ∞

0
a(r ′, r)ρ(δ)

0 (v, r ′)
[
e−(δ−t0(v,r))ϕ(v,r ′) − e−δϕ(v,r ′)]dvdr ′.

Similarly, we may show that
(
s(δ,�,E,τ,h+1)
1 (m) − s(δ,�,E,τ,h)

1 (m)
)

τ
→ p̃(δ)

0 (r)
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where the function p̃(δ)
0 (r) is given by

p̃(δ)
0 (r) =

∫

[0,1)2

∫ ∞

0
a(r ′, r)ϕ(u′, r ′)ρ(δ)

0 (u′, r ′)e−t0(u,r)ϕ(u′,r ′)du′dr ′.

Thus, letting in E, �, τ → 0 in (6.18) we deduce that

ρ
(δ)
δ (u, r) = q(δ)

0 (r)

λr ū
(δ)
0 (r)e−t0(u,r)(α+λr ) + p̃(δ)

0 (r)
,

where ū(δ)
0 (r), p̃(δ)

0 (r) and t0(u, r) as above and

q(δ)
0 (u, r) =

∫ ∞

0
ρ

(δ)
0 (v, r)ϕ(v, r)e−t0(u,r)ϕ(v,r)dv.

All considerations we have done above, in fact, may be extended directly to any nδ. Thus
we have

Proposition 4 For all nδ ≤ T , there exists the limit of ρ
(δ,�,E,τ )
nδ (u, r) as �, E, τ → 0.

Moreover, let ρ(δ)
nδ , ū

(δ)
nδ (r) and p(δ)

nδ (r) be functions defined by

ρ
(δ)
nδ (u, r) = lim

�,E,τ→0
ρ

(δ,�,E,τ )
nδ (u, r), (u, r) ∈ R+ × [0, 1)2,

ū(δ)
nδ (r) =

∫

[0,1)2

∫ ∞

0
ub(r ′, r)ρ(δ)

nδ (u, r ′)dudr ′, (6.19)

p(δ)
nδ (r) =

∫

[0,1)2

∫ ∞

0
a(r ′, r)

(
1 − e−δϕ(u,r ′))

δ
ρ

(δ)
nδ (u, r ′)dudr ′, (6.20)

and then set

xn(r) = λr

α + λr
(1 − e−δ(α+λr ))ū(δ)

nδ (r) + δp(δ)
nδ (r), r ∈ [0, 1)2. (6.21)

Then for all pairs (u, r) satisfying u ≥ xn(r),

ρ
(δ)
(n+1)δ(u, r) = ρ

(δ)
nδ

(
�−1

δ,ū(δ)
nδ (r)

(u) − eδ(α+λr ) p(δ)
nδ (r)δ, r

)

× exp

{
−δ
[
ϕ
(
�−1

δ,ū(δ)
nδ (r)

(u) − eδ(α+λr ) p(δ)
nδ (r)δ, r

)
− α − λr

]}
. (6.22)

Now, set for any pair (u, r) such that u < xn(r),

p̃(δ)
nδ (u, r) =

∫

[0,1)2

∫ ∞

0
a(r ′, r)ϕ(v, r ′)ρ(δ)

nδ (v, r ′)e−tnδ(u,r)ϕ(v,r ′)dvdr ′

q(δ)
nδ (u, r) =

∫ ∞

0
ρ

(δ)
nδ (v, r)ϕ(v, r)e−tnδ(u,r)ϕ(v,r)dv,

where the function tnδ(u, r) appearing in the definition of p̃(δ)
nδ (u, r) and q(δ)

nδ (u, r) is defined
through the relation

u = (
1 − e−tnδ(u,r)(α+λr )

)
ū(δ)
nδ (r)

+
∫

[0,1)2

∫ ∞

0
a(r ′, r)ρ(δ)

hδ

[
e−(δ−tnδ(u,r))ϕ(v,r ′) − e−δϕ(v,r ′)]dvdr ′.
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Then it follows that for all pairs (u, r) with u < xn(r),

ρ
(δ)
(n+1)δ(u, r) = q(δ)

nδ (u, r)

λr ū
(δ)
nδ (r)e−tnδ(u,r)(α+λr ) + p̃(δ)

nδ (u, r)
. (6.23)

Furthermore, in either cases, for each r ∈ [0, 1)2 and nδ ≤ T ,
∫ ∞

0
ρ

(δ)
nδ (u, r)du = 1. (6.24)

Notice that by (6.22), u �→ ρ
(δ)
(n+1)δ(u, r) has support [0, Rn+1(r)], where

Rn+1(r) = e−δ(α+λr )Rn(r) + λr

α + λr
(1 − e−δ(α+λr ))ū(δ)

nδ (r) + δp(δ)
nδ (r).

Since p(δ)
nδ (r) ≤ ϕ∗a∗ and ū(δ)

nδ (r) ≤ Rn(r) it is straightforward to check that for all n with
nδ ≤ T ,

Rn(r) ≤ Rn−1(r) + ϕ∗a∗δ ≤ R0 + nδϕ∗a∗ ≤ R0 + Tϕ∗a∗. (6.25)

Thus the supports of ρ(δ)
nδ are all upper bounded by a constant which is uniform for all r and n.

An iterative application of (6.22) and the explicit expression of the inverse flow�−1
δ,ū(δ)

nδ (r)
(u),

implies that

ρ
(δ)
(n+1)δ(u) = eδ(n+1)(α+λ)ψ0

(
eλ(n+1)δu −

n∑
s=0

eλ(s+1)δ(α+λr )
[
xs(r) − 2p(δ)

sδ (r)δ
]
, r
)

× exp

{
−

n∑
s=0

δϕ
(
eλ(n+1−s)δu −

n∑
h=s

e(h−s)δ(α+λr )
[
xh(r) − 2p(δ)

hδ (r)δ
]
, r
)}

(6.26)

for all

u ≥ u∗
(n+1)(r) =

n∑
s=0

e−δ(n−s)(α+λr )

[
λr

α + λr

(
1 − e−δ(α+λr )

)
ū(δ)
sδ (r) + δp(δ)

sδ (r)

]
, (6.27)

being ψ0 the initial density and and xn(r) is defined in (6.21).
The following results will be used in the analysis of the hydrodynamic of the true process.

We first collect some properties of the functions ū(δ)
nδ (r) and p(δ)

nδ (r).

Proposition 5 There exist δ0 and a positive constant C depending on ϕ∗, a∗, T, R0, λ
∗ and

α such that for all δ ≤ δ0 and all n satisfying nδ ≤ T ,

(i) |ū(δ)
(n+1)δ(r) − ū(δ)

nδ (r)| + |p(δ)
(n+1)δ(r) − p̄(δ)

nδ (r)| ≤ Cδ,

(ii) |ū(δ)
nδ (r) − ū(δ)

nδ (r ′)| + |p(δ)
nδ (r) − p̄(δ)

nδ (r ′)| ≤ C |r − r ′|.
Proof Wewill show only that |ū(δ)

(n+1)δ(r)−ū(δ)
nδ (r)| < Cδ, since all other bounds are likewise

obtained. By definition,

ū(δ)
(n+1)δ(r) =

∫

[0,1)2

∫ xn(r ′)

0
ub(r ′, r)ρ(δ)

(n+1)δ(u, r ′)dudr ′

+
∫

[0,1)2

∫ ∞

xn(r ′)
ub(r ′, r)ρ(δ)

(n+1)δ(u, r ′)dudr ′. (6.28)
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Using (6.22) in the second term in (6.28) and then making change of variables

v = �−1
δ,ū(δ)

nδ (r)
(u) − δeδ(α+λr ) p(δ)

nδ (r),
d

du
v = eδ(α+λr ),

the second term in (6.28) becomes
∫

[0,1)2

∫ ∞

0
b(r ′, r)

[
�

δ,ū(δ)
nδ (r)

(u) + δp(δ)
nδ (r)

]
ρ

(δ)
nδ (u, r ′)e−δϕ(u,r ′)dudr ′.

Since p(δ)
nδ (r) ≤ ϕ∗a∗ and ū(δ)

nδ (r) ≤ Rn(r) ≤ R0 + Tϕ∗a∗, we deduce from (6.28) and the
integral above that there exists a positive constant depending on ϕ∗, a∗, T, R0, λ

∗ and α such
that

∣∣ū(δ)
(n+1)δ(r) − ū(δ)

nδ (r)
∣∣ ≤

∫

[0,1)2

∫ xn(r ′)

0
ub(r ′, r)ρ(δ)

(n+1)δ(u, r ′)dudr ′ + Cδ. (6.29)

Thus, it suffices to show that the integral on the right-hand side of (6.29) is ≤ Cδ. For that
sake, we first notice that by (6.23), for any pair (u, r) with u < xn(r)

ρ
(δ)
(n+1)δ(u, r) ≤ ϕ∗

min{e−δ(α+λr ), e−δϕ∗ }(λr ū(δ)
hδ (r) + p(δ)

hδ (r))
:= C1(δ, n, r, ϕ∗).

Then, we upper bound the integral in (6.29) by
∫

[0,1)2
C1(δ, n, r ′, ϕ∗)

2
x2n (r

′)b(r, r ′)dudr ′. (6.30)

Since C1(δ, n, r, ϕ∗)xn(r) → 1 as δ → 0 uniformly in r and n, and xn(r) ≤ Cδ, we get the
result from (6.30). ��

Finally, we prove equicontinuity of the function ρ
(δ)
nδ . The proof is an immediate conse-

quence of the definition of ρ
(δ)
nδ and the Proposition 5.

Proposition 6 There exists a constant C such that for all δ sufficiently small, for any n and
m, with nδ ≤ T , r ∈ [0, 1)2,

∣∣∣ρ(δ)
nδ (u, r) − ρ

(δ)
nδ (v, r)

∣∣∣ ≤ C max{|u − v|, δ}, for u, v ∈ [0, u∗
n(r)

)

and ∣∣∣ρ(δ)
nδ (u, r) − ρ

(δ)
nδ (v, r)

∣∣∣ ≤ C |u − v|, for u, v ∈ [u∗
n(r),∞

)
.

Moreover, for all nδ ≤ T and all r, r ′ ∈ [0, 1)2,
|ρ(δ)

nδ (u, r) − ρ
(δ)
nδ (u, r ′)| ≤ C |r − r ′|, for u ∈ [0, u∗

n(r) ∧ u∗
n(r

′)
] ∪ [u∗

n(r) ∨ u∗
n(r

′),∞)
,

and for all nδ ≤ T , mδ ≤ T,

|ρ(δ)
nδ (u, r) − ρ

(δ)
mδ (u, r)| ≤ C |n − m|δ, for u ∈ [0, u∗

n(r) ∧ u∗
m(r)

] ∪ [u∗
n(r) ∨ u∗

m(r),∞)
.

Furthermore, when ψ0 fulfills the conditions in Theorem 3, we have additionally that

|ρ(δ)
nδ (u∗

n(r)+, r) − ρ
(δ)
nδ (u∗

n(r)−, r)| ≤ Cδ

and

|ρ(δ)
nδ (u, r) − ρ

(δ)
nδ (u, r ′)| ≤ C |r − r ′|, |ρ(δ)

nδ (u, r) − ρ
(δ)
mδ (u, r)| ≤ C |n − m|δ.
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7 Hydrodynamic Limit for the True Process

We shall in the sequel complete the proof of Theorem 2. Given any positive real number T ,

recall T =
{
t ∈ [0, T ] : t = n2−qT, q, n ∈ N

}
. For each δ = 2−qT , q ≥ 1, we consider

the following function defined on [0, T ] × [0, 1)2 :

F (δ)
t (r) = p(δ)

nδ (r) +
(
p(δ)
(n+1)δ(r) − p(δ)

nδ (r)
)

δ
(t − nδ), for nδ ≤ t < (n + 1)δ, r ∈ [0, 1)2.

By Proposition 5 there exists a constant C > 0 not depending on δ such that

|F (δ)
t (r) − F (δ)

s (r ′)| ≤ C(|t − s| + |r − r ′|), for (t, r) ∈ [0, T ] × [0, 1)2. (7.1)

Since (7.1) holds for all δ = 2−qT , it follows from the Arzelà-Ascoli Theorem that the
sequence F (δ)

t (r) converges by subsequences in the sup norm to a continuous function which
we denote by p(0)

t (r), t ∈ [0, T ], r ∈ [0, 1]2. In particular, it follows

lim
δ→0

sup
r∈[0,1]2

sup
n: nδ≤T

sup
t∈[(n−1)δ,nδ)

|p(0)
t (r) − p(δ)

nδ (r)| = 0. (7.2)

An analogous argument implies that there exists also a continuous function ū(0)
t (r), t ∈

[0, T ], r ∈ [0, 1]2 in which

lim
δ→0

sup
r∈[0,1]2

sup
n: nδ≤T

sup
t∈[(n−1)δ,nδ)

|ū(0)
t (r) − ū(δ)

nδ (r)| = 0. (7.3)

Defining for each t ∈ [0, T ], r ∈ [0, 1]2:

u∗,0
t (r) = e−(α+λr )t

(∫ t

0
λr ū

(0)
s (r)e(α+λr )sds +

∫ t

0
p(0)
s (r)e(α+λr )sds

)
,

it follows from (7.2) and (7.3) that

lim
δ→0

sup
r∈[0,1]2

sup
n: nδ≤T

sup
t∈[(n−1)δ,nδ)

|u∗,0
t (r) − u∗,δ

nδ (r)| = 0, (7.4)

where, to stress the dependence on δ, we write u∗,δ
nδ (r) instead of u∗

nδ(r) defined in (6.27).
In what follow we write ζ to denote the elements of the form ζ = 2−q , with q ∈ N.

By (7.4), for each ζ there exits δζ such that for all δ < δζ we have the following. For all
r ∈ [0, 1)2 and n such that nδ ≤ T , if |u∗,0

nδ (r) − u| ≥ ζ then u∗,0
nδ (r) − u has the same sign

as u∗,δ
nδ (r) − u. By using the Proposition 6 and a Arzelà-Ascoli type of argument to deduce

that the function ρ
(δ)
t (u, r) converges uniformly to a continuous function ρt (r, u), t ∈ T , r ∈

[0, 1)2, |u − u∗,0
t (r)| ≥ ζ with compact support. We can then extend continuously ρt (u, r)

to all t ∈ [0, T ], r ∈ [0, 1)2 and |u − u∗,0
t (r)| ≥ ζ . Following a standard diagonalization

procedure we the convergence above to all t, r and u with u �= u∗,0
t (r).Then by (6.24),(6.19),

(6.20) and the Lebesgue Dominated Convergence Theorem, for all t ∈ T ,

1 =
∫ ∞

0
ρt (u, r)du, p(0)

t (r) =
∫

[0,1]2

∫ ∞

0
a(r ′, r)ϕ(u, r ′)ρt (u, r ′)dudr ′

and

ū(0)
t (r) =

∫

[0,1]2

∫ ∞

0
ub(r ′, r)ρt (u, r ′)dudr ′.
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By continuity, all these equalities hold for all t ∈ [0, T ].Hence, p(0)
t (r) and ū(0)

t (r) are equal
to pt (r) and ūt (r) defined by (2.7), and therefore from now on we omit the superscript 0. At
last, by sending δ → 0 in (6.26) and (6.23) we show that ρt (u, r) solves (2.12–2.13).

We claim that ρt (u, r) is a weak solution for (2.6–2.8) with v0 = ψ0 and v1 as in (2.9).
This will be a direct consequence of the

Lemma 1 Let ρt (r, u) be difined as in (2.12–2.13), then for any real valued test function φ

on R+ × [0, 1)2,
∫

[0,1)2

∞∫

0

φ(u, r)ρt (u, r)dudr

=
∫

[0,1)2

∫ t

0
φ(Ts,t (0), r)qs(r) exp

{
−
∫ t

s
ϕ(Ts,h(0), r)dh

}
dsdr

+
∫

[0,1)2

∫ ∞

0
φ(T0,t (u), r)ψ0(u, r) exp

{
−
∫ t

0
ϕ(T0,s(u), r)ds

}
dudr. (7.5)

Proof Noticing that u∗
t (r) = T0,t (0, r), recall the definition of u∗

t (r) in (6.27), we start
writing

∫

[0,1)2

∫ ∞

0
φ(u, r)ρt (u, r)dudr =

∫

[0,1)2

∫ u∗
t (r)

0
φ(u, r)ρt (u, r)dudr

+
∫

[0,1)2

∫ ∞

u∗
t (r)

φ(u, r)ρt (u, r)dudr. (7.6)

Now, using (2.13) and making the change of variables v = Ts,t (0) in the first integral of the
right-hand side of (7.6), we obtain the first integral of the right-hand side of (7.5).

To complete the proof we use (2.12) and make the change of variable v = T−1
0,t (u, r) in

the second integral of the right-hand side of (7.6). ��
Immediately from (7.5) follows that for every test function R+ × [0, 1)2 ∈ (u, r) �→

φ(u, r),
∫∞
0 φ(u, r)ρt (u, r)du is differentiable in t with its derivative fulfilling (2.10). Fur-

thermore, taking φ(u, r ′) = a(r ′, r)ϕ(u, r ′), φ(u, r ′) = b(r ′, r)u and φ(u) = ϕ(u, r), we
conclude that the functions ūt (r), pt (r) and qt (r) are differentiable in t and also that ρt (u, r)
is differentiable in t and u in the setR+ ×R+ ×[0, 1)2 \{(t, u, r) : u = T0,t (0, r)}. Thus, as a
consequence of (2.10) ρt (u, r) satisfies (2.6) is this set, having also the boundary conditions
(2.8) ρ0(u, r) = ψ0(u, r) and ρt (0, r) = v(t, r) with v as in (2.9).

We shall focus on the uniqueness for (2.10). Once uniqueness is proven, we have as a by
product that limit ρt (u, r) does not depend on the converging subsequence, having in this
way full convergence. For all smooth functions u �→ f (u), setting g(t, r, du) = ρt (u, r)du,

we rewrite (2.10) in the following way,

∂t

∫ ∞

0
f (u)g(t, r, du) =

∫ ∞

0
f ′(u)[−αu − λr (u − ūt (r)) + pt (r)]g(t, r, du)

+
∫ ∞

0
ϕ(u, r)[ f (0) − f (u)]g(t, r, du), (7.7)

where g(0, r, du) = ψ0(u, r)du and

ūt (r) =
∫ ∫

ub(r ′, r)g(t, r ′, du)dr ′, pt (r) =
∫ ∫

a(r ′, r)ϕ(u, r ′)g(t, r ′, du)dr ′.
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Thus, for fixed r ∈ [0, 1)2, regarding t �→ ūt (r) and t �→ pr (t) as known functions, the
density law g(t, r, du) cab be thought of as a law of the Markov process (Ur (t))t≥0 which
solves the following SDE

dUr (t) = −αUr (t)dt − λr (Ur (t) − ūt (r))dt + pr (t)dt

−Ur (t−)

∫ ∞

0
1{

z≤ϕ(Ur (t−),r)
}Nr (dt, dz), (7.8)

where Nr is a Poisson Random measure on R+ × R+ with intensity measure dsdz.
Therefore, it follows that the uniqueness problem of (7.7) reduces to prove for each

r ∈ [0, 1)2, there exists a unique strong solution to (7.8) on a fixed interval [0, T ]. This is
the content of the next proposition.

Proposition 7 Let (Ur (t))t≥0 be a solution of SDE (7.8) associated to ūt (r) and pt (r),
(Vr (t))t≥0 be a possibly different solution associated to v̄t (r) and p̃t (r). If Ur (0) = Vr (0),
then for any T > 0, Ur (t) = Vr (t), 0 ≤ t ≤ T almost surely.

Proof For each r ∈ [0, 1)2, we coupleUr and Vr in such a way they have the most common
jumps possible and denote by Er the expectation relative this coupling. We have that

d

dt
Er

[
|Ur (t) − Vr (t)|

]

≤ Er

[
|ϕ(Ur (t), r) − ϕ(Vr (t), r)|

(
Ur (t) ∧ Vr (t) − |Ur (t) − Vr (t)|

)]

−Er

[
ϕ(Ur (t), r) ∧ ϕ(Vr (t), r)|Ur (t) − Vr (t)|

]
− (α + λr )Er

[
|Ur (t) − Vr (t)|

]

+ λr |ū(t) − v̄r (t)| + |pr (t) − p̃r (t)|. (7.9)

FixT.Noticewe knowa priori that for all t ≤ T , g(t, r, du) has compact support uniformly
bounded on r (see (6.25)). As a consequence, by (7.8), we immediately have that for all t ≤ T ,

Ur (t) ≤ Ur (0) + λ∗b∗
∫

[0,1)1

∫ t

0
Er ′(Ur ′(s))dsdr ′ + a∗ϕ∗t ≤ CT ,

where the constant CT depends solely on Ur (0), a∗, b∗, λ∗, T and R0 which is the support
of ψ0. Recall that a∗ = ||a||∞, b∗ = ||b||∞ and λ∗ = ||λ||∞. We have also the same bound
for Vr (t).

Dropping the negative terms on the right-hand side of the inequality (7.9), using the

Lipschitz property of ϕ and writing γr (t) = Er

[
|Ur (t) − Vr (t)|

]
, we obtain for all t ≤ T ,

d

dt
γr (t) ≤ ||ϕ||LipCT γr (t) +

∫

[0,1)2
[
λ∗b(r, r ′)γr ′(t) + ϕ∗a(r, r ′)γr ′(t)

]
dr ′,

where ϕ∗ = ||ϕ||∞. From the inequality above, we conclude that for t ≤ T

γr (t) ≤ C̃
( ∫ t

0
γr (s)ds+

∫ t

0

∫

[0,1)2
b(r, r ′)γr ′(s)dr ′ds+

∫ t

0

∫

[0,1)2
a(r, r ′)γr ′(s)dr ′ds

)
,

(7.10)

where C̃ = max{||ϕ||LipCT , λ∗, ϕ∗}. Iterating n times the inequality in (7.10), we get for all
t ≤ T

γr (t) ≤ C̃
∫ t

0
γr (s)ds + (C̃t)n

n! ≤ C̃
∫ t

0
γr (s)ds + (C̃T )n

n!
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Since n is arbitrary, we get the the result by first letting n → ∞ and then applying Gronwall’s
lemma. ��
In what follows, we shall finally prove that the true process converges to ρt (u, r)dudr
in the hydrodynamic limit. The strategy is the following. Recall that P(ε)

[0,T ] is the law on

D
([0, T ],S ′)

of the processes μ
(ε)
[0,T ] and let P[0,T ] be the measure valued process obtained

as the limit by subsequencesP(εi )[0,T ]. By the tightness ofP
(ε)
[0,T ], Proposition 2, we have that this

limit exits. Thus, the result will follow once we prove any limit measure P[0,T ] is supported
by the deterministic trajectory ρt (u, r)dudr, t ∈ [0, T ], r ∈ [0, 1)2 where ρt (u, r) is the
limit as δ → 0 of ρ

(δ)
t (u, r).

The following property will be used in the sequel.

Proposition 8 Any weak limit P[0,T ] of P(ε)
[0,T ] satisfies

P[0,T ](C([0, T ],S ′)) = 1,

where C([0, T ],S ′) is the space of all continuous trajectories [0, T ] → S ′.

Proof For each φ ∈ S, consider the function on D([0, T ],S ′) given by


φ(x) = sup
t∈[0,T ]

∣∣xt (φ) − xt−(φ)
∣∣.

It is not difficult to prove that the function 
φ is continuous in the Skorohod norm (see
for instance [4, Sect. 2.7]). Then for any ζ > 0, by Chebyshev’s inequality and the weak
convergence

P({x : 
φ(x) > ζ }) ≤ ζ−1 lim
ε→0

P(ε)
[0,T ]

[

φ(μ

(ε)
[0,T ])

]
.

If there are no spikes at t , then it is clear that

|μ(ε)
t (φ) − μ

(ε)
t− (φ)

∣∣ = 0.

On the other hand, if j spikes at t , then

|μ(ε)
t (φ) − μ

(ε)
t− (φ)

∣∣ = ε2φ(U(ε)
i (t−))

+ ε2
∑
i �= j

∣∣φ(U(ε)
i (t−) + ε2a( j, i)) − φ(U(ε)

i (t−))
∣∣ ≤ ε2ϕ∗ + ε2ϕ∗a∗,

where in the above inequality we have used the smoothness of φ. Thus, it follows that
limε→0 P(ε)

[0,T ]
[

φ(μ

(ε)
[0,T ])

] = 0, so that P({x : 
φ(w) > ζ }) = 0. By the arbitrariness of
ζ , we deduce that P({x : 
φ(x) = 0}) = 1. Now by the arbitrariness of φ, we conclude the
proof of the theorem. ��

We denote by ω = (ωt , t ∈ [0, T ]) the elements of the set C([0, T ],S ′). Suppose that
P[0,T ] is the weak limit of P(εi )[0,T ]. It will be shown now that P[0,T ] is supported by {ω : ωt =
ρt (u, r)dudr}. Hence P[0,T ] is equal to ρt (u, r)dudr on the all rational number of [0, T ], so
that by continuity on all t ∈ [0, T ] which implies that weak limit of P(ε)

[0,T ] is supported by
ρt (u, r)dudr .

In what follows, t ∈ T and δ ∈ {2−nT, n ≥ 1}. Fix ζ > 0. Since, by Proposition 8,
the support of P[0,T ] is contained in C

([0, T ],S ′) and the projection is a continuous map
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in C
([0, T ],S ′), we can use the Converging Map Theorem, see Billingsley Theorem 2.7, to

deduce that

P[0,T ]
(
w : |wt (φ) −

∫
φρt dudr | > ζ

)
= lim

ε→0
P(ε)

[0,T ]
(|μ(ε)

t (φ) −
∫

φρt dudr | > ζ
)
.

(7.11)

Moreover, given any η > 0, for any δ fixed and �, E, τ sufficiently small we have by the
Dominated Convergence Theorem that

∣∣∣
∫

φρ
(δ)
t dudr −

∫
φρ

(δ,�,E,τ )
t dudr

∣∣∣ < η. (7.12)

For the same reason, for all δ small enough
∣∣∣
∫

φρt dudr −
∫

φρ
(δ)
t dudr

∣∣∣ < η. (7.13)

Next, we fix (δ, �, E, τ ) such that (7.12) and (7.13) hold and then apply Corollary (1) for ε

small enough to get that
∣∣∣Ẽ (ε)(ν

(δ,�,E,τ )
t (φ)) −

∫
φρ

(δ,�,E,τ )
t dudr

∣∣∣ < η.

Furthermore, by (5.7) for all ε sufficiently small,

Q(ε)
u

[∣∣∣μ(ε)
t (φ) − ν

(δ,�,E,τ )
t (φ))

∣∣∣
]

< η.

Collecting the above estimates and by the arbitrariness of η, we then get

μ
(ε)
t (φ)

w−→
∫

φρt dudr as ε → 0,

and, therefore,

lim
ε→0

P(ε)
[0,T ]

(|μ(ε)
t (φ) −

∫
φρt dudr | > ζ

)
= 0.

From (7.11), it follows that P[0,T ]
(
w : |wt (φ) − ∫

φρt dudr | > ζ
)

= 0. Since ζ is arbitrary

we conclude the proof of Theorem 2.
In order to complete the prove of Theorem 3 we have to show that

lim
u↗u∗

t (r)
ρt (u, r) = ψ0

(
T−1
0,t (u∗

t (r), r), r
)
exp

{
−
∫ t

0

[
ϕ
(
T−1
s,t (u∗

t (r), r), r
)

− α − λ(r)
]
ds

}
,

where u∗
t (r) = T0,t (0, r). For u < u∗

t (r) we recall that,

ρt (u, r) = qs(r)

ps(r) + λ(r)ūs(r)
exp

{
−
∫ t

s
ϕ
(
Ts,h(0, r), r

)− α − λ(r)dh

}
(7.14)

s being such that u=Ts,t (0, r). Using the continuity

lim
s→0

Ts,h(0, r) = T0,h(0, r) = T−1
h,t (u∗

t (r), r).

Since we have already shown the continuity of qs(r), ps(r) and ūs(r),

lim
s→0

qs(r)

ps(r) + λr ūs(r)
= q0(r)

p0(r) + λr ū0(r)
= ψ0(0, r) = ψ0(T

−1
0,t (u∗

t (r), r), r).

Taking the limit as s → 0 in (7.14) we finish the proof of Theorem 3. •
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Appendix 1: Proof of Theorem 4

The proof follows the same the steps of the proof of Theorem 4 of [3]. We start providing
an estimate of the the total number of spikes for both processes U(ε) and Y (ε,δ,�,Eτ) in the
interval [0, T ].Recall that Q(ε)

u is the probability law governing the coupled process in which
U(ε)(0) = u and Y (ε,δ,�,Eτ)

i (u) = �0(ui ) for all i ∈ �ε.

Proposition 9 Let A[0,T ] be the eventwhen eitherU(ε) orY (ε,δ,�,Eτ) havemore than2ϕ∗ε−2δ

spikes in some interval [(k − 1)δ, kδ), for k = 1, . . . , T δ−1. Then, under Assumption 3,

Q(ε)
u

(
A[0,T ]

)
≤ 2T δ−1e−ϕ∗δε−2(3−e),

for any initial configuration u ∈ R
�ε+ .

Proof Fix k ∈ {1, . . . , T δ−1} and let N
([(k − 1)δ, kδ)

)
denote the number of spikes of the

U(ε) process in the interval [(k − 1)δ, kδ). Then, under Assumption 3, N
([(k − 1)δ, kδ)

)
is

stochastically bounded by

Z :=
∑
j∈�ε

N∗
j

([(k − 1)δ, kδ)
)

where (N∗
j ) j∈�ε are iid Poisson processes with intensity ϕ∗. Since Z is distributed as a

Poisson random variable with rate ε−2δϕ∗, it follows that

Q(ε)
u (N

([(k − 1)δ, kδ)
) ≥ 2ϕ∗δε−2) ≤ P(Z ≥ 2ϕ∗δε−2) ≤ e−2ϕ∗δε−2(3−e).

Bounding in the same manner the number of spikes of the Y (δ) process in the interval [(k −
1)δ, kδ) and then summing over k we complete the proof. ��

From now on, we suppose that, in both processes U(ε) and Y (ε,δ,�,Eτ), the spiking rate of
each neuron is ≤ ϕ∗ and the number of spikes of all neurons in any step [(k − 1)δ, kδ] is
≤ 2ϕ∗δε−2. Moreover, writing B∗ = C + R0 + 2a∗ϕ∗T , then we also assume that for all
t ≤ T and kδ ≤ T ,

||U(ε)(t)|| ≤ B∗, ||Ū (ε)(t)|| ≤ b∗B∗, ||Y (ε,δ,�,E,τ )(kδ)|| ≤ B∗,

where Ū(ε)(t) = (
Ū(ε)
i (t), i ∈ �ε

)
. By Assumption 2, (3.1) and Proposition 9 such assump-

tions provide a small error probability.
In what follows, C is a constant which may change from one appearance to another. We

shall now proceed as follows. We shall first control the increments of Bk . We next provide
an upper bound for θk and lastly we conclude the proof.
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Controlling the increments of Bn :
We start noticing that

|Bk | ≤ |Bk−1| + |A1
k ∩ Gk−1| + |A2

k ∩ Gk−1| ≤ |Bk−1| + |A1
k | + |A2

k ∩ Gk−1|,
where Gk−1 is the set of good labels at time kδ (recall Definition 5) and

• A1
k is the set of all labels i for which the clocks ξ1i and ξi associated to label i ring during

[(k − 1)δ, kδ],
• A2

k is the set of all labels i for which a clock ξ2i associated to label i rings during
[(k − 1)δ, kδ].

Recall the definitions of the random clocks ξ1i , ξ2i and ξi appearing in the coupling algorithm
given in Sect. 5.1. Our aim is to prove that

P
[
|A1

k | > ε−2(δϕ∗)2
]

≤ e−Cε−2δ4 , (8.1)

P
[
|A2

k ∩ Gk−1| > 2Cε−2δ
[
θk−1 + δ + �

] ] ≤ e−Cε−2δ4 , (8.2)

where the constant C appearing in (8.1) and (8.2) may be different.
Then, from (8.1) and (8.2), we deduce that with probability ≥ 1 − 2e−Cε−2δ4 ,

|Bk | ≤ |Bk−1| + ε−2(δϕ∗)2 + 2Cε−2δ
[
θk−1 + δ

] ≤ |Bk−1| + Cε−2δ
[
θk−1 + δ

]
.

Iterating the above bound and using that k ≤ T δ−1,we immediately get that with probability
≥ 1 − 2ke−Cε−2δ4 ≥ 1 − δ−1Ce−Cε−2δ4 ,

ε2|Bk | ≤ ε2|B1| + Cδ

k−1∑
h=1

(θh + δ), (8.3)

where C depends only on T . Since by definition θk ≤ θk+1, we may bound the right-hand of
(8.3) by C(θk−1 + δ), implying that with probability ≥ 1 − δ−1Ce−Cε−2δ4 ,

ε2|Bk | ≤ C(θk−1 + δ), (8.4)

for each k ≤ T δ−1.

Proof of (8.1) The random variable |A1
k | is stochastically dominated by Z∗ :=∑

i∈�ε
1{Z∗

i ≥2},where Z∗
1 , . . . Z

∗
N are independent Poisson variables of parameterϕ∗δ. Thus,

writing p∗ = P(N∗
i ≥ 2), we have

e−δϕ∗ 1

2
δ2(ϕ∗)2 ≤ p∗ ≤ 1

2
(δϕ∗)2, p∗ ≈ 1

2
(δϕ∗)2 as δ → 0.

Therefore, Z∗ is the sum of ε−2 Bernoulli random variables, each having mean value p∗.
Invoking the Hoeffding’s inequality, we get (8.1).

Proof of (8.2) We shall dominate stochastically the random variable |A2
k ∩ Gk−1| by

Z̄ :=
∑
i∈�ε

1{Z̄i≥1}, (8.5)

where Z̄i , i ∈ �ε, are independent Poisson variables of parameter C(θk−1 + δ + �)δ. Once
(8.5) is established, (8.2) will follow straightly.
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Noticing that, since,

|A2
k ∩ Gk−1| ≤

∑
i∈�ε

1{ξ2i <δ,i∈Gk−1},

it suffices to show the intensity of each random clock ξ2i , i ∈ Gk−1, is ≤ C(θk−1 + δ + �)δ.

For that sake, we shall write

y :=Y (ε,δ,�,E,τ )((k − 1)δ), u :=U(ε)((k − 1)δ) and ut :=U(ε)((k − 1)δ + t), t ∈ [0, δ).
Now, for any i ∈ Gk−1 ∩ Cm , the intensity of ξ2i is

|ϕ(ui (t), i) − ϕ(yi , im)| ≤ ‖ϕ‖Lip
[|ui (t) − yi | + �

]
,

where ‖ϕ‖Lip is the Lipschitz constant of the function ϕ. Denoting the number of spikes of
Uj in interval [s, t] by N j

([s, t]), we have

|ui (t) − yi | ≤ |ui − yi |e−t (α+λi ) + yi
(
1 − e−(α+λi )δ

)
+ λi

∫ t

0
ūi (s)e

−(α+λi )(t−s)ds

+ ε2
∑
j∈�ε

a( j, i)N j
([(k − 1)δ, (k − 1)δ + t]).

Since for all i ∈ �ε , yi , ūi (s) ≤ B∗ and
∑

j∈�ε
a( j, i)N j

([(k − 1)δ, (k − 1)δ + t]) ≤
2(aϕ)∗ε−2δ, then if additionally i ∈ Gk−1, it follows that

|ui (t) − yi | ≤ θk−1 + (α + λi )δ + λiδ + 2a∗ϕ∗δ,

and thus

|ϕ(ui (t), i) − ϕ(yi , im)| ≤ ‖ϕ‖Lip
(

θn−1 + 2(α + sup
i

λi )δ + 2a∗ϕ∗ + �

)

≤ C(θk−1 + δ + �),

which implies that

|Ak ∩ Gk−1| ≤
∑
i∈�ε

1{Z̄i<δ} stochastically,

where the Z̄i are independent Poisson random variables of intensity C(θk−1 + δ + �)δ.

Estimates on θk :
Notice that Gk = Gk−1 ∩ (Ck ∪ Fk) where:

(i) Ck is the set of all indexes i whose associated random clock ξ1i rings only once during
[(k − 1)δ, kδ].

(ii) Fk is the set of indexes i which did not spike during [(k − 1)δ, kδ].
In what follows, we will make use of the expression for membrane potential U(ε)

i (t) of a
neuron which did not spike in the interval [s, t]:

U(ε)
i (t) = e−(α+λi )(t−s)U(ε)

i (s) + λi

∫ t

s
e−(α+λi )(t−h)

⎧
⎨
⎩Ū

(ε)
i (h)dh + ε2

λi

∑
j∈�ε

a( j, i)dN j (h)

⎫
⎬
⎭ ,

(8.6)

being N j (t) the total number of spike in the process U of neuron j up time t .
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• Take i ∈ Ck ∩ Gk−1. In this case, we have that for some time t ∈ [(k − 1)δ, kδ[, the
random clock ξ1i = t . By (8.6),

U(ε)
i (kδ) = λi

∫ δ

t
e−(α+λi )(δ−s)Ū(ε)

i (s)ds + e−(α+λi )δε2
∑
j∈�ε

∫ δ

t
e(α+λi )sdN j (s),

sinceU (ε)
i (t+) = 0.Noticing also that ||Ū(ε)(t)|| ≤ B∗ and N

([(k−1)δ, kδ)
) ≤ 2ϕ∗δε−2

we immediately see that U (ε)
i (kδ) ≤ Cδ. By similar arguments, Y (δ,�,E,τ )

i (kδ) ≤ Cδ, so
that

Di (k) ≤ Cδ. (8.7)

Observe that the value Di (k − 1) does not appear on the bound above. We shall now
analyse the other case.

• Fix i ∈ Fk ∩ Gk−1. Notice that the neuron i is good at time (k − 1)δ and did not spike
in the time interval [(k − 1)δ, kδ) neither in the U (ε) nor in the Y (δ,�,E,τ ) processes. As
before, we write U(ε)((k − 1)δ) = u and Y (δ,�,E,τ )((k − 1)δ) = y. By (8.6) and (5.4),
the variable |Ui (kδ) − Y (δ)

i (kδ)| = Di (k), i ∈ Cm , is bounded by

Di (k) ≤
∣∣∣e−δ(α+λi )ui − e−δ(α+λm )yi

∣∣∣

+
∣∣∣∣
∫ kδ

(k−1)δ
λi e

−(α+λi )(kδ−t)Ū(ε)
i (t)dt − λm

∫ kδ

(k−1)δ
ȳ(m)e−(α+λm )(kδ−t)dt

∣∣∣∣

+
∣∣∣∣∣∣
ε2
∑
j∈�ε

a( j, i)
∫ kδ

(k−1)δ
e−(α+λ j )(kδ−t)dN j (t)−ε2

∑
m′

a(im′ , im)Ñ
([(k−1)δ, kδ)

)
∣∣∣∣∣∣
,

(8.8)

where Ñ
([(k − 1)δ, kδ)

)
denote the number of spikes of the Y (ε,δ,�,E,τ ) process in the

interval [(k − 1)δ, kδ). Thus, it suffices to bound each term on the right hand side of
(8.8).

We start bounding the first one:

|e−δ(α+λi )ui − e−δ(α+λm )yi | ≤ B∗δ|λi − λm | + e−(α+λm )δ|ui − yi |.

Since, |λi −λm | ≤ ||λ||Lip�, and supposing � ≤ δ, we can bound the last sum byCδ2 +θk−1.

Now let’s bound the second term on the right-hand side of (8.8). It is easy to see that it is
bounded by

||λ||LipB∗�δ(1 + λm) + λmδ|ȳ(m) − ūim | + λm

∫ kδ

(k−1)δ

[∣∣Ūi (t) − ūi
∣∣+ ∣∣Ūim (t) − ūim

∣∣]dt.

To control the second and third terms we notice that for any i ∈ �ε , |Ūi (t) − ūi | ≤ Cδ and
|Ūi (t)− ȳi | ≤ Cδ. In addition, for any i ∈ Cm ,m = 1, . . . , �2, |Ūi (t)−ūim | ≤ C�. Requiring
that � ≤ δ, from these three inequalities we can bound the sum above by Cδ(δ + θk−1).
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The argument to bound the third term on (8.8) is a bit more tricky. First we bound that
term by

ε2
∑
j

a( j, i)
∫ kδ

(k−1)δ
(kδ − t)(α + λ j )dN j (t)

+ ε2
∑
m′

∑
j∈Cm′

∣∣a( j, i) − a(im′ , im)
∣∣N j

([δ(k − 1), kδ)
)

+ ε2
∑
m′

a(im′ , im)

∣∣∣NCm′
([(k − 1)δ, kδ)

)− ÑCm′
([(k − 1)δ, kδ)

)∣∣∣,

where NCm′
([(k−1)δ, kδ)

) = ∑
j∈Cm′ N j

([(k−1)δ, kδ)
)
is total number of spikes in theU(ε)

process inside the squareCm′ during the time interval [(k−1)δ, kδ)) and NCm′
([(k−1)δ, kδ)

)
is the correspondent quantity associated to the Y (ε,δ,�,E,τ ) process.

The first two terms above are easily bounded. One can check that the sum of the two can
be bounded by Cδ2. To control the third term, we shall show that

∣∣∣NCm′
([(k − 1)δ, kδ)

)− ÑCm′
([(k − 1)δ, kδ)

)∣∣∣ ≤ 4(ϕ∗δ)2ε−2�2

Indeed, its difference is smaller or equal to
∑

j∈Cm′ ∩A1
k

N j ([(k − 1)δ, kδ)) + |Cm′ ∩ A2
k |, (8.9)

so that it suffices to control this two terms. We star with the second one. We know that with
probability ≥ 1 − e−Cε−2δ4 ,

|Cm′ ∩ A2
k | = |Cm′ ∩ A2

k ∩ Gk−1| + |Cm′ ∩ A2
k ∩ Bk−1| ≤ 2Cl2ε−2δ(θk−1δ) + Cδ�2|Bk−1|,

where we used (8.2) and that the number of neurons in Bk−1 ∩Cm′ which spiked in a time δ

is dominated by a Poison random variable of rate ϕ∗δ|Bk−1 ∩Cm′ |. Thus, it remains only to
bound the first term in (8.9).

In order to do that, we start noticing that

P
[ ∑

j∈A1
k∩Cm′

N j ((k − 1)δ, kδ) ≥ 4(ϕ∗δ)2ε−2�2
]

≤ P
[ ∑

j∈A1
k∩Cm′

N j ((n − 1)δ, nδ) ≥ 4(ϕ∗δ)2ε−2�2; |A1
k ∩ Cm′ | ≤ (ϕ∗δ)2ε−2�2

]

+P
[
|A1

k ∩ Cm′ | > (ϕ∗δ)2ε−2�2
]
.

The second term is controlled by the estimate on (8.1). Let A ⊂ Cm′ , |A| ≤ (ϕ∗δ)2ε−2�2,

then

P
[ ∑

j∈A1
k∩Cm′

N j ((k − 1)δ, kδ) ≥ 4(ϕ∗δ)2ε−2�2 | A1
k ∩ Cm′ = A

]

≤ P∗[∑
j∈A

(N∗
j − 2) ≥ 2(ϕ∗δ)2ε−2�2

]
,
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being P∗ the distribution of independent Poison random variables N∗
j , j ∈ A, each having

parameter ϕ∗δ and conditioned on being N∗
j ≥ 2. In this way, we easily get that

P∗[N∗
j − 2 = k] = Z−1

ξ

ξ k

(k + 2)! , Zξ = ξ−2
(
eξ − 1 − ξ

)
, ξ = ϕ∗δ.

No let X1, X2, . . . , be a sequence of independent Poison variables with parameter ξ . It
follows that N∗

j − 2 ≤ X j stochastically for ξ small enough, hence for δ small enough.
Indeed for any integer k we have

P∗[N∗
j − 2 ≥ k] ≤ P[X j ≥ k] (8.10)

because for k ≥ 1,

P∗[N∗
j − 2 ≥ k] ≤ 2ξ k

(k + 2)! , P[X j ≥ k] ≥ e−ξ ξ k

k! ,

hence (8.10) when 3e−ξ ≥ 2.
Since X = ∑

j∈A X j is a Poisson variable of parameter |A|ξ ≤ (ϕ∗δ)2ε−2�2ϕ∗δ we have

P∗[∑
j∈A

(N∗
j − 2) ≥ 2(ϕ∗δ)2ε−2�2

]
≤ P∗[X ≥ 2(ϕ∗δ)2ε−2�2

]
,

where the expectation E∗(X) of X is smaller (for δ small) than (ϕ∗δ)2ε−2�2. As a conse-
quence,

P∗[∑
j∈A

(N∗
j − 2) ≥ 2(ϕ∗δ)2ε−2�2

]
≤ e−Cε−2δ2�2 .

To sum up, we have for i ∈ Fk ∩ Gk−1 with probability ≥ 1 − e−Cε−2δ2�2 ,

Di (k) ≤ θk−1(1 + Cδ) + Cδ|Bk−1|ε2 + Cδ2.

The above inequality together with (8.7) guarantee that with probability ≥ 1 − e−Cε−2δ2�2 ,

θk ≤ max{Cδ; θk−1(1 + Cδ) + Cδ|Bk−1|ε2 + Cδ2}. (8.11)

Iteration on the bound of θk :
As a consequence of (8.4), ε2|Bk | ≤ C(θk−1 + δ) for all kδ ≤ T with probability

1− δ−1Ce−Cε−2δ4 . As a by product of (8.11), with probability 1− δ−1Ce−Cε−2δ4 , it follows
that

θk ≤ max
(
Cδ, [1 + Cδ] θk−1 + Cδ2

)
.

As a direct consequence (iterate the above inequality), it holds

θk ≤ C
k−1∑
s=0

[1 + Cδ]s δ2 + (1 + Cδ)kCδ,

and since,

C
k−1∑
s=0

[1 + Cδ]s δ2 + (1 + Cδ)kCδ = Cδ[(1 + Cδ)k − 1] + (1 + Cδ)kCδ

≤ CeCT δ ,
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remember that kδ ≤ T, we conclude that

θk ≤ Cδ

for all δ ≤ δ0, with probability ≥ 1 − δ−1Ce−Cε−2δ4 . This finishes the proof of Theorem 4.

Appendix 2: Proof of Proposition 3

Proof Fix φ ∈ S. By (A), the left-hand side of (5.7) does not change if we considerU∗(t) =
min{U(ε)(t), B∗} and Y ∗(t) = min{Y (ε,δ,�,E,τ )(t), B∗} instead of U(ε)(t) and Y (ε,δ,�,E,τ )(t).
Now, by the smoothness of the function φ,

Q(ε)
u

⎡
⎣
∣∣∣ε2

∑
i∈�ε

φ(Ui (t), i)−ε2
∑
i∈�ε

φ(Yi (t), im)

∣∣∣
⎤
⎦≤||ϕ||LipQ(ε)

u

[
ε2
∑
i∈Cm

|U∗(t)−Y ∗(t)|
]
.

Applying the Theorem 4 and using that |U∗(t) − Y ∗(t)| ≤ B∗, we get the desired upper
bound in (5.7). ��

Appendix 3: Proof of Theorem 5

Proof Let Fn be the sigma-algebra generated by the variables ξi = ξi (k), k ≤ n − 1, i ∈
�ε appearing in (5.2). Observe that all variables Y (ε,δ,�,E,τ )(nδ), e(ε)

n (m), S(ε)
n+1(m, h) and

S(ε)
n+1(m) are Fn− measurable. In what follows, the constants C, c1 and c2 may change from

appearance to another.
The proof is made by induction. For n = 0, the proposition is easy to check. Indeed, notice

that in this case E (ε)
0,k = D(ε)

0,k . Moreover, notice also that

ζ0,m(D(ε)
0,k) = Ẽ (ε)

Y (ε,δ,�,E,τ )(0)

[
η0,m(E (ε)

0,k)
] =

∑
i∈Cm

∫

Ik
ψ0(u, i)du

and that η0,m(E (ε)
0,k) is a sum of �2ε−2 independent Bernoulli random variables Xi , i ∈ Cm ,

where expected value of Xi is
∫
Ik

ψ0(u, i)du. By Hoeffding inequality we deduce that

ε2|η(ε)
0,m(E0,k) − ζ

(ε)
0,m(D0,k)| > E�2ε1/2 = C

with probability ≤ 2e−c2ε−1
where c2 = 2E2�2. Therefore, it follows, for n = 0, that the

inequality above holds for all k and m with probability larger or equal to

1 − c1e
−c2ε−1

,

establishing the Theorem in the case n = 0. We now suppose that the result holds for k ≤ n.
Introduce the set Gn in which:

• ∣∣E (ε)
n,k − D(ε)

n,k

∣∣ ≤ Cε1/2, k = 1, . . . , |E(ε)
n |

• ε2
∣∣∣ηn,m

(
E (ε)

n,k+δτ−1

)
− ζn,m

(
D(ε)

n,k+δτ−1

)∣∣∣ ≤ E�2ε1/2, k = 1, . . . , |E(ε)
n |, and

• ε2
∣∣∣ηn,m

(
E (ε)
n,h

)
− ζn,m

(
D(ε)
n,h

)∣∣∣ ≤ τ�2ε1/2, h = 1, . . . , δτ−1.
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By the inductive hypothesis, P̃(ε)

Y (ε,δ,�,E,τ )(0)
(Gn) ≥ 1 − c1e−c2ε−1/2

.

Since,

|E (ε)

n+1,k+δτ−1 − D(ε)

n+1,k+δτ−1 | ≤ |E (ε)
n,k − D(ε)

n,k | + λmδ

∣∣∣ȳ(ε)
n (m) − e(ε)

n (m)

∣∣∣
+
∣∣∣S(ε)

n+1(m) − Ẽ (ε)
[
S(ε)
n+1(m)

]∣∣∣,

we have that on Gn,

|E (ε)

n+1,k+δτ−1 − D(ε)

n+1,k+δτ−1 | ≤ Cε1/2 +
∣∣∣S(ε)

n+1(m) − Ẽ (ε)
[
S(ε)
n+1(m)

]∣∣∣.

We shall show that there exist positive constants c, c1 and c2 not depending on ε such that
∣∣∣S(ε)

n+1(m) − Ẽ (ε)
[
S(ε)
n+1(m)

]∣∣∣ ≤ cε1/2, (10.1)

with probability ≥ 1 − c1e−c2ε−1
. For that sake, we first write

Nn+1(m, k, δ) =
∑
i∈Cm

1{ξi<δ}, ξi ∼ exp(ϕ(E (ε)
n,k, im)

and then by the conditional version of Hoeffding’s inequality we deduce that

P̃(ε)

Y (ε,δ,�,E,τ )(0)
(ε2
∣∣Nn+1(m, k, δ)−ηn,m(E (ε)

n,k)(1−e−δϕ(E (ε)
n,k ,im )

)
∣∣>E�2ε1/2|Fn)≤c1e

−c2ε−1

(10.2)

Since on Gn

|ϕ(E (ε)
n,k, im) − ϕ(D(ε)

n,k, im)| ≤ Cε1/2,

noticing that Nn+1(m, δ) = ∑
k Nn+1(m, k, δ) and ε2ζ(D(ε)

n,k) ≤ 1, then it follows together
with (10.2) that there exist constants C, c1 and c2 such that

P̃(ε)

Y (ε,δ,�,E,τ )(0)

(
Gn, ε

2
∣∣S(ε)

n+1(m) − Ẽ (ε)
[
S(ε)
n+1(m)

]∣∣ > Cε1/2
∣∣∣Fn

)
≤ c1e

−c2ε−1
,

proving (10.1). Therefore,

P̃(ε)

Y (ε,δ,�,E,τ )(0)

(
Gn, |E (ε)

n+1,k+δτ−1 − D(ε)

n+1,k+δτ−1 | > Cε1/2
∣∣∣Fn

)
≤ c1e

−c2ε−1
.

A similar argument may be used to prove that we may replace in the probability above
E (ε)

n+1,k+δτ−1 and D(ε)

n+1,k+δτ−1 respectively by E (ε)
n+1,h and D(ε)

n+1,h . Thus, summing over all
k,h and m we prove the first part of Theorem 5 for n + 1.

Now, we noticing that ηn+1(m, k + δτ−1) = ηn(m, k)− Nn+1(m, k, δ) and remembering

that by (6.6), ζn+1(m, k + δτ−1) = ζn+1(m, k)e−δϕ
(
D(ε)
n,k ,im

)
, we easily see, together with

(10.2), that

P̃(ε)

Y (ε,δ,�,E,τ )(0)

(
Gn, ε

2
∣∣η(ε)

n+1(m, k + δτ−1) − ζn+1(m, k + δτ−1)
∣∣ > Cε1/2

∣∣∣Fn

)
≤c1e

−c2ε−1
,

for some suitable constants not depending on ε. A similar argument shows that the same type
of bound for ε2

∣∣η(ε)
n+1(m, h) − ζ

(ε)
n+1(m, h)

∣∣ also holds, finishing the proof of the theorem. ��
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Appendix 4: Proof of Theorem 2 for General Firing Rates

The proof is analogous to the proof presented in Appendix 4 of [3]. For the sake of com-
pleteness we shall give it here.

Let ϕ, R, T andC as in the statement of Theorem 1 and take φ be any bounded continuous
functions on D

([0, T ],S ′). We have to show that

lim
ε→0

P(ε)
[0,T ](φ) = φ(ρ).

Let A be the set A = {||U (ε)(t)|| ≤ C, t ∈ [0, T ]}. Theorem 1 implies that

lim
ε→0

∣∣P(ε)
[0,T ](φ) − P(ε)

[0,T ](φ1A)
∣∣ = 0. (11.1)

Now, consider P(∗,ε)
[0,T ] the distribution of the process with a spiking rate ϕ∗(·, ·) which fulfils

the Assumption 3 and it is equal to ϕ for u ≤ C . By definition, it follows that

P(ε)
[0,T ](φ1A) = P(∗,ε)

[0,T ](φ1A). (11.2)

Having proved Theorem 2 under the Assumption 3, we get the desired convergence to a limit
density ρ∗ = (ρ∗

t dudr)t∈[0,T ], for the process whose spiking rate is ϕ∗. It follows then, from
(11.1) and (11.2), that

lim
ε→0

P(ε)
[0,T ](φ) = ψ(ρ∗1A).

We claim that ρ∗ = ρ∗1A. Indeed, by considering φ(w) = sup{wt (1), t ≤ T } ∧ 1, we
immediately see that 1 = limε→0 P(ε)

[0,T ](φ) = φ(ρ∗1A). This last equalty implies that ρ∗
have support in [0,C]. As a consequence,

lim
ε→0

P(ε)
[0,T ](φ) = φ(ρ∗1A) = φ(ρ∗),

which concludes the proof of the Theorem.
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