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Logic and logicians have not been able to address the recent challenges proposed by the Big Data
phenomenon. Initially, this might have been discarded as a passing fashion, but the consequential
achievements of this field of investigation cannot be discarded.

This work, which may be seen as a position paper, intends to address the inadequacies of LogicS,
in their several forms, to deal with several problems arising from the need to deal with vast quantities
of data. Our exposition covers: efficiency, modelling capacity and explicability. But, we argue, there
are unexplored avenues that may be left for logic researchers to explore some important aspects of
Big Data modelling.

Efficiency. Simply put, the tools of logic are too complex. First-order logic is undecidable, and
something as simple as propositional logic is intractable. There are known tractable fragments of
propositional logics [Schaefer, 1978], but modelling real world applications, even when they can be
transformed into propositional logics, rarely fits into one of those fragments.

Modelling. Formal logic was developed as a tentative to formalize mathematics. After a bumpy
start, first-order logic was consolidated as a tool In which the foundations of mathematics could
be formalized, and so set theories could be axiomatized and compared, and now formal proofs may
even be automated. But then computer scientist try to apply first order predicates as a model of
real world entities and relationships. And for a while it succeeded, by enforcing that the Universe
of this course was all contained in a finite database. But this initial View does not transfer to
Big Data, which represents fuzzy, contradictory, and mostly inexplicable observations of human
behavior. The difference between mathematical concepts and human concepts are that the former
is designed to be precise, timeless, immutable, while the latter are anything but. So there is an
unbridgeable impedance mismatch between first order predicates and human concepts, a chasm that
has been researched and described by recent research in neuroscience [Barrett, 2017].

Explainability.  Explainability is a big problem for modern machine learning methods based on
neural networks, and logic has been volunteered as the ideal vehicle in which explainable AI should
be developed [Darwiche, 2023]. However, the sheer size of models developed with big data makes
this approach impractical. A large formula that fits into a 200 MB file, no matter what logic it
encodes, is no more satisfying as an explanation as any neural network.

Is there a way out for logic in the context of Big Data? I suggest that yes, logic should be used
for what logic is good at: proofs. The idea is to model neural networks, or more generally, any
continuous function, using a specific logic. Any continuous function can be densely approximated
by piecewise linear functions, and recent work has shown how to represent any such function as
a pair of formulas in Lukasiewicz infinitely valued logic [Preto and Finger, 2022b]. The idea is to
represent or approximate a neural network as a piecewise linear function, automatically translated
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into a formula and, no matter how big the formula, use logic’s proof methods to demonstrate the
existence of refutability of some properties of the original neural network [Preto and Finger, 2022a].
For efficiency, approximations of the target logic are being developed [Finger and Preto, 2023] For
further technical details referred to [Preto and Finger, 2023, Preto et al., 2023]
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