MECAI

2025 IV Workshop de Matematica, Estatistica e Computacio Aplicadas a Industria

(OMON

Desempenho de Small Language Models na Sumarizag¢ao de
Dialogos Médico-Paciente no Formato SOAP

Aline Eli Gassenn! José F. Rodrigues-Jr?
ICMC-USP

1 Introducao

Modelos de linguagem tém sido empregados em diferentes tarefas de processamento de lin-
guagem natural, incluindo classificacdo, sumarizacao e geragcao de texto. No contexto clinico, es-
sas aplicacdes podem auxiliar na elaboracao de registros estruturados e no apoio a documentagao
médica. Entretanto, o uso dessas ferramentas envolve restricdes associadas a privacidade e a
protecao de dados sensiveis.

Nesse cendrio, modelos de menor porte (Small Language Models - SLMs) constituem uma
alternativa aos Large Language Models (LLMs) em cendrios que exigem execugao local e con-
trole sobre o processamento das informacdes. Por apresentarem menor nimero de pardmetros,
esses modelos demandam menos recursos computacionais e podem ser empregados em sistemas
embarcados ou ambientes corporativos com restricdes de infraestrutura. A adogdo de SLMs tem
sido explorada em diferentes areas, como satide, manufatura e servicos, em tarefas que envolvem
compreensdo e geracdo de linguagem natural sob limita¢des de custo e privacidade.

Este trabalho avalia o desempenho dos modelos Qwen2.5-1.5B-Instruct e Phi-3-Mini-4K-
Instruct na geracdo de resumos clinicos estruturados segundo o formato SOAP (Subjective, Objec-
tive, Assessment, Plan). Utiliza-se o conjunto de dados Synthetic Medical Dialogues and SOAP
Summaries, composto por didlogos sintéticos entre paciente e profissional de saide e seus respec-
tivos resumos. As inferéncias sdo realizadas sobre o conjunto de validag@o, e o desempenho é
mensurado por meio das métricas ROUGE-L, BLEU e BERTScore, bem como pelos indicadores
de laténcia e uso de memoria.
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2 Materiais e Métodos

2.1 Conjunto de Dados

O estudo utilizou o conjunto Synthetic Medical Dialogues and SOAP Summaries [4], dis-
ponivel no repositério Hugging Face. O conjunto contém 10.000 pares de didlogos e resumos
no formato SOAP (Subjective, Objective, Assessment, Plan), gerados a partir do modelo GPT-4
aplicado ao NoteChat [2], derivado de relatos clinicos do PubMed Central (PMC).

O corpus € dividido em 9.250 amostras de treinamento, 500 de validacdo e 250 de teste. Neste
trabalho, foram utilizadas exclusivamente as amostras do conjunto de valida¢do, compostas por
didlogos sintéticos entre paciente e profissional de satide e seus respectivos resumos em formato
SOAP. Os dados ndo incluem informacdes provenientes de interagdes clinicas reais.

2.2 Modelos de Linguagem

Foram avaliados dois modelos de pequeno porte (Small Language Models - SLMs): Qwen2.5-
1.5B-Instruct e Phi-3-Mini-4K-Instruct. Ambos foram utilizados exclusivamente em modo de
inferéncia, sem ajuste de parametros. Os SLMs seguem a arquitetura Transformer do tipo decodi-
ficadora e destinam-se a execu¢do em ambientes com restricdes de recursos computacionais [5].

O Qwen2.5-1.5B-Instruct, desenvolvido pela equipe Qwen (Alibaba Group), possui 1,5 bilhdo
de parametros e foi pré-treinado em 18 trilhdes de tokens. O modelo utiliza atencdo Group-Query
Attention (GQA) e normalizagdo RMSNorm, com suporte a janelas de até 8 mil tokens. O ajuste
supervisionado (instruction tuning) foi conduzido sobre aproximadamente 1 milhdo de exemplos,
abrangendo tarefas gerais de linguagem [1].

O Phi-3-Mini-4K-Instruct, desenvolvido pela Microsoft Research, contém 3,8 bilhdes de parametros
e foi treinado em 3,3 trilhdes de tokens sob o regime data-optimal, que combina dados publicos
filtrados e dados sintéticos. Apds o pré-treinamento, o modelo passou por etapas de Supervised
Fine-Tuning (SFT) e Direct Preference Optimization (DPO), com janelas de contexto de até 4 mil
tokens [3].

A selecdo dos modelos teve como objetivo contrastar duas abordagens representativas no de-
senvolvimento de SLMs. O Qwen2.5 foi incluido por empregar pré-treinamento em larga es-
cala com diversidade de dominios, refletindo estratégias baseadas em volume de dados. O Phi-3,
por sua vez, adota um processo de treinamento centrado na curadoria e na otimizacdo de dados
sintéticos. A comparacdo entre esses modelos permite avaliar o impacto de diferentes regimes de
treinamento sobre a geracdo de resumos clinicos estruturados no formato SOAP.

2.3 Procedimento Experimental

Os experimentos foram realizados sobre o conjunto de validacdo do Synthetic Medical Dialo-
gues and SOAP Summaries, com o objetivo de avaliar a capacidade dos modelos em gerar resumos
clinicos estruturados no formato SOAP.

O processo envolveu trés etapas principais: preparacdo dos dados, inferéncia e avaliacdo. Na
primeira etapa, o conjunto de valida¢ao foi carregado em formato JSONL, com verificagdo de inte-
gridade e remog¢do de amostras invdlidas. Na segunda, os modelos Qwen2.5-1.5B-Instruct e Phi-
3-Mini-4K-Instruct foram executados em GPU por meio da biblioteca Transformers, utilizando



Tabela 1: Desempenho médio dos modelos no conjunto de validagao.

Métrica Qwen2.5-1.5B-Instruct  Phi-3-Mini-4K-Instruct
Parametros (B) 1.5 3.8
VRAM (GB) 4.5 5.0
Laténcia (ms/token) 6.47 10.17
Métricas Globais

ROUGE-L 0.2225 0.2305
BLEU 9.88 11.13
BERTScore 0.8292 0.8292
S (Subjetivo)

ROUGE-L 0.3490 0.4588
BLEU 16.31 21.54
BERTScore 0.8833 0.9144
O (Objetivo)

ROUGE-L 0.3079 0.4731
BLEU 11.59 22.07
BERTScore 0.8642 0.9057
A (Avaliacao)

ROUGE-L 0.2344 0.3016
BLEU 5.94 8.36
BERTScore 0.8603 0.8806
P (Plano)

ROUGE-L 0.1839 0.2199
BLEU 4.39 6.12
BERTScore 0.8543 0.8601

prompts padronizados para garantir consisténcia entre inferéncias. Cada didlogo foi processado
individualmente, e o tempo médio de geracao por token foi registrado para calculo da laténcia.

Na etapa de avaliacdo, o desempenho foi mensurado por meio das métricas ROUGE-L, BLEU
e BERTScore, aplicadas em dois niveis: global, considerando o resumo completo, e seccional,
avaliando individualmente as partes S, O, A e P. Foram também registradas medidas de completude
da estrutura SOAP, laténcia média e uso estimado de memdria.

Todos os resultados foram exportados em formato JSON para posterior agregacdo e analise
comparativa, servindo de base para a discussdo apresentada na préxima secao.

3 Resultados e Discussao

Os experimentos avaliaram o desempenho dos modelos na geragdo de resumos clinicos estru-
turados no formato SOAP. A Tabela 1 apresenta as médias obtidas para cada métrica, considerando
as avaliagdes globais e por se¢ao.

O modelo Phi-3-Mini-4K-Instruct apresentou desempenho superior nas métricas de similari-
dade global, evidenciado pelos maiores valores de ROUGE-L e BLEU. Esses resultados indicam
maior aderéncia lexical e estrutural em relagdo as referéncias. O BERTScore, voltado a simi-
laridade semantica, manteve-se equivalente entre os modelos, sugerindo que ambos preservam
coeréncia conceitual com o texto de referéncia. O Qwen2.5-1.5B-Instruct, embora apresente re-



sultados ligeiramente inferiores nas métricas de sobreposi¢ao, demonstrou menor laté€ncia e menor
uso de memodria, refletindo maior eficiéncia computacional.

A andlise por secdo mostra que as partes Subjetiva (S) e Objetiva (O) alcancaram as maiores
pontuacdes em todas as métricas, o que indica melhor desempenho na reproducdo de descrigdes
e achados observacionais. As secdes Avaliagdo (A) e Plano (P) apresentaram valores menores de
ROUGE-L e BLEU, possivelmente em razao da natureza inferencial e prescritiva desses segmen-
tos, que exigem maior capacidade de raciocinio clinico e sintese interpretativa.

4 Conclusao

Os resultados mostraram que ambos os modelos geraram resumos coerentes no formato SOAP,
com o Phi-3 apresentando melhor similaridade textual e o0 Qwen2.5 maior eficiéncia computacio-
nal. De modo geral, ambos os modelos apresentaram desempenho consistente com o esperado para
modelos de pequeno porte. A diferenca observada sugere que abordagens baseadas em curadoria
e otimizagdo de dados podem favorecer a fidelidade lexical, enquanto arquiteturas otimizadas em
escala reduzida tendem a apresentar vantagens operacionais em contextos de restricao de recursos.

No trabalho em desenvolvimento, o desempenho dos SLMs pode ser aprimorado por técnicas
como LoRA (adaptacio eficiente de parametros), quantiza¢do (reducio de precisdo para menor uso
de memodria), pruning (remocao de conexdes redundantes) e distilacdo de conhecimento (trans-
feréncia de competéncia de LLMs para modelos menores). Essas abordagens permitem melhorar
a qualidade e a viabilidade de execugdo local dos modelos clinicos.
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