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Abstract
AutoML represents a pivotal advancement in machine learning by simplifying and speed-
ing model development. This paper provides a comprehensive survey of AutoML, tracing 
its evolution from early metalearning, hyperparameter optimization, and transfer learning 
techniques to the latest advancements in neural architecture search, automated pipeline de-
sign, and few-shot learning. It covers historical context, classical approaches, and modern 
applications while also addressing emerging topics. Key research directions are highlight-
ed, focusing on enhancing model interpretability, improving generalization and robustness, 
expanding automated pipeline design, and ethical implications of AutoML technologies. 
This paper aims to provide a holistic view of the current state of AutoML, serving as a 
valuable resource for researchers, practitioners, and stakeholders seeking to understand 
and advance the capabilities of AutoML in both theoretical and practical contexts.

Keywords  Automated machine learning · AutoML · Metalearning · Hyperparameter 
optimization · Transfer learning

1  Introduction

Machine learning (ML) has experienced unprecedented growth in recent years, advanc-
ing across various domains and fostering innovations and applications in numerous sec-
tors (Provost and Fawcett 2013). One of the most significant developments in ML is the 
emergence of Automated Machine Learning (AutoML)  (Feurer et  al. 2015; Hutter et  al. 
2019). AutoML seeks to automate the end-to-end ML process, democratizing access to ML 
benefits and accelerating the development of data-driven solutions (Yao et al. 2018).

1 3

https://doi.org/10.1007/s10462-025-11397-2
http://crossmark.crossref.org/dialog/?doi=10.1007/s10462-025-11397-2&domain=pdf&date_stamp=2025-10-13


E. Alcobaça, A. C. P. L. F. de Carvalho

The concept of AutoML is not entirely new, it has a rich and extensive history (Smith-
Miles 2009). Its foundational pillars were established through classical metalearning, hyper-
parameter optimization and transfer learning (Rice 1976; Ritter 1991; Aha et  al. 1991). 
Metalearning (MtL) and Transfer Learning (TL), commonly described as “learning to 
learn" (Brazdil et al. 2003), involve creating algorithms that adapt their learning strategies 
based on prior experiences on similar tasks. Classical hyperparameter optimization (HPO) 
usually occurs by systematically adjusting the values of hyperparameters that govern the 
learning process toward enhancing model performance.

This literature review provides a comprehensive overview of the current state of AutoML 
by examining its historical background, foundational methodologies, and recent advance-
ments in the field. We highlight the following contributions: (i) use of systematic literature 
review approach (of literature reviews); (ii) historical background of algorithms selection; 
(iii) outline back classical definitions of MtL, HPO, and TL; (iv) connect the areas around 
meta-knowledge and AutoML definition (v) categorize and organize literature review; (vi) 
applications connected with of MtL, HPO, and TL; (vii) future research directions.

The paper is organized as follows. In Sect. 2, we describe the systematic literature review 
protocol employed. Section 3 presents a brief history of AutoML. In Sect. 4, we revisit clas-
sical definitions of MtL, HPO, and TL. Section 5 discusses how these approaches are uni-
fied under the concept of meta-knowledge. Section 6 introduces a comprehensive definition 
of AutoML that encompasses these foundational components. Section 8 outlines practical 
applications of AutoML across various domains. Finally, Sect. 9 highlights future research 
directions, and Sect. 10 concludes the paper.

2  Systematic literature review

A Systematic Literature Review (SLR) is a structured method for identifying, evaluat-
ing, and summarizing existing research on a specific topic (Kitchenham et al. 2009). This 
approach, initially developed in medicine and later widely adopted in software engineering, 
aims to reduce bias by following a clear, predefined protocol. Moreover, a SLR provides 
transparency and reproducibility of the study, making it easy to track and update (Kitchen-
ham et al. 2009).

This study proposes a systematic literature review of existing literature reviews within 
the domain of AutoML. Conducting an SLR of other literature reviews enables a broader 
knowledge synthesis by integrating findings from multiple comprehensive reviews (Kitch-
enham et al. 2009; Petersen et al. 2015). It can also provide a more mature structure and 
view of a research domain (Petersen et al. 2008). Finally, it can offer a meta-perspective on 
methodological trends, application areas, and underexplored topics (Petersen et al. 2008).
The adopted methodology of this paper follows several structured steps, as illustrated in Fig. 
1: (i) a set of research questions was defined to guide the review process; (ii) a search string 
was formulated to identify relevant studies; (iii) a systematic search for surveys and reviews 
was conducted using the Scopus and Web of Science databases; (iv) inclusion and exclu-
sion criteria were applied to select appropriate studies; (v) data extraction was performed to 
collect the necessary information; and (vi) the research questions were addressed based on 
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the extracted data. The search results are available on GitHub 1 while the search string used 
is shown below: 
( “algorithm recommendation" OR “algorithm portfolio" OR “algorithm recommender"
OR “model recommendation" OR “model recommender" OR
“automated machine learning" OR “automated algorithm design"
OR “automatic machine learning" OR “automl" OR “pipeline design" OR
“pipeline optimization" OR “hyperparameter tuning" OR “algorithm configuration"
OR “hyper parameter optimization" OR “hyperparameter optimization" OR
“hyper parameter tuning" OR “meta-learning" OR “metalearning" OR
“transfer learning" ) AND ( “survey" OR “review" ) AND ( “machine learning"
OR “data mining" OR “data science" )

In terms of inclusion and exclusion criteria, we used the following: (i) only survey papers 
with at least 25 citations in the data sources were considered; (ii) specific application sur-
veys were not considered (e.g., AutoML applied to healthcare). Figure 2 illustrates the con-
ducting phase culminating in the 52 selected survey papers.

Therefore, the SLR was used as a tool to answer the following research questions: 
Q1.	 What is the historical background of AutoML?
A:	 Answered in Sect. 3.
Q2.	 What are the classical definitions?
A:	 Answered in Sect. 4.
Q3.	 How does meta-knowledge bridge different areas of machine learning?
A:	 Answered in Sects. 5 and 6.
Q4.	 How can AutoML-related surveys be systematically categorized?
A:	 Answered in Sect. 7.
Q5.	 What are the main applications of AutoML?
A:	 Answered in Sect. 8.
Q6.	 What are the current and emerging research directions in the field of AutoML?
A:	 Answered in Sect. 9.

3  A brief history

The study of bias selection for Machine Learning (ML) algorithms,2 strongly related to 
AutoML, has a long and fertile history, traced back to the middle of the 1970s (Rice 1976). 
Automatic algorithm selection (Brodley 1993), hyperparameter optimization (Ritter 1991), 

1 .

2 For the definition of bias, this text adopts the definition from Tom Mitchell: “any basis for choosing one 
generalization [hypothesis] over another, other than strict consistency with the observed training instances" 
(Mitchell 1980). For a good discussion regarding this definition, see Dietterich and Kong (1995).

Search
2495

Citations Inclusion
Exclusion
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ScopusWeb of
Science

Duplicates
Removal 369 52

Fig. 2  Selection phase
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algorithm recommendation (Brazdil et al. 2003), metalearning (Aha et al. 1991), transfer 
learning (Pratt et al. 1991) and AutoML (Thornton et al. 2013; Feurer et al. 2015; Olson 
et  al. 2016) are some of the terminologies, and approaches, used by different research 
groups working in this area. Without taking into account their specificities, these groups 
were trying to answer the following research question: “Which algorithm is likely to pres-
ent the best performance for a given new problem?", which was initially posed by John 
Rice (Rice 1976). Figure 3 shows a timeline with the distinct names adopted by scientific 
contributions from different groups that, on some level, are related to Rice’s initial question 
and consequently AutoML.

In the current context, this question can be modified to “which algorithms" or “which 
pre-trained models", because of the different aspects associated with the whole solution 
bias, such as preprocessing techniques, model architectures, learning algorithms, values of 
hyperparameters, and the whole learning pipeline. Moreover, the “given problem" can be 
understood as a learning problem, such as learning disease diagnosis, stock price, object 
recognition, and robot actions.

Recent studies have addressed new research questions related with Rice’s question, which 
include: "which hyperparameter values are more suitable for the induction of a model", 
"which neural architecture can benefit most from a deep learning algorithm when applied to 
a given task", and even "which is the best pipeline for an end-to-end ML solution". Besides, 
they have expanded the research questions by adding limitations such as time, memory, and 
other desired things (Brazdil et al. 2009; Hutter et al. 2019).

In 1976 Rice (1976) formally defined the algorithm selection problem proposing a 
framework called the abstract model, which was based on the approximation theory. This 
framework initially had three components: the problem space; the algorithm space; and the 
performance space (Rice 1976). Later in the text, Rice observed the need for a fourth com-
ponent, the feature space, which was added to the framework. These four components can 
be summarized as follows:
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	● The Problem Space (D): the set of problems.
	● The Feature/Characteristic Space (C): the set of features (or characteristics) extracted 

from the problem d.
	● The Algorithm Space (A): the set of algorithms that may deal with problem d.
	● The Performance Space (P): The criterion used to assess the performance of a given 

algorithm in a specific problem.

According to Smith-Miles (2009), the algorithm selection problem posed by Rice can be 
formally described by Definition 1 (Smith-Miles 2009). Figure 4 depicts this framework, 
so-called the abstract model (see blue part).

Definition 1  (The Algorithm Selection Problem) For a given problem instance d ∈ D with 
features fc(d) ∈ C, find the selection mapping fm(fc(d)) ∈ A in the algorithm space, such 
that the selected algorithm α ∈ A maximizes the performance mapping fp(α(d)) ∈ P .
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Fig. 4  Rice’s framework with updates from Smith-Miles and Vanschoren. Adapted from Vanschoren 
(2010)
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Therefore, the goal of the algorithm selection problem is to identify a mapping function 
fm : C → A that selects the most appropriate algorithm for a given problem d. This func-
tion fm depends on the problem characterization, which, in turn, is influenced by the 
domain. To define fm, we need to provide features fc(d) ∈ C, and designing these features 
depends on the application domain d ∈ D′ ⊂ D. For example, fc(d) can be viewed as meta-
features tailored for a specific class of problems D′ ⊂ D. Developing suitable meta-features 
for a given problem is challenging and typically requires expert knowledge. As noted by 
Smith-Miles (2009), this difficulty has likely hindered the widespread adoption of Rice’s 
framework (Smith-Miles 2009).

Subsequently, Rice’s framework underwent some updates. Smith-Miles (2009) proposed 
three phases during the algorithm recommendation process, highlighted in green in Fig. 4. 
Phase I represents the meta-data acquisition to create the mapping function fm. Phase II 
focuses on learning from the acquired meta-data and generated rules to create an automated 
method to select the algorithms (the mapping function fm). Finally, Phase III aims to exam-
ine the rules and empirical results from a theoretical perspective view and generate insights 
to improve algorithms and even create new ones. After that, Vanschoren (2010) added three 
essential steps in the framework, which are depicted in orange in Fig. 4. Firstly, the Pre-
processed Problems Space (preprocessed dataset) to include the transformation that occurs 
in the data mining process (e.g., feature selection and feature construction) or the adapta-
tion of the problems to the algorithm input format (e.g., one-hot encoding in categorical 
features). Moreover, the Parameterized Algorithm Space permits the inclusion of algorithm 
hyperparameters. Finally, the Algorithm Feature Space makes features extraction possible 
from algorithms (e.g., type of data that algorithms can handle, interpretability of the learned 
model, runtime properties, resilience to noise, and resilience to redundant attributes).

According to Smith-Miles (2009), Aha (1992) was the first work to investigate the use 
of datasets’ characterization to select algorithms Aha 1992; Smith-Miles 2009. The work 
was also the first to use the term metalearning (MtL), although it did not provide a defini-
tion for it. Aha (1992) posited that while many studies hypothesized that some algorithms 
performed better than others because they were better suited to specific classes of prob-
lems, there was a lack of experimental evidence to substantiate this hypothesis. Specifi-
cally, there was no clarity on the conditions and characteristics under which one algorithm 
outperforms another. To address this, Aha (1992) proposed an empirical method to generate 
rules describing when some algorithm outperforms others based on characteristics extracted 
from datasets, such as the number of classes, number of instances, and feature value range. 
Figure 5A shows the resulting rules produced to explain when it was better to use Instance-
Based-1 (IB1), CN2, and the Quilan decision tree (C4) ML algorithm. Although Aha (1992) 
used dataset characteristics to select algorithms, they were previously used to investigate the 
concept learning of ML algorithms (Rendell and Cho 1990).

Brodley (1993) observed that while a given algorithm might be well-suited for certain 
tasks, it may not be optimal for all possible tasks, a phenomenon referred to by the author as 
the dilemma of ’selective superiority of algorithms’. This led Brodley (1993) to hypothesize 
that merging different biases could produce an algorithm ideal for any problem. In response, 
Brodley (1993) designed an algorithm that builds a hybrid classifier dynamically using a set 
of heuristics rules called Model Class Selection (MCS) (Brodley 1993). MCS used three 
different classes of algorithms: univariate decision trees, linear discriminant functions, and 
instance-based classifiers. Figure 5C depicts the bias difference of the algorithms used in 
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MCS. Moreover, MCS used heuristics to guide the best-first search to combine models of 
these three different bias classes. The heuristic rules used in MCS include dataset charac-
teristics such as the ones proposed by Aha (1992). Although MCS outperforms all the three 
different classes of algorithms investigated, it was not the best for all datasets used, showing 
that it also suffers from the selective superiority dilemma.

Instead of selecting the best algorithm, Pratt et al. (1991) went through on transfer learned 
information among neural networks. Inspired by symbolic representation, Pratt et al. (1991) 
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proposed to reuse information from a neural to help a second one learn a related task. Pratt 
et al. (1991) concluded that transferring weights from smaller networks trained on related 
tasks could speed up training by one order of magnitude compared to training a new net-
work from scratch with random weights (Pratt et al. 1991).

Additionally, Ritter (1991) noticed that not only algorithms should be adequately selected, 
but also their hyperparameters (Ritter 1991). Ritter (1991) argued that the researchers were 
not achieving the optimal performance of the algorithms because many algorithms used 
standard values for the free hyperparameters or were manually tuned. According to Ritter 
(1991), default hyperparameters typically do not yield the best model performance, and 
manual tuning is both labor-intensive and prone to errors due to cognitive limitations, such 
as functional fixedness, limited memory, and human errors (Adamson 1952; Ritter 1991). 
To address this issue, Ritter (1991) proposed a method based on genetic algorithms (Holland 
1992), which automatically selects the optimal hyperparameter settings (Ritter 1991). Chro-
mosomes were sets of hyperparameter values of a neural network such as (learning rate, 
training regime, and learning grain size), while the genetic operators used were cross-over 
and mutation. The method outperformed when compared with specialist tuning by hand and 
default values provided by the algorithm developer.

Similar to Ritter (1991), Kohavi and John (1995) observed that hyperparameters should 
be tuned to achieve good performance (Kohavi and John 1995). Kohavi and John (1995) 
argued that although algorithms typically give rules of thumb for tuning their hyperparam-
eters, it would be adequate to find values that work well for the particular dataset under anal-
ysis. To address this, Kohavi and John (1995) proposed the A-AP method, which worked 
as a wrapper that encapsulated a given model and received a dataset as input (Kohavi and 
John 1995). A-AP tuned the algorithm hyperparameters delivering the final best model by 
using cross-validation.

In contrast to the proposal put forward by Ritter (1991), which optimized learning pro-
prieties (e.g., the number of epochs needed for the network to learn), the A-AP optimized 
the algorithm performance (e.g., accuracy). Figure 5D illustrates the A-AP method, which 
consists of two main components: search and evaluation. The search component employs 
Best-First Search to identify optimal hyperparameter values. The evaluation component 
utilizes cross-validation and accuracy metrics to assess the performance of models gen-
erated by different hyperparameter configurations. Additionally, a notable contribution of 
this approach was the formalization of hyperparameter optimization, originally termed the 
“parameter selection problem" (Kohavi and John 1995).

Many other projects were also proposed in the 1990s that directly or indirectly support 
AutoML, including the design of new ML algorithms, new benchmarking datasets, develop-
ment of ML toolboxes to help the end-user, and methods for ML algorithm recommendation 
(Graner et al. 1993; Michie et al. 1994; Brazdil et al. 2003).

A key initiative was the Machine Learning Toolbox (MLT)3 that developed the Consul-
tant-MLT, a knowledge-based system (Craw et al. 1992) used to recommend ML algorithms 
from the MLT toolbox. The system collected a set of user’s answers about the dataset, appli-
cation domain, and preferences. The answers were used as input of predefined rules to rec-
ommend an algorithm (Brazdil et al. 2009). Next came Consultant-MTL-2 (Sleeman et al. 
1995), an update of Consultant-MTL, which included recommending preprocessing steps. 
Thus, the objective of Consultant-MTL was to make machine learning accessible to non-

3 ESPRIT project 2154, from 1989 to 1993 – https://cordis.europa.eu/project/id/1698
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experts through algorithm recommendation, positioning it as one of the earliest examples 
of AutoML tools (Graner et al. 1993). Similarly, Consultant-MTL-2 represents one of the 
pioneering efforts to recommend entire machine learning pipelines.

Moreover, Comparative Testing of Statistical and Logical Learning (StatLog)4 brought 
significant insights for ML  (Henery and Taylor 1992; Michie et  al. 1994). According to 
Michie et  al. (1994), the objectives of the StatLog project were to provide critical per-
formance measures of classification algorithms and indicate the imperfections to further 
improvements on developing new algorithms (Michie et al. 1994).

In this project, Brazdil and Henery proposed an experiment to create rules to recommend 
when to use an ML algorithm, extending the idea of Aha (1992) (Michie et al. 1994). The 
C4.5 decision tree algorithm was used to generate rules taking as predictive features dataset 
characteristics extracted from 22 datasets from the University of California - Irvine (UCI) 
repository. The dataset characteristics, so-called meta-features, were aggregated into three 
groups: general (e.g., the number of features, number of classes), statistical (e.g., mean of 
the skewness of the features, mean of the kurtosis of the features), and information-theoretic 
(e.g., the entropy of the classes, mean of entropy of each attribute). Figure 5B shows an 
example of rules generated when recommending the Classification And Regression Trees 
(CART) (Breiman et al. 1984) algorithm. The results of this work encouraged the starting of 
the field we know as metalearning (Henery and Taylor 1992; Brazdil et al. 2009).

The successes of Statlog inspired a successor project entitled METAL.5 The goal of 
METAL was to create a metalearning assistant to provide user support during data mining 
tasks. Instead of using binary rules, METAL created methods for ranking ML algorithms 
according to their adequacy for given tasks based on dataset characteristics too  (Brazdil 
et al. 2003). To illustrate this procedure, given an unseen dataset, a rank of the most appro-
priate algorithm was created, considering accuracy or even the computational time spent. 
The ranking approach was further incorporated into the Data Mining Advisor (DMA), a 
web-based tool designed to help practitioners automatically select ML algorithms for clas-
sification problems (Giraud-Carrier 2005).

The discussions in this section highlight the extensive and fruitful history of AutoML. 
The works reviewed offer early insights into concepts that are now central to modern 
research, such as metalearning  (Aha 1992; Brazdil et al. 2003, 2009; Vanschoren 2018), 
meta-heuristics  (Brodley 1993; Pappa et  al. 2014), transfer learning (Pratt et  al. 1991; 
Pan and Yang 2009), and optimization in machine learning (Ritter 1991; Kohavi and John 
1995; Bergstra et al. 2011). These foundational studies laid the groundwork for subsequent 
research, driving advancements over the past three decades and paving the way for the evo-
lution of contemporary AutoML.

4  Classical definitions

This section introduces the classical definitions of metalearning, hyperparameter optimiza-
tion, and transfer learning.

4 ESPRIT project 5170, from 1990 to 1993 – https://cordis.europa.eu/project/id/5170
5 ESPRIT project 26.357, from 1998 to 2001 – ​h​t​t​p​s​:​​​/​​/​c​o​r​d​i​​s​.​e​u​r​o​p​​​a​.​​e​u​​/​p​r​o​j​e​​​c​t​​/​i​​d​/​​F​P​​4​_​2​6​3​5​7
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4.1  Classical metalearning

The term metalearning (MtL) was coined based on a branch of the metacognition field 
that studies how humans learn their learning process (Biggs 1985). Generally, when learn-
ing a new task, such as walking on two legs or some academic skill, we rarely start from 
scratch. Instead, we reuse approaches that previously worked well to guide us in the new 
task, avoiding spending time on trial-and-error, making the learning faster at each previous 
experience acquired (Lake et al. 2017). Thus, we are learning how to learn from previous 
tasks (Vanschoren 2018).

From the ML perspective, MtL will automatically speed up and improve new ML tasks 
(such as building a model) based on accumulated experience from previous tasks. This 
accumulated experience is called meta-knowledge, which can be acquired from different 
kinds of meta-data, such as measures of task’s characteristics (so-called meta-features), 
algorithm hyperparameter settings, model learned parameters, model performance, pipeline 
structure, and network architecture (Brazdil et al. 2009; Vanschoren 2018). Therefore, MtL 
investigates how to learn the learning process using meta-knowledge to improve new learn-
ing tasks. One of the most known definitions was provided by Brazdil et al. (2009):

Definition 2  (Metalearning) “Metalearning is the study of principled methods that exploit 
meta-knowledge to obtain efficient models and solutions by adapting machine learning and 
data mining processes.”

By reviewing various definitions of metalearning in the literature, Lemke et al. (2015) pro-
posed two essential criteria for defining a metalearning system. The first criterion is that the 
learning subsystem should enhance its performance by adapting based on experience. The 
second criterion is that the system should accumulate and utilize meta-knowledge from its 
experiences to gain further insights. Based on Lemke et al. (2015) criteria, the definition of 
a metalearning system is as follows:

Definition 3  (Metalearning System) A metalearning system must: 

1.	 Include a learning subsystem, which adapts with experience.
2.	 Gain experience by exploiting meta-knowledge extracted 

(a)	 in a previous learning episode on a single dataset, and/or
(b)	 from different domains or problems.

In the classical approach, a MtL system acquires meta-knowledge from meta-features and 
performance measures from previous ML learning tasks (Brazdil et al. 2009). Meta-features 
are measures that capture the main characteristics of a dataset and its relations with the 
learning task. Meta-features and performance are combined to create meta-data as predic-
tive and target attributes. Thus, a meta-dataset is created by accumulating meta-data from 
previous tasks meta-data.

The next step involves creating a meta-model, a process analogous to data mining where 
the meta-dataset undergoes preprocessing, modeling, and post-processing to develop a 
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model that maps meta-features to the target. For example, this meta-model might recom-
mend or rank machine learning algorithms, hyperparameters, or preprocessing methods.

Meta-model design can be categorized into: the base-level and the meta-level. The base-
level pertains to tasks directly related to the data itself, such as dataset handling, model 
induction, and evaluation. In contrast, the meta-level involves using meta-data to design the 
meta-model. The collection of datasets, induction of models and model evaluation are part 
of a base-level task, while taking the performances and meta-feature to induce a model that 
predicts the performance on a new unseen dataset is a meta-level task (Vanschoren 2018). 
Therefore, when a new task is introduced, its meta-features are extracted and fed into the 
meta-model, which then predicts the appropriate ML algorithms for the task. Figure 6 illus-
trates a typical MtL system.

Classical MtL application is generally one in which the meta-data is acquired from meta-
features, and meta-knowledge is accumulated in the meta-model. Some classical application 
includes recommendation or ranking of ML algorithms (Brazdil et  al. 2003; Lemke and 
Gabrys 2010), recommendation of hyperparameters (Soares et al. 2004), estimation of algo-
rithm performance (Guerra et al. 2008; Reif et al. 2011, 2014), warm-start for optimization 
procedures (Reif et al. 2012; Gomes et al. 2012). We will describe more MtL applications 
in Sect. 8.

4.2  Classical hyperparameter optimization

Unlike MtL, classical hyperparameter optimization (HPO) aims to fit a suitable model for 
a given task instead of recommending algorithms (Bergstra et al. 2011; Yang and Shami 
2020). This idea comes from the observation that ML algorithms usually underperformed 
when their hyperparameters were not tuned (Ritter 1991; Kohavi and John 1995). Most 
approaches to solve HPO problems come from the optimization field. Boyd and Vanden-
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Fig. 6  MtL system for algorithm recommendation. Adapted from Brazdil et al. (2009)

 

1 3

    5   Page 12 of 39



A literature review on automated machine learning

berghe (2004) define an optimization problem (or mathematical optimization problem) as 
presented in Definition 4.

Definition 4  (Optimization Problem) Let the vector x = (x1, . . . , xn) be the optimization 
variable of the problem, let the function fobj : Rn → R be the objective function, let the 
functions gi : Rn → R, i = 1, . . . , m be the constraint function (or inequality) and the con-
stants b1, . . . , bm be the limits (or bounds) for the constraints. An optimization problem can 
be defined as follows: 

	
arg min

x
fobj(x) � (1a)

	 subject to gi(x) ≤ bi, i = 1, . . . , m.� (1b)

The vector x∗ which obtains the minimum value for fobj and satisfies the constraints is 
called optimal. Note that minimize fobj(x) is equivalent to maximize −fobj(x). The opti-
mization problem is called linear programming (or linear problem) if the objective and con-
straint functions fobj, g1, . . . , gm are linear, otherwise it is called nonlinear programming 
(or nonlinear problem). Nonlinear problems typically assume that the objective function 
fobj is convex or at least mathematically defined.          

However, there are problems where the objective function is expensive or even impos-
sible to compute, and the derivatives and convexity properties are unknown (Brochu et al. 
2010). HPO is an example of such an optimization problem. Although it is possible to com-
pute the objective function, it is unknown (so-called black-box function), with no guarantee 
of convexity nor derivatives. Moreover, it can have multiple local minima and maxima, and 
even noise (Feurer and Hutter 2019).

One of the first formalizations for the HPO problem was defined by Kohavi and John 
(1995) as follows:

Definition 5  (The Hyperparameter Optimization Problem) Let Dtrain ⊂ D be the training 
subset of the dataset D = {(x, y) | xi ∈ X , yi ∈ Y, i = 1, ..., n ∈ N+} and α ∈ A be a 
machine learning algorithm where λ ∈ Λ is the hyperparameter configuration belonging 
to the space of all possible settings Λ. The algorithm α produces an hypothesis function 
h ∈ H, which approximates the real function f. Given a function E  that computes the error 
of h when estimating f, where h = α(Dtrain, λ), the optimal hyperparameter setting satis-
fies the following equation:

	
λ∗ = arg min

λ∈Λ
E(α(Dtrain, λ), f)� (2)

The λ∗ is the element in Λ that results in a minimal error. However, it is not possible to 
calculate λ∗ because we do not know f, which is required to calculate E . Thus, we should 
somehow estimate E  using Dtrain. According to Kohavi and John (1995), an alternative 
can be a cross-validation or holdout procedure. The following definition uses k-fold cross-
validation to estimate E  and consequently λ∗.
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Definition 6  (The Estimated Hyperparameter Setting) Let the k-fold cross-validation 
inner training set be dt

i ⊂ Dtrain and validation set be dv
i ⊂ Dtrain, where dt

i ∩ dv
i = ∅, 

dt
i ∪ dv

i = Dtrain and i ≤ k | i, k ∈ N+. Given a loss function L we can approximate E ≈ Êcv 
as follows:

	
E ≈ Êcv = 1

k

k∑
i=1

L(α(dt
i , λ), dv

i )� (3)

Then, Êcv can be used to estimate λ∗ as described below:

	
λ∗ ≈ λ̂∗ = arg min

λ∈Λ

1
k

k∑
i=1

L(α(dt
i , λ), dv

i )� (4)

It is important to note that even if we know the f, the exhaustive search into Λ is impractical. 
This is because Λ may be prohibitively large for most machine learning algorithms.

More recently, the algorithm selection has been integrated with hyperparameter tun-
ing, a process known as Combined Algorithm Selection and Hyperparameter Optimization 
(CASH). This development brings CASH closer to the concepts originally discussed by 
Rice and aligns it with MtL as both approaches involve selecting among various algorithm 
biases. To the best of our knowledge, the term AutoML was first introduced into the context 
of the CASH problem (Thornton et al. 2013). CASH can be defined as follows:

Definition 7  (Combined Algorithm Selection and Hyperparameter Optimization) Let 
A = {α1, · · · , αn} be a set of algorithms and {Λ1, · · · , Λn} the respective associated algo-
rithm hyperspaces. Given a loss function L(αj(dt

i, λ), dv
i ), where λ ∈ Λj , the k-fold cross-

validation inner training set dt
i ∈ Dtrain and validation set as dv

i ∈ Dtrain with dt
i ∩ dv

i = ∅, 
dt

i ∪ dv
i = Dtrain and i ≤ k | i, j, k ∈ N+, we can define CASH as:

	
α∗λ∗ ∈ arg min

αj∈A,λ∈Λj

1
k

k∑
i=1

L(αj(dt
i, λ), dv

i ).� (5)

Several methods are used for hyperparameter optimization, including random search, grid 
search, Bayesian optimization, evolutionary algorithms, and swarm intelligence techniques 
(Bergstra et al. 2011; Pappa et al. 2014; Feurer and Hutter 2019; Yang and Shami 2020). 
Nevertheless, effectively addressing complex nonlinear problems remains a significant 
challenge (Boyd and Vandenberghe 2004). According to Boyd and Vandenberghe (2004), 
even relatively simple problems can be computationally intensive, difficult to solve, or 
intractable. A more detailed discussion of HPO algorithms and their applications will be 
provided in Sect. 8.
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4.3  Classical transfer learning

The classical literature on transfer learning (TL) defines itself in terms of domain and task. 
The domain is seen in light of feature space and marginal distributions, while the task in 
light of label space and the decision function. Definitions 8 and 9 depict these definitions 
adapted from Pan and Yang (2009) and Zhuang et al. (2021).

Definition 8  (Domain)

Let X  denote the feature space and P(X) be the marginal probability distribution over 
X ⊂ X . A domain is defined as:

	 D = {X , P (X)}� (6)

Definition 9  (Task) Let Y  be a label space and let h : X → Y  be a predictive function. A 
task is defined as:

	 T = {Y, h}� (7)

Definition 10  (Transfer Learning) Let S = {
(
DS

i , T S
i

)
| i = 1, ..., n ∈ N+} be a set 

of source-domain pairs and let T = {
(
DT

i , T T
i

)
| i = 1, ..., m ∈ N+} be a set of target 

domain-task pairs. Transfer learning is defined as the process of using knowledge acquired 
from source set (meta-knowledge) S to improve the performance of the predictive function 
hT  in the target domains T.

	 ĥT = τ(hT , S)� (8)

Note that by combining a source domain DS
i  with its associated task T S

i , we obtain a dataset 
D = {(x, y) | xk ∈ X S

i , yk ∈ YS
i , k = 1, ..., n ∈ N+} as previously defined. Similarly to 

metalearning definitions, we have the reuse of a previus knowledge, what we are calling 
meta-knowledge, being used in new learning tasks. Unlike hyperparameter optimization, 
which typically reuses meta-knowledge within the same task setting to guide the optimiza-
tion, transfer learning leverages experience from related but potentially different tasks or 
domains to guide the learning process in a target task.

According to Pan and Yang (2009), transfer learning can be classified into three main 
categories: inductive, transductive, and unsupervised. Inductive TL is characterized by a 
difference between the source and target tasks, i.e., T S ̸= T T . In this environment, the 
target domain has some labeled data, which enables the induction of a predictive model for 
the target task. A common application scenario includes fine-tuning a neural network pre-
trained on a large dataset (e.g., ImageNet) for a different but related task with limited labeled 
data. In transductive TL, both the source and target tasks are the same (i.e., T S = T T ), but 
the domains are different DS ̸= DT . Moreover, the target domain typically lacks sufficient 
labeled data, while the source domain provides abundant labeled examples. This type of 
transfer is particularly relevant in cross-domain applications, such as sentiment analysis 
across different product categories or adapting visual recognition systems to variations in 
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lighting or sensor conditions. Finally, unsupervised TL considers the case where both the 
source and target tasks are unsupervised so no labeled data are available in either domain, 
such that YS = YT = ∅. The objective is to transfer structural knowledge (e.g., feature 
representations) from the source domain to improve unsupervised learning performance in 
the target domain.

In computer vision, transfer learning enables tasks like medical image classification and 
object detection by fine-tuning models pretrained on large datasets  (Pan and Yang 2009; 
Arbane et al. 2023). In natural language processing, models like BERT are adapted for tasks 
such as sentiment analysis and named entity recognition (Arbane et al. 2023; Zhao et al. 
2024). It also helps in areas like robotic learning, genomics, and environmental monitor-
ing, allowing knowledge transfer across domains to improve model performance (Lu et al. 
2023). In Sect. 8 we will describe more applications.

5  Meta-data and meta-knowledge

Even though MTL, TL and HPO, in their classical definition, appear to be different, they 
have more in common nowadays than ever before, mainly due to the emergence of new 
AutoML solutions. We will talk about this in light of two concepts, meta-data and meta-
knowledge. Next, we will define and exemplify these concepts.

Definition 11  (Meta-data) Meta-data is data derived from the base-learning process that 
provides insights into the learning task.

Definition 12  (Meta-knowledge) Meta-knowledge is the knowledge gained from the pro-
cess of learning how to learn. It is accumulated from meta-data and encompasses insights 
and patterns derived from previous learning experiences.

Definition 11 characterizes meta-data as the data produced during the learning process. Fig-
ure 7A illustrates various sources and types of meta-data that can be collected. Meta-data 
can originate from three distinct sources: different tasks; similar tasks; and the same task.

Meta-data from different tasks are exemplified by the data generated by classical rank-
ing systems (Brazdil et al. 2003). Meta-data from similar tasks typically arises in transfer 
learning or few-shot learning (Oquab et al. 2014; Finn et al. 2017; Sun et al. 2019). Lastly, 
meta-data from the same task is commonly seen in hyperparameter optimization, where per-
formance metrics and configurations are recorded and evaluated across iterations (Wu et al. 
2019). For example, surrogate models used in Bayesian optimization track new configura-
tions and their corresponding performance at each iteration (Brochu et al. 2010)

Furthermore, in Fig. 7A, we suggest several types of meta-data, which we categorized as 
follows: (i) dataset-based, similar to meta-features and data complexity (Rivolli et al. 2018); 
(ii) algorithm-based, similar to the hyperparameters stored by optimization process, as well 
as golden rules given by an algorithm developer (Wu et al. 2019; Yang and Shami 2020); 
(iii) model-based, similar to internal parameters and architectures which can be shared (Liu 
et al. 2018; Pham et al. 2018; Elsken et al. 2018; Wan et al. 2020); (iv) workflow-based, 
similar to combinations of pipelines and precedence rules (Olson et al. 2016; de Sá et al. 
2017); (v) task-related measurements, similar to the cross-validation score and prediction 
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time. These meta-data can be captured and used to learn the base-learning process, create 
rules, transfer learning, or even choose the next hyperparameters to be evaluated (Oquab 
et al. 2014; Feurer et al. 2015; Finn et al. 2017).

In Definition 12, we present meta-knowledge as the knowledge acquired from learning 
how to learn. Figure 7B shows how the acquisition of meta-knowledge can be made and the 
moment in which it occurs. The acquisition can be made through (i) machine learning algo-
rithms, which can store meta-knowledge in decision tree rules or even in weights of regres-
sors and neural network layers (Aha 1992; Bensusan and Kalousis 2001; Brazdil et al. 2003; 

Source

B) Meta-knowledge

A) Meta-Data

Type

From different task

From similar task

From the same past task

Dataset

Algorithm

Model

Task-related measurements

Workflow

Acquisition

Machine Learning

Optimization

Moment

Offline

Online

Hybrid
(online and offline)

Ranking of algorithms via meta-features

Hyperparameters
Developer instructions

Transfer learning of features learned in images

Surrogate models of BO
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Data complexity

Internal parameters
Internal struture

Pipelines
Internal pipeline sequence

Cross-validation performance
Time/memory spen on the task

Classical algorithm recommendation

Individuals maintain characteristics from
good pipelines in evolutionary algorithms

Rules/weights of a meta-learner
Ranking algorithms based on meta-features

Classical hyperparameter optimization

Optimization with warm-start

Examples

Examples

Fig. 7  The types and source of meta-data with examples in blue (A). The meta-knowledge acquisition 
type and the moment it occurs with examples in blue (B)
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Guerra et al. 2008; Reif et al. 2014); (ii) optimization procedures, as in the case of evolution-
ary algorithms in which each iteration keeps the best characteristics of the individuals alive 
in their descendants (Olson et al. 2016). Moreover, the acquisition can occur in different 
ways such as (i) offline, where the meta-data are collected before any meta-knowledge is 
acquired (Reif et al. 2012); (ii) online, where the acquisition of meta-data is made simul-
taneously with the acquisition of knowledge (Yang and Shami 2020); (iii) hybrid, where 
meta-knowledge is acquired both online and offline (Gomes et al. 2012; Feurer et al. 2015).

One can observe more similarities than differences when comparing the classical MtL, 
TL, and HPO approaches in light of the concepts of meta-data and meta-knowledge pre-
sented here. For example, in classical MtL approaches, we can obtain metadata from 
meta-feature extraction in an offline process applied to past tasks (Brazdil et al. 2009). The 
meta-knowledge is acquired by learning from the metadata through ML algorithms, which 
build meta-models. In the meta-models parameters/weights, we have the meta-knowledge 
accumulated that will be used to make a recommendation (Bensusan and Kalousis 2001; 
Brazdil et al. 2003; Guerra et al. 2008). In the case of TL, meta-knowledge is typically trans-
ferred through the model’s parameters, which, after the training process, are used to speed 
up new learning tasks on similar or different tasks (Pan and Yang 2009; Zhuang et al. 2021).

Similarly, classical HPO also obtains meta-data through cross-validation in an online 
process applied over the same tasks (Bergstra and Bengio 2012). The meta-knowledge is 
obtained by learning from cross-validation through an optimization procedure. At each 
step, the best configurations and performance are updated based on the meta-knowledge 
acquired, i.e., the previously observed best configurations and performance (Kohavi and 
John 1995; Yang and Shami 2020).

Currently, the combination of classical HPO, TL and MtL approaches has produced new 
robust approaches (Feurer et al. 2015; Finn et al. 2017; Thornton et al. 2013). Next, we will 
introduce an AutoML definition based on the similarities of MtL, TL, and HPO through 
meta-knowledge acquisition. Thus, we will present AutoML as an umbrella term for meth-
ods/processes/algorithms/systems that learn to learn.

6  Automated machine learning definition

Nowadays, AutoML has gained significant attention due to its potential impact on both 
scientific research and industry. First, AutoML can contribute to the democratization of 
machine learning by providing powerful tools accessible to non-experts. As developing 
machine learning solutions typically demands substantial prior knowledge, AutoML facili-
tates research across various fields not traditionally associated with machine learning. Sec-
ond, AutoML supports experts by automating labor-intensive tasks such as hyperparameter 
tuning and algorithm selection, thereby accelerating the development of improved products 
and technologies. Finally, AutoML can evolve into intelligent assistants that can guide non-
experts and support professionals. In this envisioned future, AutoML systems would act as 
data science copilots, analyzing data, building models, and interpreting results, in a new era 
of artificial intelligence where machines enhance and extend human expertise in data-driven 
decision-making.

Based on the current literature and perspectives (Feurer et al. 2015; Barbudo et al. 2023; 
Hutter et al. 2019; Zöller and Huber 2021; Kohavi and John 1995; Pan and Yang 2009; He 
et al. 2021), we propose a comprehensive definition of AutoML. This aims to clarify the 
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concept of AutoML and unify various approaches with similar goals to advance research. 
Therefore, we define AutoML as follows:

Definition 13  (Automated Machine Learning) Automated Machine Learning consists of 
systems developed in order to design machine learning solutions automatically, learning 
to learn the learning process, with few human interactions. As objectives, AutoML aims to:

	● Democratize machine learning
	● Help data scientists in the laborious and repetitive steps of designing machine learning 

solutions
	● Find the best possible machine learning solution given limited resources and restrictions
	● Learn the learning process, accumulating meta-knowledge and being more efficient at 

each step

We consider a few human actions instead of none because we see AutoML as a tool that 
does not replace data scientists, but assists them. Data scientists can, e.g., define algorithm 
restrictions, pre-trained models, or limit available resources, such as time and memory. 
Therefore, some interactions are needed at some level.

The term “automatically" can be read as systems that, on some level, learn to learn from 
meta-data, accumulating meta-knowledge and being more efficient at each step. Therefore, 
MtL, HPO, and TL fit this definition well.

7  Literature review categorization

In this section, we systematically organize the existing literature reviews, proposing two 
primary levels: the Classical Connection and its corresponding Subcategories. The Classi-
cal Connection refers to the core traditional machine learning areas that form the conceptual 
basis for the surveyed reviews (MtL, TL, HPO). Within each classical field, additional sub-
divisions are introduced to capture more specific methodological emphases.

The first level of categorization identifies three classical machine learning domains asso-
ciated with the surveyed literature: hyperparameter optimization, metalearning, transfer 
learning, and hybrid approaches (more than one domain). These categories reflect the his-
torical development and foundational paradigms from which modern AutoML research has 
emerged.

Each classical domain is further subdivided into more detailed subcategories, as outlined 
below:

7.1  Metalearning

From Meta-features: Reviews in this subcategory emphasize the extraction of meta-
features from datasets to guide the selection or configuration of algorithms.
From Model: This subcategory includes reviews that focus on extracting meta-knowl-
edge directly from model parameters and optimization processes.
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7.2  Hyperparameter optimization

Single Step Optimization: Reviews concentrating on the optimization of hyperparam-
eters for a single algorithm without explicitly structuring the optimization across mul-
tiple pipeline stages.
Multiple Step Optimization (Pipeline Design): Reviews addressing optimization across 
multiple stages of a machine learning workflow, such as preprocessing, feature engi-
neering, model selection, and postprocessing.
Multiple Step Optimization (Neural Architecture Search): Reviews focusing specifi-
cally on the optimization of deep neural network architectures.

7.3  Transfer learning

Meta-knowledge Transfer: Reviews focusing on the meta-knowledge transfer of mod-
els, features, or learned representations from source to target tasks.
Continuous Meta-knowledge Transfer: Reviews dealing with lifelong learning, con-
tinual learning, or incremental transfer learning, where meta-knowledge is accumulated 
and adapted progressively across multiple tasks.

7.4  Hybrid approaches

Hybrid reviews address combinations of two or more classical domains (MtL, TL, HPO).
Figure 8 shows the proposed categorization, while Table  1 in Appendix Appendix A 

shows the reviews organized according to the categorization with the publication year and 
author name. The columns Classical Connection and Subcategory reflect the described 
structure.

Classical Connection

Hyperparameter Optimization

Metalearning

Transfer Learning

Sub category

Multiple Step Optimization

Single Step Optimization

Neural Architecture Search

Pipeline Design

From Meta-feature

From Model

Meta-knowledge Transfer

Continuous Meta-knowledge Transfer

Hybrid

Fig. 8  Categorization of literature reviews according to classical connections
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The categorization provides a valuable tool for both new researchers and practitio-
ners seeking to familiarize themselves with the AutoML field, as well as for experienced 
researchers aiming to systematically position their work within the broader research land-
scape. By offering a structured overview, this categorization facilitates the identification of 
consolidated areas, emerging trends, and research gaps for further investigation. Section 
8 presents a discussion on current applications of AutoML, while Sect. 9 explores future 
research directions in the field.

8  AutoML applications

This section explores AutoML applications. It begins with applications related to classical 
metalearning. Next, the section covers hyperparameter optimization in a single and multiple 
optimization step view. Finally, we finish with transfer learning applications.

8.1  Metalearning

In this sub-section, we describe applications related to classical metalearning.

8.1.1  From meta features

A way to learn from past experience in MtL is by inducing meta-models using meta-features 
(Brazdil et al. 2009). The meta-features can be extracted manually or systematically. Sys-
tematic meta-feature extraction was first proposed by Pinto et al. (2016) and then updated 
by Rivolli et al. (2018). It consists of applying pre-defined measures and summarization 
functions in the datasets used (Pinto et al. 2016; Rivolli et al. 2018; Alcobaça et al. 2020). 
The following categories of meta-features are commonly used in literature:

	● General: also known as simple (Reif et al. 2014), general meta-features do not require 
significant computational resources, and they are easily extracted from the dataset 
(Brazdil et al. 2009). Examples are the number of instances, number of attributes, num-
ber of classes and the relative frequency of each distinct class.

	● Statistical: captures statistical properties from data (Reif et al. 2014). These meta-fea-
tures are used to characterize only numerical attributes (Brazdil et al. 2009). For ex-
ample, the attribute correlation and kurtosis, and the geometric mean of each attribute.

	● Information-theoretic: based on entropy, these measures are from the information theory 
field. They are appropriate to describe categorical attributes and their relationship with 
the target attribute (Segrera et al. 2008). Examples of these meta-features are Shannon’s 
entropy of each predictive attribute, the mutual information between each attribute and 
target, and the concentration coefficient between each attribute.

	● Model-based: extracts measures from a model induced in the training phase. Examples 
are the shape, depth, and size of a decision tree (Peng et al. 2002; Reif et al. 2014).

	● Landmarking: uses the performance of fast and straightforward classifiers. Usually, they 
have different bias approaches to extract relevant information from data (Pfahringer 
et al. 2000). Examples are Naive Bayes, Linear Discriminant, 1-Nearest Neighborhood, 
and single-node trees.

	● Subsampling landmarking: variants of the landmarking approach, subsampling land-
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marking considers complex computational algorithms, evaluating their performance in 
a subset of the available data (Fürnkranz and Petrak 2001).

	● Relative landmarking: variants of the landmarking approach, the relative landmarking 
instead of using the performance, compute the differences of the algorithms in absolute 
sizes, such as ranking (Soares et al. 2001; Vanschoren 2010).

	● Clustering: extracts information based on external validation indexes. These meta-
features are the number of clusters with a size smaller than a fixed value and the mean 
silhouette value (Pimentel and de Carvalho 2019).

	● Concept: estimate the variability of class labels among examples and the example den-
sity (Vilalta and Drissi 2002).

	● Itemset: use itemset approach for compute the correlation between binary attributes 
(Song et al. 2012).

	● Complexity: estimate how difficult it is for a learning algorithm to separate the data 
points into their expected classes (Lorena et al. 2019).

Meta-models based on meta-features can be used for a wide range of tasks, such as recom-
mending ML algorithms, their configurations, ranking the better ML algorithms and/or pre-
processing technique, when tuning is necessary, and other tasks related to the data mining 
process (Smith-Miles 2009; Brazdil et al. 2009; Lemke et al. 2015; Vanschoren 2018). An 
example would be the induction of regressor meta-models to predict algorithm performance 
or hyperparameter performance, classifier meta-models to predict which algorithm will 
induce the model that performs better, and ranking meta-models to rank algorithms accord-
ing to a performance measure (Brazdil et al. 2003; Soares et al. 2004; Reif et al. 2011, 2012, 
2014; van Rijn et al. 2015; Mantovani et al. 2019).

MtL can also be used in a process called meta-mining or process-oriented MtL, in which 
meta-models are applied to the entire data mining process for pipeline generation (Hilario 
et al. 2011; Nguyen et al. 2014). In data preprocessing scenarios, meta-models can recom-
mend a specific step, such as feature selection algorithms (Parmezan et  al. 2017). More 
recently, Bilalli et al. (2018) proposed an automated approach for recommending prepro-
cessing steps in which meta-models can suggest transformations to improve performance 
for a given dataset (Bilalli et al. 2018).

Meta-models can be used for decision-making, helping the user in the data mining pro-
cess. They can, e.g., recommend tuning or not the hyperparameters of an algorithm (Man-
tovani et al. 2019), or even to predict the improvement obtained by tuning (Sanders and 
Giraud-Carrier 2017). In optimization scenarios, MtL can be used for warm-start optimiza-
tion to predict reasonable initial solutions (Gomes et al. 2012; Wistuba et al. 2015) and a 
good initial pipeline composition (Feurer et al. 2015).

8.1.2  From model

Metalearning from a model uses meta-knowledge accumulated in the model’s parameters, 
such as the neurons’ weights, to learn new tasks, also known as the “learn to learn" para-
digm. These methods are typically categorized into three main approaches: (i) metric-based, 
(ii) model-based, and (iii) optimization-based (Tian et al. 2022; Vettoruzzo et al. 2024; Ma 
et al. 2022).
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In metric-based metalearning, the focus is on learning an embedding space where sam-
ples from the same class are close together, and those from different classes are well sepa-
rated (Vettoruzzo et al. 2024). Similarity functions are then applied within this learned space 
to perform classification or other tasks. Representative methods in this category include 
prototypical networks, and siamese networks (Koch et al. 2015; Snell et al. 2017).

Model-based metalearning involves designing models with architectures that facilitate 
quick adaptation to new tasks by altering internal states or parameters (Vettoruzzo et al. 
2024). These models often incorporate memory components or dynamic parameter updates. 
Examples include meta networks and memory-augmented neural networks (Santoro et al. 
2016; Munkhdalai and Yu 2017).

In optimization-based metalearning, the objective is to learn a set of initial parameters-
often referred to as meta-parameters-that can be rapidly adapted to new tasks using a small 
number of gradient descent steps (Vettoruzzo et al. 2024). This approach aims to generalize 
across tasks by optimizing for adaptability. Prominent methods include Model-Agnostic 
Meta-Learning (MAML) and META-SGD (Finn et al. 2017; Li et al. 2017).

8.2  Hyperparameter optimization

In this sub-section, we describe applications related to classical hyperparameter optimization.

8.2.1  Single step optimizations

The literature widely recognizes that HPO is essential in developing machine learning mod-
els once default hyperparameters lead to underperformance (Bischl et al. 2023; Karl et al. 
2023; Kadhim et  al. 2022; Parker-Holder et  al. 2022; Al-Sahaf et  al. 2019; Hutter et  al. 
2015). The optimization can be done considering only one algorithm (as shown in Defini-
tion 6) or over many algorithms simultaneously (as shown in Definition 7) (Kohavi and 
John 1995; Thornton et al. 2013; Yang and Shami 2020).

There is a wide range of methods for optimizing hyperparameters. The most common are 
model-free, such as random search and grid search (Witt 2005; Bergstra and Bengio 2012). 
The random search takes configurations randomly at each iteration, while grid search takes 
them from a user pre-defined grid. Although they are usually expensive, both can be fully 
parallelized (Bergstra and Bengio 2012).

Among the population-based methods, one can mention the evolutionary algorithms and meth-
ods based on swarm intelligence (Banzhaf et al. 1998; Gogna and Tayal 2013; Pappa et al. 2014). 
These methods maintain a population of hyperparameter configurations, trying to improve them 
at each iteration. These methods can benefit from parallelism, handling the population in different 
cores. Genetic algorithms and genetic programming are examples of metaheuristics, evolutionary 
algorithms, which create and improve a population of configuration candidates at each iteration, 
applying local perturbations (mutations) and combining different members (crossover) (Less-
mann et al. 2005; Olson et al. 2016). Ant colony optimization and particle swarm optimization are 
examples of swarm intelligence methods that maintain and improve a population of configurations 
(agents) by interactions between agents and the environment (Shi and Eberhart 1998; Lorenzo et al. 
2017; Cheng et al. 2018).

Unlike model-free methods, model-based ones maintain and update a model that takes 
advantage of previous iterations’ configurations to predict the next best configuration (Bro-
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chu et al. 2010; Snoek et al. 2012). An example is the Bayesian optimization that iteratively 
fits a surrogate model to predict the objective function with the configurations observed so 
far and then uses an acquisition function to determine the next configuration to deal with 
exploration and exploitation trading off (Eggensperger et al. 2013; Swersky et al. 2013; Wu 
et al. 2019).

Finally, one can also consider more than one objective when optimizing an algorithm. 
For example, it is desirable to embed resource limitation or multiple loss functions in the 
objective function, especially in real scenarios (Biswas et al. 2016; Horn and Bischl 2016; 
Cheng et al. 2018). Overall, the Pareto front is used to handle these multi-objective sce-
narios (Shah and Ghahramani 2016).

8.2.2  Neural architecture search

Neural Architecture Search (NAS) is a topic of AutoML that investigates methods for 
designing deep neural network architectures (Kang et  al. 2023; Talbi 2022; Zhang et  al. 
2021; He et al. 2021; Jaafra et al. 2019). NAS methods usually work in a very high dimen-
sional hyperparameter space due to the nature of the deep neural networks. The most com-
mon hyperparameters are the maximum number of layers, the type of operation of each 
layer (e.g., pooling, convolution, dilated convolutions), the conditional hyperparameters 
associated with the layer type (e.g., number of neurons, number of filters, kernel size, and 
strides) (Elsken et al. 2019).

According to Wistuba et al. (2019) and Elsken et al. (2019), two types of neural architec-
ture search space can be found in the literature: global search space (e.g., single-branch and 
multi-branch) and cell-based (Elsken et al. 2019; Wistuba et al. 2019).

Single-branch space (so-called chain-structured space) considers only sequences of n layers 
L1, ..., Ln, side by side, forming a chain where the output of Li is the input of Li+1 (Baker et al. 
2016). Multi-branch, in turn, increases the degree of freedom allowing more complex scenarios 
where it is possible to connect different layers and even skip connections. Thus, the input of 
layers Li is Lout

i = aggi(Lout
1 , . . . , Lout

n ), where aggi is an aggregation function that com-
bines the outputs for layer i (Xie and Yuille 2017; Cai et al. 2018). This kind of search space 
can, for example represent Dense Nets, when considering aggi as a concatenation function 
Lout

1
⌢

Lout
2

⌢
... ⌢Lout

n , and Residual Networks when aggi is a sum of Li−1 + Lj , j < i − 1. 
Moreover, one can see single-branch spaces as a subcase of multi-branch by making aggi as Lout

i−1. 
Thus, multi-branch search space has significantly more degrees of freedom than single-branch 
space (Wistuba et al. 2019).

Lastly, cell-based search space links different types of cells (or motifs), i.e., a group of 
well-arranged layers instead of single layers. It is motivated by the fact that hand-crafted 
architectures tend to present repetitive arrangements of layers (Zoph et al. 2018). Therefore, 
the different types of cells, their quantities and connections become hyperparameters to be 
tuned. If we consider a cell as a single layer, thus we can also see this search space within 
single-branch and multi-branch, increasing the possibilities (Wistuba et al. 2019).

With some adaptations, some of the methods used for hyperparameter optimizations can be 
applied to NAS. Random Search, Evolutionary Algorithms, and Bayesian Optimization (Xie and 
Yuille 2017; Cai et al. 2018; Elsken et al. 2019; Wan et al. 2020). Reinforcement learning and 
one-shot architecture search are also alternatives (Kang et al. 2023; Talbi 2022). In reinforcement 
learning approaches, an agent (i.e., search algorithm) learns iteratively to improve their behavior 
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(i.e., performance) by interacting with the environment (i.e., search space). When the agent acts 
in the environment, it generates some modifications in the architecture, which can be positively 
or negatively rewarded based on performance (Zoph and Le 2016; Baker et al. 2016; Zoph et al. 
2018; Zhong et al. 2020).

Recent approaches have combined multi-objective optimizations such as performance 
and architecture size, fuzzy architecture components, linear genetic programming to encode 
multi-branch, and particle swarm-based lightweight neural architecture search (Lu et  al. 
2023; Gong and Ma 2024; Li et al. 2025; Stapleton et al. 2025)

8.2.3  Automated pipeline design

Automated Pipeline Design (AutoPD) investigates methods to design end-to-end machine learn-
ing solutions (Barbudo et al. 2023; Meisenbacher et al. 2022; Karmaker et al. 2022; Wever et al. 
2021; Zöller and Huber 2021; Nagarajah and Poravi 2019). Unlike HPO, AutoPD addresses creat-
ing complete machine learning pipelines that involve choosing and tuning modeling and prepro-
cessing algorithms (Zöller and Huber 2021). The number of hyperparameters and possibilities is 
also large in this scenario. For example, it is necessary to choose which algorithms to use, their 
respective hyperparameters, and their order of application (Hutter et al. 2019).

The search spaces in AutoPD describe how the pipelines will be generated. It can be in 
a single-branch or a multiple-branch, such as a directed acyclic graph (Feurer et al. 2015; 
Olson et al. 2016; das Dôres et al. 2018). With some adaptations, HPO and MtL methods 
have been used for AutoPD. RandomSearch, Evolutionary Algorithms, Multi-Armed Ban-
dit, and Bayesian Optimization are examples (Hutter et al. 2019). Among the systems that 
implement these methods, we cite Auto-Weka, Auto-Sklearn, TPOT, and AutoBand (Thorn-
ton et al. 2013; Feurer et al. 2015; Olson et al. 2016; das Dôres et al. 2018).

Auto-Weka is based on Bayesian optimization using Sequential Model-based Algorithm Con-
figuration (SMAC) and Tree-structured Parzen Estimator (TPE) (Thornton et al. 2013). It explores 
a hierarchical hyperparameter space and includes mechanisms to handle algorithm constraints and 
accelerate evaluation. SMAC outperforms grid search and default configurations, but both Bayes-
ian methods demand tuning of meta-hyperparameters and are computationally expensive due 
to their stochastic nature. Hyperopt-Sklearn also employs Bayesian optimization (via TPE) on 
Scikit-learn components (Komer et al. 2014). Auto-Sklearn enhances Bayesian optimization (via 
SMAC) with metalearning and ensemble learning. It initializes optimization with prior knowl-
edge from similar datasets and builds ensembles from top-performing pipelines. It reduces search 
space complexity but faces some level of overfitting (Fabris and Freitas 2019. TPOT, in contrast, 
uses genetic programming to evolve non-fixed-length pipelines (Olson et al. 2016). This enables 
multi-step preprocessing and complex model stacking. However, it can be prone to overfitting and 
high computational cost (Olson et al. 2016).

Other systems include RECIPE, a grammar-based genetic programming method that 
avoids invalid pipelines and alternates validation sets to reduce overfitting, though it suffers 
from low population diversity (de Sá et al. 2017). ML-Plan uses hierarchical task networks 
with MCTS to build pipelines via heuristic search and incorporates mechanisms to mitigate 
overfitting (Mohr et  al. 2018). Auto-Band, based on the hyperband MAB strategy, dem-
onstrates competitive performance but is limited by a fixed pipeline structure and reduced 
preprocessing diversity (das Dôres et al. 2018).

1 3

Page 25 of 39      5 



E. Alcobaça, A. C. P. L. F. de Carvalho

More recently, advances have been made in pipeline design for tasks beyond classi-
fication, including regression, graph-based learning, time series forecasting, multi-label 
classification, data cleaning, and clustering (Barbudo et  al. 2023; Karmaker et  al. 2022; 
Meisenbacher et al. 2022).

8.3  Transfer learning

In this sub-section, we describe applications related to classical transfer learning.

8.3.1  Meta-knowledge transfer

Fine-tuning is one of the most widely used transfer learning strategies (Zhao et al. 2024; Iman 
et al. 2023). In this approach, a model is initially trained on a large source dataset and then adapted 
to a specific target task by updating the weights using task-specific data (Iman et al. 2023). Fine-
tuning typically involves freezing initial layers, responsible for capturing general representations, 
and retraining final layers that are more task-specific (Zhuang et al. 2021). This technique has been 
instrumental in natural language processing (e.g., fine-tuning BERT or GPT for text classification 
or question answering), computer vision (e.g., adapting ResNet to medical imaging tasks), and 
audio processing (e.g., fine-tuning wav2vec for accent-specific speech recognition) (Souza et al. 
2020; Baevski et al. 2020; Pepino et al. 2021). In addition, the effectiveness of fine-tuning depends 
on the degree of similarity between source and target domains and the volume of available target 
data (Zhuang et al. 2021). In the case of low volume, using feature embedding representation or 
few-shot learning approaches can be preferable (Iman et al. 2023).

Feature-based transfer learning involves using pre-trained models as fixed feature extrac-
tors (Zhuang et al. 2021). The model’s internal representations are learned from the source, 
typically from intermediate or last layers, and are used to generate embeddings for the input 
data. These embeddings can then be used as input for classifiers, regressors, and clustering 
algorithms. This method allows the efficient reuse of large models without updating their 
weights, making it particularly useful in resource-constrained environments (Iman et  al. 
2023; Zhuang et al. 2021). In computer vision, convolutional neural networks such as VGG 
and EfficientNet are frequently used to generate image embeddings. In neural language pro-
cessing, sentence or word embeddings generated from BERT or LLM are used for semantic 
search, clustering, and similarity analysis (Zhao et al. 2024; Iman et al. 2023).

Zero-shot and few-shot learning aim to generalize learned knowledge to tasks with minimal 
or no labeled examples (Lu et al. 2023; Wang et al. 2021). Few-shot learning adapting to new 
tasks using only a handful of labeled examples, often through metalearning frameworks or prompt 
engineering in large language models (Gharoun et al. 2024). Applications range from multilingual 
machine translation and dialogue systems to medical image segmentation and rare disease diag-
nosis, where labeled data are scarce (Tian et al. 2024; Gharoun et al. 2024; Kadam and Vaidya 
2020). Zero-shot learning relies on leveraging semantic information, such as textual prompts or 
label descriptions (Kojima et al. 2022; Kadam and Vaidya 2020), to make inferences about classes 
not seen during training. A prominent example is the Contrastive Language-Image Pre-Training 
(CLIP) model, which performs image classification by comparing image embeddings with textual 
class descriptions (Radford et al. 2021).

Domain adaptation addresses the challenge of distributional mismatch between source and 
target data. It aims to minimize the domain shift by aligning feature spaces or leveraging adver-
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sarial training to learn domain-invariant representations (Iman et al. 2023). For instance, models 
trained on natural images may perform poorly on grayscale or low-quality images unless adapted. 
Techniques include fine-tuning with domain-specific corpora, using domain adversarial networks, 
or adapting representations through unsupervised or semi-supervised learning approaches (Ganin 
et al. 2016; Iman et al. 2023; Zhuang et al. 2021).

8.3.2  Continuous meta-knowledge transfer

Continual fine-tuning, or incremental learning, involves sequentially updating models as new tasks 
or data become available (De Lange et al. 2021; Biesialska et al. 2020; Parisi et al. 2019). Unlike 
static fine-tuning, the challenge here is to retain performance on previously learned tasks while inte-
grating new knowledge, a problem known as catastrophic forgetting (Luo et al. 2023; Belouadah 
and Popescu 2019). Techniques such as elastic weight consolidation and knowledge distillation are 
commonly employed to mitigate this issue (De Lange et al. 2021). Applications include clinical 
decision systems that evolve with patient records over time, or adaptive recommendation engines 
that adjust to user preferences without retraining from scratch and graph lifelong learning (Febri-
nanto et al. 2023; Armstrong and Clifton 2022; Xie et al. 2022; Parisi et al. 2019).

Modular networks and progressive neural architectures address continual learning by 
structurally extending the model for each new task (Wang et al. 2024; Parisi et al. 2019). 
Instead of modifying shared parameters, new modules or branches are added to accommo-
date additional knowledge while preserving prior components (Liu et al. 2018; Parisi et al. 
2019). This architecture is especially effective in robotics and multi-task learning settings, 
where new skills or environments are incrementally introduced (Devin et al. 2017). Pro-
gressive neural networks have been shown to outperform static models in tasks involving 
domain shifts, such as transferring control policies in reinforcement learning across differ-
ent simulations (Liu et al. 2018; Ju et al. 2022).

Federated transfer learning combines the principles of decentralized learning and transfer 
learning to enable knowledge sharing across distributed environments without exchanging 
raw data (Wang et al. 2021). This is especially useful in privacy-sensitive domains, where 
institutions can collaboratively train models without violating data confidentiality (Li et al. 
2021). Models are pre-trained on local data and aggregated using federated averaging or 
transfer-based strategies (Li et al. 2021).

9  Further research directions

As AutoML’s landscape continues to evolve, several emerging research directions hold 
promise for advancing the field further. This chapter explores key research areas that will 
shape AutoML’s future, addressing both opportunities for innovation and challenges that 
need to be overcome.

Enhancing AutoML interpretability and explainability: One of the ongoing challenges in 
AutoML is ensuring that automated models are interpretable and their decisions are 
explainable. As AutoML systems become more complex, particularly with the use of 
neural architecture search and other advanced techniques, understanding how mod-
els arrive at their predictions becomes increasingly difficult. Research in this area can 
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develop methods to improve the transparency of AutoML models (Coors et al. 2021; 
Eldeeb and Elshawi 2024). Enhancing interpretability is crucial for fostering trust in 
automated systems and ensuring their ethical application in sensitive domains (Burkart 
and Huber 2021).

Improving generalization: Ensuring that AutoML models generalize well across diverse 
datasets and real-world scenarios is another critical research direction. Current methods 
often stand out in controlled environments but may struggle with generalization when 
faced with new or unseen data distributions. There are some papers reporting overfiting 
which some tools can produce due to the large hyperparameter space (Thornton et al. 
2013; Fabris and Freitas 2019). Research efforts could focus on developing techniques 
that enhance the robustness and adaptability of automated models. This includes meth-
ods for handling distributional shifts, improving the ability of models to learn from 
limited or noisy data, and designing AutoML systems that are resilient to adversarial 
attacks and other perturbations.

Addressing scalability and computational efficiency: As AutoML systems become more 
sophisticated, scalability and computational efficiency are increasingly important 
considerations. Research focusing on scaling computational resources efficiently is 
required, especially for hyperparameter tuning of pipelines and architectures. Tech-
niques such as distributed computing, efficient sampling strategies, and resource-aware 
optimization algorithms are being explored to reduce the time and cost associated with 
AutoML processes. Developing scalable AutoML solutions that can handle large-scale 
data and complex models is essential for maintaining the practical applicability of these 
systems in real-world scenarios (Ribeiro et al. 2015).

Addressing security risks: As AutoML becomes increasingly autonomous, it also introduces 
new security vulnerabilities that the research community has not yet fully addressed. 
For instance, automated systems that ingest and process data without human supervision 
may be susceptible to data poisoning attacks, where maliciously crafted data can corrupt 
the model training process, leading to exploitable models. Similarly, AutoML-generated 
models may be vulnerable to adversarial examples, i.e., inputs designed to deceive the 
model into making incorrect predictions. For example, NAS-generated models are more 
vulnerable to attacks compared to manually designed ones, as they often favor archi-
tectures that converge quickly, which exhibit properties such as low gradient variance 
and high loss smoothness-traits associated with increased susceptibility to adversarial 
manipulation (Pang et al. 2022).

Online learning in AutoML: Typically, in real-world scenarios, data is generated continually 
over time. Thus, it is necessary to adapt AutoML methods to online learning scenarios, 
where models continuously evolve and update in response to new incoming data (Hoi 
et al. 2021). This includes developing techniques for online model selection, real-time 
hyperparameter optimization, and automated pipeline selection in environments where 
data is constantly changing (Celik et al. 2023). Moreover, key challenges involve com-
putational efficiency, and handling concept drift problems.

Federated learning in AutoML: Federated learning enables decentralized model training 
across multiple devices without sharing raw data, ensuring privacy and reducing costs 
(Yang et al. 2019). When combined with AutoML, it could offer the benefit of optimiz-
ing model performance directly on distributed devices. This approach can lead to more 
efficient and scalable models, particularly in resource-constrained environments. Future 
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research should focus on creating federated AutoML frameworks that handle data 
heterogeneity, address computational limitations, and improve generalization across 
decentralized datasets (Preuveneers 2023).

Multimodal learning in AutoML: Multimodal machine learning focuses on the design of 
models that can handle diverse data types, such as text, images, and structured data (Shi 
et al. 2021; Tang et al. 2024). A key challenge for AutoML would be developing unified 
representations to combine different modalities and efficiently exploring large, complex 
search spaces involving multiple neural network architectures (Shi et  al. 2021; Tang 
et al. 2024).

Enhancing usability and accessibility: Making AutoML tools more user-friendly and acces-
sible to non-experts is a key research direction. This involves designing intuitive inter-
faces, simplifying the setup and configuration processes, and providing comprehensive 
documentation and support. Research in this area could lower the barrier to entry for 
users with limited machine learning experience, enabling a broader audience. Usability 
enhancements can also involve creating interactive visualizations, adaptive interfaces 
that guide users through the ML process and Large Language Models as an interface for 
data pipelines (Junior et al. 2024).
Ethical and societal implications: The ethical and societal implications of AI are 
increasingly coming into focus (Mittelstadt 2019). Research in this area addresses the 
potential biases and fairness issues associated with automated systems, as well as the 
broader impact on employment and decision-making. Ensuring that AutoML technolo-
gies are developed taking into account ethical principles and societal values is crucial 
for their integration into various areas.

10  Conclusion

This survey has offered a comprehensive analysis of AutoML, detailing its evolution from founda-
tional concepts in MtL, HPO and TL to its current advanced methodologies and applications. The 
paper highlighted the historical evolution and classical definitions within the MtL, HPO, and TL, 
elucidating the connections between these fields through meta-data and meta-knowledge, culmi-
nating in an expanded definition of AutoML and its objectives.

Finally, the paper systematically organized the literature surveys, introduced the main 
applications of AutoML, from meta-models and simple random search to neural architecture 
search and pipeline design, and finished with a comprehensive research direction, includ-
ing enhancements on interpretability, generalization, and ethical and societal implications.

Looking ahead, AutoML has the potential to revolutionize the development and application of 
machine learning solutions across diverse domains. As AutoML continues to evolve, it will present 
new opportunities and challenges, underscoring the necessity for ongoing research and innovation 
to realize its full potential.

Appendix A: Categorization of literature reviews

Table 1 presents the reviews organized according to the proposed categorization. The col-
umns Classical Connection and Subcategory reflect the described structure. Additionally, 
we present the publication year and the names of the authors.
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Classical connection Sub category Year Author
Hyperparameter optimization Multiple step optimization 

(neural architecture search)
2023 Zheng et al.
2023 Kang et al.
2022 Talbi
2021 Zhang et al.
2021 He et al.
2021 Elsken et al.*
2021 Wistuba et al.*
2019 Jaafra et al.

Multiple step optimization 
(pipeline design)

2023 Barbudo et al.
2022 Meisenbacher et al.
2022 Karmaker et al.
2021 Wever et al.
2021 Zöller and Huber
2019 Nagarajah and Poravi

Single step optimization 2023 Morales-Hernández 
et al.

2023 Bischl et al.
2023 Karl et al.
2022 Kadhim et al.
2022 Parker-Holder et al.
2020 Yang and Shami
2019 Al-Sahaf et al.
2015 Hutter et al.

Metalearning From meta-features 2022 Rivolli et al.
2020 Khan et al.
2015 Lemke et al.
2018 Vanschoren*
2009 Smith-Miles*

From model 2024 Vettoruzzo et al.
2022 Tian et al.
2022 Ma et al.

Transfer learning Continuous meta-knowledge 
transfer

2024 Wang et al.*
2023 Febrinanto et al.*
2021 De Lange et al.*
2020 Biesialska et al.*
2019 Parisi et al.

Meta-knowledge transfer 2024 Zhao et al.
2023 Iman et al.
2021 Zhuang et al.
2021 Panigrahi et al.
2021 Weber et al.
2021 Agarwal et al.
2020 Farahani et al.
2020 Niu et al.
2019 Liang et al.
2016 Weiss et al.
2009 Pan and Yang*
2009 Taylor and Stone

Table 1  Categorization of literature reviews according to classical connections with papers
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