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Abstract. Deep Learning has been widely applied to medical image segmen-
tation, aiming to make structures clearer in images to help physicians identify
unusual patterns and anomalies. Segmentation models face challenges in col-
lecting a large amount of data for training, due to privacy concerns and patho-
logical representation. Data Augmentation (DA) is an alternative to mitigate
this challenge, expanding the dataset by applying transformations to the origi-
nal set or creating new samples using generative methods. Despite the extensive
use of DA techniques, there is still limited understanding of their relative effec-
tiveness for medical image segmentation tasks. This work presents a method
for evaluating the impact of DA methods, analyzing traditional augmentation
techniques, and diffusion models for generating synthetic data in medical image
segmentation models.

1. Introduction

Deep learning models have provided many advances in computer vision, such as image
classification, object detection, and image segmentation (Kumar et al. 2024). Medical
image segmentation is crucial in medical imaging analysis because it highlights essen-
tial regions of interest, aiding physicians in disease diagnosis. Combining deep learning
can make the diagnosis and treatment more accurate and efficient, such as applying the
U-net model (Azad et al. 2024; Rayed et al. 2024; Ronneberger et al. 2015). Although
deep learning models are successful in segmentation, they are inherently data-intensive,
especially in training U-net models (Ronneberger et al. 2015). Medical image segmenta-
tion presents challenges in extracting accurate and clinically meaningful information due
to small dataset size and lack of data diversity. These images often vary in intensity due
to imaging equipment, settings, or patient positioning, and such inconsistencies can hin-
der the model learning (Rayed et al. 2024). Data augmentation has emerged as a widely
adopted strategy to overcome the challenges of data availability and overfitting tenden-
cies. This strategy aims to enhance the dataset size and diversity by introducing varied
samples through transformations to the existing data (Kumar et al. 2024).
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However, DA presents challenges in seeking techniques that improve application
performance and reduce computational cost. Furthermore, defining the optimal sequence
of application of argumentation methods and the number of augmented samples signif-
icantly impacts model performance. DA techniques can be divided into Traditional and
Advanced techniques. Traditional DA comprises fundamental techniques, such as image
manipulation and erasing, while advanced techniques involve innovative methods, such
as mixing images and data generation. In the advanced category, diffusion DA offers a
different generative technique by simulating the diffusion process, adding random noise,
and smoothing to create realistic data variations. Diffusion models require high com-
putational complexity, achieving a high performance gain across computer vision tasks,
whereas traditional methods require low computational complexity, but achieve moderate
performance gain (Kumar et al. 2024). Addressing the presented concerns, we proposed
an approach for evaluating the impact of different DA techniques, employing traditional
and diffusion-based methods in medical image segmentation. Also, we elaborated the fol-
lowing research questions: RQ1: How can the impact of traditional and diffusion-based
DA methods be effective in medical image segmentation? RQ2: How does data quality
influence synthetic data generation for segmentation model training?

2. Background and Related Work

The U-net model is the most widespread image segmentation architecture developed for
biomedical image segmentation. It comprises two symmetrical parts: (i) the downsam-
pling module to extract semantic and contextual features; and (ii) convolutional blocks
using upsampling to gradually increase the feature maps’ spatial resolutions and expand
them (Azad et al. 2024; Ronneberger et al. 2015). Over the years, more than a hundred
U-net methods were proposed until September 2022, and automating redundant tasks that
require an expert to review large images for small features is a very clinical application
of the U-net (Azad et al. 2024). Other works in the literature evaluate the use of deep
learning in medical image segmentation. Joshi et al. (2024) created a framework for
fundus image segmentation and retinal disease classification, achieving a Dice coefficient
of 89.9%, , outperforming the original U-net architecture’s 85.09% (Joshi et al. 2024).
The work mentions that DA was used to prevent overfitting, however, the specific aug-
mentation techniques were not mentioned. To assess the impact of DA in the medical
image field, in an eye fundus classification task, (Goceri 2023) achieved an F1-score of
88.52% when applying a combination of color shifting, sharpening, and contrast changing
to augment the inputs, and 84.19% when experimenting with rotations. Other works in
the literature study data balancing techniques, such as undersampling, oversampling, and
bio-inspired algorithms to augment datasets (Cavalcanti et al. 2024; Laheras et al. 2021),
demonstrating the many techniques developed to tackle the data scarcity challenge pre-
sented in research fields other than the medical scenery. Generative DA methods present
an alternative to mitigate privacy concerns and challenges raised in using patient data in
training deep learning models. A diffusion-based model was used by (Aktas et al. 2025)
to augment retinography images for ocular disease diagnosis and generate samples resem-
bling real-world scenarios.

3. Methodology

Proposed approach. This work aims to evaluate the impact of traditional and diffusion-
based DA methods in medical image segmentation. Figure 1 represents the methodology
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used in this work, with letters A to E indicating its respective step subsequently.
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Figure 1. The proposed methodology representation

Datasets. We conducted the experiments using two datasets. The primary one is
the public dataset FIVES, which consists of 800 high-resolution color fundus photographs
with pixel-wise manual annotation of healthy eyes and 3 different types of eye diseases
(diabetic retinopathy, glaucoma, and age-related macular degeneration), with 200 im-
ages of 2048 x 2048 pixels in each category (Jin et al. 2022). The DA experiments were
conducted on the “age-related macular degeneration” label, keeping the original training
and testing sets, and the training set was halved in the DA experiments to generate syn-
thetic samples. Due to the limited sample size on the FIVES dataset, we are using the
HAM10000 dataset (Codella et al. 2019; Tschandl et al. 2018) to evaluate the influence
of the original dataset size and sample quality. The Melanocytic nevi (nv) label was used
in the segmentation and data generation experiments, since this is the most represented
label in the dataset, with 6705 images in the training set, of a size of 600 x 450 pixels
(Figure 1, Part A).

Data augmentation. DA methods are applied to train the U-net and diffusion
models in the synthetic samples generation step to mitigate the limitation of sample size
(Figure 1, Part B). Traditional DA methods were applied to train diffusion and segmen-
tation models. The original samples of both datasets were resized to 128 x 128 pixels
due to computational limitations in the synthetic sample generation step. Traditional DA
methods were used, since they present low computational complexity and can positively
impact the model when the right combination of methods is used (Kumar et al. 2024).
Therefore, rotation and color manipulation methods were used in different orders to assess
the impact of order and quantity of samples necessary to train medical image segmenta-
tion models. To test the augmentation type impact, the following methods were applied
to the original training split of the eye fundus dataset based on the experiments conducted
by (Goceri 2023):

e Method I: Seven rotation transformations were applied, preserving aspect ratio
and input size. Each input went through each one of the following operations:
rotation by 90° counterclockwise, rotation by 180°, rotation by 270° counterclock-
wise, reflection across the vertical midline, reflection across the anti-diagonal,
reflection across the horizontal midline, and reflection across the main diagonal.
Seven images are generated from an original image using this method.

* Method 2: The training set generated by Method 1 is expanded with color shift-
ing, sharpening, and contrast changing. Color shifting was applied by randomly
shifting a value for each channel with shifts in a range [-10, 10], sharpening is
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used with an alpha in a range [0.1, 0.4], and contrast is used with a cutoff of zero.
This method generates four images from an original input.

* Method 3: The training set generated by Method 1 was used to create a new train-
ing set. This method performs color-shifting, sharpening, and contrast changing.
For each input, color-shifting is applied once in each RGB channel, and all three
channels with shifts in a range [-10, 10]; sharpening and contrast were applied
with the same parameters used in Method 2. Seven images are generated from an
original input using this method.

* Method 4: The synthetic samples expand the original dataset. In this approach, the
ground truth for synthetic samples is obtained by the U-net model, which obtained
the highest segmentation performance among Methods 1 through 3. The synthetic
samples were generated by training a diffusion model and applying the inpainting
method to create a new image. This method involves masking a portion of the
image for the model to fill in the missing part with the knowledge it acquired from
the training samples. This method was used only in the segmentation experiments,
and the training dataset is composed of 50% real and 50% synthetic images.

The augmentation methods were selected based on the accuracy metric achieved
by (Goceri 2023), in which methods based on traditional techniques had their effects com-
pared in the training of classification models. After the DA step, new training sets (Fig-
ure 1, Part C) are composed to train U-net models for segmentation (Figure 1, Part D),
finishing the process by evaluating the models with the test set.

Evaluation. To evaluate the synthetic data generated by the diffusion-based DA,
the Fréchet Inception Distance (FID) was used. Established by (Heusel et al. 2017), this
distance captures the similarity of generated images to the real ones by measuring the
distance between the feature vectors extracted from the samples. We calculated the Dice
coefficient and Jaccard index to assess the segmentation performance. The Dice metric
is a balanced indicator of the model’s performance, the harmonic mean of accuracy and
recall when used for binary segmentation maps. The Jaccard index describes the extent
of overlap of the predicted segmentation mask with the ground truth. It goes between O
and 1 and is defined as the intersection area between the predicted segmentation and the
ground truth (Figure 1, Part E).

4. Results and Discussion

This section presents the results of image segmentation, the quality of synthetic data gen-
erated, and a discussion, including the impact of Data Augmentation (DA) on U-Net
segmentation performance. The experiments were conducted on a server with NVIDIA
A100 GPU using Python 3.12.2, Pytorch 2.7.0+cul26, and MONAI framework 1.4.0
(Consortium 2024). The DA techniques operated with the Albumentations library ver-
sion 2.0.5 (Buslaev et al. 2020). Based on the literature, we selected the hyperparameters
and trained the models, where the diffusion model was trained on 30 batches and tested
on 10 batches, including a 2.5¢~° learning rate. The U-net segmentation models were
trained for 20 epochs, with the Adam optimizer, sigmoid function, and le~* learning rate.

U-Net performance on augmentation methods. Table 1 summarizes the metrics
to evaluate segmentation performance and the impact of DA. The segmentation perfor-
mance is evaluated employing the Dice and Jaccard scores, where FID evaluates the data
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quality of DA. The “DA” column indicated which DA method was used to train the diffu-
sion and segmentation model, and the arrows indicate if the metric’s ideal value is closest
to 0 (J) or 1 (1). Note that DA equal None is the baseline (without augmentation), methods
1 to 3 are traditional augmentation, and method 4 is the diffusion model.

Table 1. Data augmentation methods evaluation by FID, mean DICE, and Jaccard

Parameters Diffusion DA Segmentation
Dataset DA Samples FID | Dice t Jaccard T
FIVES None 150 134.22 0.5671  0.3982
FIVES Method 1 600 115.73 0.7741  0.6345
FIVES Method 2 2400 54.19 0.7825  0.6457
FIVES Method 3 4200 37.88 0.7886  0.654
FIVES Method 4 300 - 0.6668  0.5038
HAM10000 None 6705 16.47 0.9430 0.8983

The segmentation experiments (See Table 1) showed that the U-net trained with
the larger samples (4200) achieved the highest Dice of 0.7886. However, these results
obtained by this model present improvements lower than 2% compared to the metrics
achieved by the models trained with Method 2 (0.77% improvement in Dice) and Method
1 (1.87% improvement in Dice). The minimal improvement obtained by Method 3 sug-
gests that applying color-shifting operations in each RGB channel provided minimal ad-
vancement in model learning, despite creating a training set 28 times larger than the orig-
inal dataset. Method 4 shows promising results for using synthetic samples to expand
the original dataset, improving the Dice coefficient by 17.58%. This leaves room for
improvement by suggesting that extending the training set with more synthetic samples
could benefit the model’s performance. Finally, Figure 2 presents an overview of the
segmentation produced by the U-Net trained on the proposed augmentation methods.

Prediction DA: Method 2 DA: Method 4
h  Dice: 0.5904 | loU: 0.4188  Original Image ice: :0.6191  Original Image
p——

Iy

S

DA: Method 3 Predi Original dataset i
Original Image rul . 63 Original Image Ground Truth  Dice: 0.9706 | loU: 0.9429
p———

Figure 2. Segmentation results

Quality analysis of synthetic data generation. Table 1 shows that DA reduces
FID between real and synthetic samples, improving the data diversity. Method 3 is the best
one, achieving an FID of 37.88. The HAM10000 dataset (see Table 1) characterizes the
influence of sample size in improving the FID score and consequently the data diversity.
This dataset achieved an FID of 16.47, trained on the original set. To understand the im-
pact of DA, we calculate the cosine similarity between real and synthetic samples. While
the experiment demonstrates that synthetic samples closely resemble real ones, visible
color differences in the inpainting region bring opportunities for further improvements.
Figure 3 shows examples of synthetic images compared to real ones.
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Discussion. Our findings show that injecting DA in the training set can improve
the segmentation performance (Dice and Jaccard) and data quality (FID). Moreover, the
FID metric indicates that the data quality is enhanced according to the increase in sample
size. Method 3 attained the best segmentation (highest Dice and Jaccard) and data quality
scores. However, augmenting about 50% of the sample size (from method 2 to method
3) did not achieve significant outcomes in segmentation performance and requires more
computational cost. One alternative to these methods is employing diffusion models to
augment data.

5. Conclusion and Future Works

This work presented an approach to evaluate the impact of Data Augmentation (DA)
methods, using diffusion methods combined with traditional ones for synthetic data gen-
eration on medical imaging segmentation. The experiments demonstrate that traditional
DA and synthetic data improve the segmentation performance. However, the choice of an
augmentation method and the number of generated samples directly influence the model’s
performance, with larger training sets providing slight but consistent improvements. Fur-
thermore, diffusion models are promising for augmenting the dataset with realistic data,
enhancing the model’s data diversity and performance. As future work, we plan to ex-
tend experiments to other labels in the FIVES and HAM10000 datasets to evaluate the
impact of DA on diversity and imbalanced classes. The FIVES dataset can be considered
a small set, and the eye diseases represented in it present high diversity in their visual
features. Also, the HAM10000 dataset presents another segmentation challenge due to its
imbalanced classes and high diversity between them.
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