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Abstract— Charge funneling is a widely used description
of charge collection dynamics in semiconductor devices
struck by ion irradiation, but it still relies on semiempir-
ical parameters heavily dependent upon available data,
which impacts its use for device or circuit-level simulations.
The objective of this article is to analyze a comprehen-
sive dataset from low-energy heavy-ion irradiations on a
p-MOSFET, varying both the linear energy transfer (LET)
and ion penetration depth within the device. A novel
methodology is proposed to achieve this goal by analyzing
devices without prior knowledge of their parameters, using
data from light ion irradiations. Statistical analysis of the
data and comparisons to simulated values showed that a
LET-dependent funnel length is a more accurate description
of the phenomenon than the conventional constant-length
approach. A new, lower value for the funnel model’s shield-
ing parameter k was identified, and the method also
allowed for determining the metal and passivation layer
thicknesses of the device. These results strengthen the
reliability of the funnel model, making it a more robust tool
for simulation applications.

Index Terms— Charge collection, funneling, ion-induced
charge, single-event transient.

[. INTRODUCTION

HE occurrence of transient signals induced by ioniz-
Ting radiation has been studied for several years, but
the description of the formation of these transient signals
usually relies on TCAD simulations or semiempirical mod-
els [1], [2], [3], [4]. Despite their wide applicability, TCAD
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simulations are time-consuming, require the knowledge of
several characteristics of the device under study, and are
strongly dependent on the physical models and approximations
used, while the semiempirical models can straightforwardly
provide meaningful information, even for circuit-level sim-
ulations [5]. Among such models, two descriptions of the
charge-collection length (CCL), i.e., the depth within the
device where the radiation-induced charge pairs are effectively
collected, are common: the constant value and the funnel
model.

The funnel model was first introduced in the
1980 decade [2], [6], [7] and is based on the assumption
that, under high carrier injection conditions, as observed in
heavy-ion irradiations, and with impinging ion crossing the
depletion region, the high concentration of charge carriers
along the ionization tracks creates a temporary condition
called “electron—hole plasma,” a region of high conductivity
that allows every charge carrier within this region to be
transported to the depletion region and, thus, be collected.
This model is, perhaps, the most used for explaining the
charge collection induced by ions in semiconductor devices,
and its introduction in simulations may be needed to match
experimental data or perform circuit-level simulations [5],
[81, [9], [10], [11], but it is not free of criticism, as in [12],
[13], [14], and [15]. The proper description of ion-induced
charge collection dynamics plays a significant role in
understanding single-event transients also in new materials
and technologies [16], [17], [18].

Despite the relative success of some semiempirical mod-
els, they rarely take into account the linear energy transfer
(LET) variations as the incoming ion loses energy, because
they are usually based on data obtained with high-energy
ions [8], even though Monte Carlo simulations have shown
its importance [19]. It is especially mandatory to consider this
LET variation for low-energy heavy ions, as both the LET
profile changes inside the silicon active layer and the energy
loss in metal and passivation layers also contribute to rather
different LET values in different parts of a device. However,
careful consideration of energy losses in each layer of different
materials that make up the device can provide insight into
the charge collection processes and even a description of
the device’s characteristics. This becomes a highly relevant
factor, particularly in the case of commercial off-the-shelf
(COTS) devices, as such information is generally not readily
available.
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This work presents an investigation of the funnel model for
charge collection in a p-MOSFET, using low-energy heavy
ions as a radiation source. It provides a new methodology
to describe the charge collection length (CCL) in the funnel
model without prior knowledge of the device’s parameters,
using only the heavy-ion irradiation data. Besides the deeper
understanding of funnel model limitations, the method also
has led to a determination of the thicknesses of passivation
and metal layers and can be useful for a better understanding
of single-event phenomena.

Il. CHARGE COLLECTION AND FUNNEL MODELING

In drift/funnel processes, the charge collection in semicon-
ductor devices is defined as follows [7]:

L g
Q(Zi/ (X)d)é':q

w J—p dx

Leg
No(x)dx (1)

x=0

where ¢ is the elementary charge, w is the electron-hole pair
creation energy, L. is the effective length of charge collection
path, (dE(x)/dx) is the stopping power of incoming ion,
and N, is the mean density of electron—hole pairs along the
track [6], [19], [20]. While collected charge depends on the
funnel length, there is no analytical expression [20] for it,
although there are also some semiempirical models, such as
the one by Hu [3], [20], that express the funnel length as
a function of the device parameters and independent of the

incoming ion
n W
Ly= (1 + “—)—D )
’ Hp ) cost

in which u, and p, are, respectively, electron and hole
mobilities, W the depletion region width, and 6 the incoming
particle incidence angle. A more complex model by McLean
and Oldham [6], [7], [20] states that funnel length [see (3)]
depends on the duration of the electron—hole plasma t¢
[see (4)], on electron mobility w,, on the applied voltage
Vo, carrier density at track’s beginning Ny, and a factor
named k, which was fit by the authors from experimental
data to represent the shielding of electric field due to the
high concentration of electron—hole pairs, especially important
when analyzing data obtained with low-range ions (<14 um)

(7]
Lf =\ MU Voe_kNU‘Ec. 3)

The time constant, 7¢, also depends on Ny, on the doping
concentration N4, the hole mean velocity vp, and the ambipo-
lar diffusion constant D. Proposed values for D, k, and vp,
for silicon, are as follows: 25 cm?/s, 1.3 x 107! cm/pair,
and (u,Vo/Wp), respectively [7]. A detailed description of
the model assumptions is out of the scope of this article, and
the reader should refer to the original works

3N, 2/3
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TABLE |
IRRADIATION CONDITIONS: ION BEAMS, ENERGIES, EFFECTIVE
ENERGIES AT THE DEVICE’'S SURFACE, RANGE,
AND SURFACE LET FOR SILICON

Ion Energya  Energy.s  Range LET,yry
Beam (MeV) (MeV) (pum) (MeV.cm? /mg)
12¢ 35.0 33.9 38.2 2.9
54.5 53.7 72.4 22
160 35.0 33.1 22.6 54
42.0 40.2 28.5 5.0
62.5 60.8 482 4.1
YR 42.0 39.7 232 6.5
70.0 68.2 445 5.4
28gj 42.0 374 13.0 14.0
60.0 55.5 18.8 12.8
78.0 722 19.7 16.6
351 42.0 36.3 10.8 18.1
56.0 50.1 14.2 17.6
78.0 722 19.7 16.6
48y 56.0 48.4 12.5 23.0
78.0 70.0 15.5 23.8
63Cu 42.0 33.6 8.0 27.3
49.0 40.2 9.0 28.6
63.0 53.4 10.9 30.4
78.0 67.8 12.9 314
93.0 83.0 15.0 31.9
110.0 98.4 17.0 32.0
107 Ag 60.0 48.8 9.0 36.2
110.0 95.6 13.8 46.0

[1l. TEST METHODOLOGY

The chosen MOSFET for analysis was a p-type 3N163
from Linear Integrated Systems [21], a device that has been
investigated as a dosimeter [22], due to its response to TID
effects, and SET signals on it were used for training neural
networks for signal/noise classification [23].

The device under test (DUT) was decapsulated and posi-
tioned in a sample holder inside the high-vacuum chamber
for frontside irradiation and biased with Vps = —0.1 V
and Vo = —4.5 V for linear response. The drain contact
was connected to the 50-Q2 input of a digital oscilloscope
(Rohde and Schwarz RTE 1104, 5 GSa/s, 1 GHz) to record
transient pulse waveforms. The experiment was carried out in
the SAFIIRA beamline [24] for uniform heavy-ion irradiation
with a broad range of ion energies and species. SAFIIRA
uses a combination of defocusing and multiple scattering to
reduce beam intensity and increase uniformity, at the expense
of having an effective energy of particles reaching the device
lower than at the 8-MV tandem accelerator’s exit.

To obtain a wide range of surface LET values (from about 2
MeV/mg/cm? up to approximately 45 MeV/mg/cm? on
silicon) and different energy deposition profiles in the first
tens of micrometers within the DUT, several ion beams
and energies were used. Particle flux was kept lower than
3 x 10° part/ s/cmz, and whenever possible, statistical uncer-
tainties were kept below 5%. In Table I, ion beam species,
energies at accelerator exit, effective beam energy after mul-
tiple scattering, range, and surface LET in silicon are shown.

For all test conditions, 10°~10* events were recorded. Low-
LET ions led to fewer valid events, as a result of more frequent
noise triggering.

To properly account for the energy loss of the ions in
passivation/metal layers, thus before entering the sensitive
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Fig. 1. Electron micrography and elemental mapping of p-MOSFET
3N163, at 20-kV acceleration voltage. (a) Secondary electron image.
(b) Spatial distribution of aluminum. (c) Spatial distribution of silicon.
(d) Spatial distribution of nitrogen.

volume, chemical composition information was obtained using
scanning electron microscopy with energy-dispersive micro-
analysis (LEO 440i with Oxford EDS). Elemental mapping
for Si, Al, and N is shown in Fig. 1, where it is seen
that the drain, gate, and source metal contacts are made
of aluminum, and there is a uniform nitrogen and silicon
distribution, suggesting a passivation layer of silicon nitride
(Si3Ny4). Quantitative chemical analysis for several acceleration
voltages, thus changing the electron interaction depth, was
performed to estimate the thickness of this layer. Measured
stoichiometries were compatible with SizN4 in a region of
about 0.5-1.0-um thick. Oxygen content was below 5%.

IV. CHARGE SPECTROSCOPY ANALYSIS

After data filtering for noise rejection, each valid signal
acquired was fit by a curve defined as the sum of three
Gaussian functions for better reproduction of the signal shape.
From each fit, signal amplitude, width, and area above baseline
(charge) were obtained, and these parameters were organized
in uni- and bi-dimensional histograms. Pulsewidth was taken
as the standard deviation of the curve fit to the signal. Typical
signals for 'O at 42 MeV and %*Cu at 110 MeV ion beams
are shown in Fig. 2, as well as a peak observed for '°O
at 42 MeV along with baseline and signal fits and indication
of the parameters analyzed.

For heavier ions, total charge and amplitude histograms
were verified to be bimodal with a long tail of smaller values
of charge collection. As can be seen in representative charge
collection distributions in Fig. 3, the separation between the
two peaks increases with Z at similar energies. Given that
collected charge is proportional to deposited energy in the
charge collection region, it suggests that not all incoming
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Fig. 2. Charge collection signals and fitted curves for 80 42-MeV and
63Cu 110-MeV initial energy. Effective energies are listed in Table | and
presented in the legend. Inset: scheme of peak fitting and parameter
extraction.
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Fig. 3. Collected charge distributions for 28Si, 35Cl, and 83Cu ion beams
with 78-MeV initial energy. Effective energies are listed in Table | and
presented in the legend. The peaks in the charge distribution indicated
by H are relative to ions reaching the sensitive layer with higher energy,
thus passing just through the SigNy4 layer. The peaks indicated by L
are relative to ions reaching the sensitive layer with lower energy, thus
passing through both SizN4 and aluminum layers.

energy is converted into collected charge, due to energy losses
in passivation/metal layers and possible variations in CCL. For
light ions, charge and amplitude histograms are monomodal.
Bidimensional histograms show a linear relationship between
pulse amplitude and collected charge, as shown in Fig. 4,
and also an almost constant pulsewidth, as shown in Fig. 5.
Nevertheless, some data points do not follow this linear
relationship in Fig. 4, corresponding to the events of larger
pulse widths and lower and disperse charge values (bottom
part of Fig. 5), also shown in the left part of each histogram
in Fig. 3.

These results suggest that the charge collection in the
p-MOSFET studied occurs by two processes with different
collection times. The dominant and faster collection process is
by drift/funneling, whereas the minority and slower process is
by diffusion. As the collected charge is a measure of deposited
energy in the sensitive region, the bimodal distribution also
indicates an energy loss of some particles before entering
the sensitive volume. For light ions, this energy change is
negligible, but for heavier ions, this energy change needs to be
accounted for. Also, considering an energy-charge conversion
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Fig. 4. Bidimensional distribution of charge x amplitude for all acquired
signals.
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Fig. 5. Bidimensional distributions of charge x width for all acquired
signals.
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Al SisNa
Sensitive silicon
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(depletion+funnel)
Non-sensitive
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Fig. 6. Schematics of range and energy deposition along the track

of incoming ions. Blue arrows represent long-range ions, and red
arrows represent short-range ions. Sensitive layer thickness may be ion-
dependent, if variable funnel model is considered.

factor of 22.6 MeV/pC [25], it is observed that not all of
the ion’s energy is collected, indicating a maximum sensitive
depth in addition to energy losses before entering the sensitive
region, as pictured in Fig. 6.

V. ENERGY DEPOSITION, LAYER THICKNESSES, AND
CHARGE COLLECTION SIMULATIONS

Information from charge collection histograms and elemen-
tal mapping indicates that the bimodal distribution in the
charge collection histograms can be explained by the energy
difference of heavy ions that passed through the SizNy + Al
layers and only the Si3Ny layer. As heavier ions present higher
stopping power values, the charge (energy) difference between
the two peaks must increase with Z, therefore allowing the
determination of the thickness of the aluminum layer. Con-
sidering the 22.6-MeV/pC charge-energy conversion factor
in silicon material, the charge separation was converted into

L
[}
|

Charge collection
layer thickness (um)

s
2
|

"04 05 06 07 08 09
Si;N, thickness (um)

Fig. 7. Normalized x?2 distribution as a function of SizN4 and active
layer thickness. Simulation steps were 0.05 um for SigN4 and 0.2 um
for active layer. Curves were smoothed by interpolation.

energy separation. Energy uncertainties were estimated by the
standard deviation of individual peaks (split through a 2-D
histogram cut) and the uncertainty arising from individual
signal fitting (approx. 200 keV). SRIM software [26] was used
to simulate the energy difference between the entrance and exit
of the Al layer, for each ion-energy combination for which
the bimodal distribution was observed. The best value was
obtained by minimization of reduced residual, defined as the
difference between simulated and measured values, divided
by the uncertainty, and considering short-range ions, which
resulted in a value of 1.28(2)-um aluminum thickness. The
variation of the ion stopping power as a result of energy
loss in the Si3Ny layer is negligible, given the uncertainties
involved [26].

To obtain the CCL, it is necessary to account for every
energy loss before the particle enters the sensitive region,
including the energy loss in the Si3N4 layer, whose thickness
was only estimated. The measured energy deposit along the
charge collecting region was then compared with simulated
values with SRIM, varying both SizsN4 and active silicon
thickness. Two approaches for the active silicon thickness were
used: constant value CCL for all ions and variable CCL based
on the model by McLean and Oldham.

For a constant CCL, the values were changed with a fixed
step in the simulations, and a chi-squared (x?) map was built
(Fig. 7), from which one can see the independence of the
variables. All sources of statistical errors were considered, but
still, the x2 value was very high, indicating that the model
is not a complete and statistically robust description of the
phenomenon, but an analysis of accuracy can still be done.
The x? values in Fig. 7 were normalized by the number of
degrees of freedom to reproduce only the data’s accuracy,
and the values obtained were 0.73(6) um for SizN, thick-
ness and 9.4(2) um for the constant CCL model. For the
minimum x2 condition, Fig. 8 presents the residual values
as a function of the ion’s range (in silicon, for simplicity),
where it is seen that for short-range ions, residuals are not
evenly dispersed around zero, therefore tendentious, indicating
a possible dependence of charge collection thickness with ion
energy and species.

The variable length funnel model, on the other hand,
describes the CCL as a function of incoming ion and
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Fig. 8. Reduced residues for charge collected on the minimum x?2
condition, as a function of the ion’s range in silicon.

parameters of the device, such as doping level, depletion
thickness, and so on, that were not available for the device in
this study, which led to the development of a new methodology
of analysis.

Combining (1) and (3) and considering that the mean
density of electron-hole pairs along the ion track is the same as
in its beginning, which especially holds for light ions, whose
LET is almost constant up to tens of micrometers range, it is
possible to write collected charge as a linear relationship with
the device characteristics, represented by ¥

Q = qNoL;
3N, 1/3
= gNov/ 4 V¢ ekNO(—>
4ROV Hn Vo SNNAUP«/B
= gN; Ve Ny =&y 5)

where & depends only on the ion and energy and ¢ =
(BWp /(BT N4(uaVoD)'/?))!/3 is a constant that absorbs all
device parameters. Fig. 9 illustrates the fit result of (5) for
low-LET ions and its extrapolation for higher LET values.
The points relative to heavier ions were taken, considering the
charge distribution relative to ions that do not interact with
aluminum (as the peaks marked with H in Fig. 3). The value
for Y obtained from curve fit was 6.78(88) x 1077 cm*/3.
This relationship allows the calculation of the funnel length
and collected charge without any prior knowledge of the
device parameters, such as doping level, voltage applied,
and mobilities, and can be applied to different devices and
materials, as long as data with light ions are available.

Using the variable length funnel model, the funnel length
is given by (3), and the total collected charge in this path is
increased by the amount of charge that can reach the funnel by
diffusion, during its lifetime, as in (4). Using (5) to eliminate
doping from the equation, for each value of shielding param-
eter k, the funnel length was calculated, the value obtained
simulated with SRIM to obtain energy deposition and get
collected charge. The comparison of SRIM simulations with
measured data has shown that k = 1.3 x 10! cm/pair pro-
posed by McLean et al. [7] was not adequate to reproduce the
experiment results; instead, the best-fit condition was obtained
with k = 8.7(2) x 107! cm/pair and Si3Ny thickness equal to
0.71(5) pm, that also led to more evenly distributed reduced
residuals (Fig. 10). Again, the x2 values were very high, so the
values were normalized by the number of degrees of freedom

3,5 T T T T
= Low-LET ions
304 e High-LET ions . b
Linear fit .

2,5 4

2,0

1,5

Collected Charge
(experimental) (pC)

1,01

0,5

0,0 : . . .
0,0 50x10°  1,0x10°  1,5x10° 2,0x10° 2,5x10°

¢ (pC.(pairs/cm)*?)

Fig. 9. Linear relationship between measured charge and the parame-
ter 1, dependent only on the device characteristics. The R? coefficient
of the line is 0.96 for black data (light ions, long range) and 0.23 for red
data (heavy ions, short range).
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Fig. 10. Reduced residues for collected charge in the minimum x?

condition and variable length funnel with factor k = 8.75 x 10! cm/pair
as a function of the ion’s range in silicon.
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Fig. 11.  Normalized %2 distribution as a function of SizN4 thickness
and k parameter value. Simulation steps were 0.05 um for SigN4 and
0.25 x 10~ cm/pair for k value.

to obtain uncertainties with ~68% confidence level. This &
parameter should be different for different materials [7], but
not for different doping levels or devices. The corresponding
x* map is shown in Fig. 11, where the inclination of the
contour lines indicates that both parameters are correlated,
as changes in Si3Ny thickness influence on the carrier density
generation in the active region.

Finally, a simulation of the thickness of silicon in which
the energy deposition provides the best agreement with exper-
imental data, for each irradiation condition separately, in steps
of 0.05 wum, is shown in Fig. 12. The y-coordinates of the
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Fig. 12. Charge collection thickness that minimizes residues as a
function of LET at the beginning of sensitive layer.

data points were obtained by simulating a silicon thickness in
SRIM that absorbs the ion’s energies given by the centroid
and standard deviation of peaks relative to ions impinging
on SizNy and SizNy + Al (peaks H and L in Fig. 3). In the
same figure, the plot of both funnel and constant CCL with
the best-fit values found in this work shows that the variable
funnel model better describes the experimental data, especially
when considering the SisNy 4 Al path, but the constant
value approach cannot be completely discarded, given the
uncertainties of both experimental data and simulations.

VI. CONCLUDING REMARKS

In this article, an experimental approach to describe the
CCL and influence of metal/passivation layers for heavy-ion
irradiation was presented, based on low-energy irradiations
and statistical analysis. The behavior of reduced residual
graphs shows that the variable funnel model, dependent on
the incoming ion, is a better description of the CCL, as it is
not tendentious for certain ion/energy conditions. It is shown
that the previously reported shielding parameter k£ did not fit
to observed data, and a new value was obtained with high
precision, namely, k = 8.7(2) x I cm/pair for silicon
devices. The analysis also provided the determination of the
thickness of aluminum contacts and Si3N, passivation layer as
1.28(2) pum and 0.72(6) pum, respectively. The results obtained
for SizN, thickness are compatible using both CCL models,
showing the robustness of the data and analysis.

The low-energy heavy-ion irradiation and analysis method-
ology presented here has proven to be an effective tool
for evaluating semiconductor devices without requiring prior
knowledge of their internal structure or parameters, such
as doping levels and charge carrier mobility. This approach
can be applied to the study of emerging technologies, the
characterization of COTS components, and for validating sim-
ulation models. The results obtained for the CCL significantly
enhance the accuracy and reliability of single-event transient
simulations in semiconductor devices.
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