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Abstract High-level synthesis compilers offer numerous directives for controlling hardware architecture implemen-
tations, leading to highly customized solutions, but also to large design spaces that are impractical to be fully explored
due to the time-consuming stages of hardware compilation and synthesis. Traditional design space exploration ap-
proaches aim to identify architectures with the best hardware resources-performance balance. However, they usually
consider the compilation process as a black box, failing to leverage relationships between directives and evaluation
metrics to improve their efficiency. This paper analyses the relationship between the “number of functional units”
and “loop pipeline” directives, which allow for balancing hardware area and computation time. For the former, we
propose a novel path-based method to solve the shortcomings of traditional exploration approaches. For the latter,
we propose a novel incremental exploration flow based on a Pareto-frontier evaluation. Results show improvements
in exploration speed and quality of hardware designs when compared to established methods.
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1 Introduction

Over the past decade, the improved computation efficiency
of hardware accelerators popularized their use on several ap-
plications, such as cloud computing [Kachris and Soudris,
2016], System-on-Chip (SoC) [Nane et al., 2016], and edge-
machine learning [Samanta et al., 2024]. To overcome the ex-
pensive design of hardware accelerators, High-Level Synthe-
sis (HLS) tools offer the capability of compiling high-level
applications into custom hardware designs, promising to en-
able high-quality solutions in a fraction of the time when
compared to traditional approaches [Nane et al., 2016].

Hardware accelerators generated through HLS are typ-
ically composed of several Functional Units (FUs) (e.g.,
arithmetic units and memory ports) controlled by an Finite
State Machine (FSM), and the number of Functional Units
(nFUs) affects the design’s throughput and energy consump-
tion. HLS compilers offer a set of directives (pragmas, com-
piler optimizations, and code styles) to control the hardware
architecture generation, allowing for balancing the final hard-
ware metrics trade-offs (silicon area, latency, frequency, and
energy consumption). As such, designers must perform a
Design Space Exploration (DSE) to fine-tune the optimal di-
rectives combinations (configurations) to achieve the desired
hardware metrics balance. Given the time-consuming com-
pilation and synthesis stages needed to evaluate hardware de-
signs, this task is laborious. Therefore, having a fast DSE
method is key to unlocking the HLS potential.

Methods for speeding up the DSE for Multi-Processor
System-on-Chip (MPSoC) are classified in into simulation-
based methods, which provide hardware metrics estimations

without fully implementing the designs, or analytical models,
which compute hardware metrics by modelling the systems
explicitly or from data [Pimentel, 2017]. Similarly to simu-
lation approaches, in the HLS scope, estimation-based meth-
ods are used to avoid the lengthy synthesis process at the cost
of a lower DSE accuracy.

For example, [Perina et al., 2019; Bannwart Perina ef al.,
2019] presents a latency estimator (number of clock cycles)
which considers compiler and device-specific information to
achieve precise results; [Wang ef al., 2020] creates estima-
tions using a dataset composed of several synthesized ker-
nels.

These approaches achieve the highest acceleration poten-
tial [Zhong et al., 2017], but they often require different mod-
els for each metric, which are platform-dependent and not
portable [Rosa, 2019]. For example, [Perina et al., 2021] pro-
poses to leverage knowledge about the scheduling, allocation
and mapping steps to achieve precise estimations of the hard-
ware performance, but they are tightened to the compilation
platform used, and [Castro-Godinez et al., 2020] uses models
in a library for their estimations.

To reduce the estimation errors, [Fernando et al., 2015;
Cong et al., 2017; Ali et al., 2019] propose to map appli-
cations into pre-defined architecture templates optimized for
the target platform, resulting in efficient designs. However,
such solutions reduce flexibility and are restricted to applica-
tions and platforms matching the templates. Other interest-
ing approaches use a database of high-level code and their
matched pre-optimized designs for easily retrieving quasi-
optimal configurations [Wang and Schafer, 2022], or match-
ing designs with past-explorations though a similarity metric
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[Ferretti et al., 2020].

Another way to speed up the DSE is by evaluating fewer
designs and selecting those with a higher chance of belonging
to the Pareto-optimal front. This process is usually iterative,
using the results of previous iterations to guide the current
one [Schafer, 2016; Xydis et al., 2015; Ferretti et al., 2018b].

Additionally, the literature presents several alternative
DSE approaches, and a review of their characterization,
methods, merits, and shortcomings is found in [Schafer and
Wang, 2020; Reyes Fernandez de Bulnes et al., 2020]. Most
methods explore the available directives in a common frame-
work, considering the compilation process as a black box, as
illustrated in Figure 1, where the values for each directive
(configuration), on the left, lead to an implementation with
different hardware metrics (design), on the right.

Configurations are encoded as arrays of attributions to
each directive (e.g. loop unrolling = true/false,
loop pipeline = true/false, number of adders=3,
number of multipliers=2, function_inline =
true/false). Designs are encoded as arrays of hardware
metrics (e.g. hardware resource usage (area) and number
of clock cycles (latency)).

The relationships between configurations and designs
(highlighted in blue) are complex and unpredictable [Schafer
and Wang, 2020], limiting the accuracy of exploration meth-
ods and forcing them to explore more designs to achieve high-
quality results [Ferretti ef al., 2018b].

|lu1 Ipy ... cflag} |

n_add; n_mult; ... larea; ... latency,

cflug;, } |ureap

|lu,, lpy ... n_add, n_mult, .. latency,

Figure 1. A framework commonly used for DSE. A configuration is an array
with the attributions for the HLS directives, such as loop unrolling (1u), loop
pipeline (Ip), number of arithmetic functions (e.g. n_add and n_mult), and
compiler flags (c_flags). The generated design is considered as a function
of the configuration and is represented as an array with the hardware metrics,
such as area and latency.

Aiming to mitigate the unpredictability of such a rela-
tionship, [Schafer, 2016; Schafer and Wang, 2020] propose
grouping HLS directives according to their application scope.
Each group (called knob) is explored with a different DSE
method, and exploration results of a knob are used as input
to the next knob’s exploration. As such, instead of a fully
combinatorial design space, groups of smaller spaces are ex-
plored methodologically.

This paper extends the idea of exploring knobs incremen-
tally to a finer granularity by selecting two important direc-
tives, which are known for their tight relationship and im-
pacts on the hardware metrics. The first is nFUs, which de-
fines how many functional units (e.g., memory ports, adders,
and multipliers) are available to the HLS compiler, hence
controlling the balance between hardware area and computa-
tion time. The second is the “loop pipeline”, which schedules
loop operations to the available FUs interleaving loop itera-
tions, maximizing their usage and reducing latency. As such,
we have a situation in which the hardware metrics are highly
dependent on the combination of these two directives, and by
analysing their dependency and relationship, we propose an
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efficient DSE method for these two directives.
The contributions of this paper are:

* We present a study on the limitations of traditional DSE
methods, given the impact of considering all directives
in a common framework.

* We highlight the limitations of traditional DSE methods
regarding the nFUs and loop pipeline directives’ explo-
ration.

* We propose new DSE methods for exploring the nFUs
and loop pipeline directives, demonstrating the improve-
ments in exploration speed and hardware quality.

The rest of this paper is organized as follows: Section
2 presents the related works. Section 3 presents the back-
ground and definitions. Section 4 evaluates the impact
of traditional DSE approaches that consider directives in a
common framework. Section 5 presents the analyses and
improvements regarding the exploration of nFUs and loop
pipeline. Section 6 presents the improved results in speed
and accuracy. Finally, Section 7 concludes the paper.

2 Related Works

This section briefly introduces DSE approaches that treat all
directives in a common framework. To handle the shortcom-
ing of such an approach, these methods use elaborated es-
timators, e.g., Machine Learning (ML), usually requiring a
large amount of synthesized design samples and target the
DSE of a broad number of directives or complex systems.
Since the methods presented in this paper specifically target
the nFUs and loop pipeline directives, they are better placed
as an auxiliary method for a partial DSE or an initial sampling
for the methods presented in this section aiming to reduce the
number of full synthesis performed.

Early approaches in the literature propose performing the
DSE using Genetic Algorithm (GA), which evolves (refines)
configurations stochastically to optimise the hardware met-
rics, focusing on SoCs [Palesi and Givargis, 2002] and MP-
SoCs [Pimentel, 2017]. On the HLS context, [Krishnan and
Katkoori, 2006] encodes the application’s data-path and the
number of available processing units within a GA, perform-
ing the directives DSE concurrently to the scheduling and
allocation, capturing their inter-relationships in the optimiza-
tion process.

Evolving from single-accelerator to complex systems, re-
cent works focus on hierarchical architectures composed of
hardware-accelerated components, requiring a global DSE to
be fully optimised. Targeting this hierarchical scope, [Sira-
cusa et al., 2021] uses a roof-line model to balance the explo-
ration of system-wide directives (as global shared memory)
while performing a traditional DSE for exploring the kernel-
related ones; [Mahapatra and Schafer, 2019] focuses on op-
timising the communication between a master design and
multiple-hardware accelerators by including communication-
related directives in the DSE. [Bannwart Perina and Bon-
ato, 2018] proposes a learning-based classification to de-
cide whether the code should be accelerated using a Field-
Programmable Gate Array (FPGA) or a Graphics Processing
Unit (GPU).
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Considering complex systems, [Liao et al., 2023] presents
a Pareto-based pruning method for reducing the number of
explored designs in multi-component systems. The design
space explored in these approaches contains parameters that
control components integration (e.g., communication) in ad-
dition to the ones controlling their internal architecture, re-
sulting in extremely large design spaces. Our solution fo-
cuses on loops, which are a snippet of code (likely) present
within each component, being an alternative that could be
adopted as an intermediate step for multi-component DSE
exploration.

Further learning and bio-inspired methods focus on au-
tomatically discovering relationships between the config-
uration space and design space. For example, [Meng
et al., 2016] presents a learning-based method to explore
the OpenCL directives that control high-level architecture of
multiple FPGA accelerators. On the bio-inspired side, MO-
PSE [Mishra and Sengupta, 2014] presents a particle swarm-
based DSE, and [Rajmohan and Ramasubramanian, 2020]
presents a memetic DSE method which uses performance
models to mitigate the costly synthesis time.

Recently, the use of ML methods for DSE has become pop-
ular, e.g., [Goswami et al., 2023] synthesizes a set of config-
urations to build a predictive model, which is used for the
DSE. Similarly, [Ferretti et al., 2022] proposes to use graph
neural networks trained on pre-synthesized accelerators, al-
lowing for handling computer programs of arbitrary length.
Also, in [Kwon and Carloni, 2020], transfer learning is used
to mitigate the large amount of data required by machine
learning-based methods, which is impractical to obtain given
the time-consuming synthesis step involved. The approaches
proposed in this paper can be used for generating optimized
accelerators required for fitting ML approaches.

Regarding Reinforcement Learning (RL), [Nardi e al.,
2019] leverages random forests classifiers using a con-
strained Bayesian optimization for handling unknown fea-
sibility constraints statistically and uses prior distributions
for speeding-up the learning process. Furthermore, [Wu
et al., 2021, 2023] present a Graph Neural Network (GNN)-
based framework composed of a hardware metrics estimator
learned concurrently to the DSE. The a priori distribution
estimations used for improving the learning of such methods
can be created with lighter DSE approaches, such as the ones
proposed in this paper.

Nevertheless, this paper demonstrates that relationships
between directives should be better explored to obtain a more
efficient DSE. A similar observation is done in [Belwal and
Ramesh, 2021], where a regression-forest-based search itera-
tively refines the Pareto-front when exploring the loop unroll
and pipeline directives.

3 Background and Definitions

HLS tools take as input a high-level description (e.g., C code)
and compile it to a hardware-orientated representation, usu-
ally a Register Transfer Level (RTL) one, which can be imple-
mented as an accelerator using FPGAs. The reconfigurable
nature of FPGAs allows for controlling the resulting hard-
ware architecture and its performance metrics by attributing
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values to the available directives. Performing a DSE is the
process of finding the values for each directive (a configura-
tion) in order to optimise the desired hardware metrics, which
we formally describe next.

Let n be the number of available directives, and c; a vec-
tor holding their attributions given by ¢; = {[¢]] | ¢! <
aj|Vje{l,...,n}}, where a; is the maximum value for di-
rective j. The configuration space is the set of all possible c;
combinations, formally C = {c¢; |Vi={1,...,p}}, where
p= ]—[;;1 a; is the number of possible combinations. Two
configurations ¢, and cy are said to be neighbours if they
differ by 1u (one unit) in one directive, i.e. ||cx — cy|| = 1u.

For each c;, the source code compilation results in a hard-
ware design, with the respective hardware metrics repre-
sented by the vector d; = {[dil] |V je{l,...,m}}, where
m is the number of metrics considered. The design space set
D ={d; |Yie{l,...,p}} contains all designs d; for each
possible configuration ¢;. Commonly used hardware metrics
are the hardware resources usage (e.g., Adaptive Logic Mod-
ules (ALMs), Digital Signal Processings (DSPs), and Block
Random Access Memorys (BRAMs)), energy consumption
and latency.

Since the DSE aims to find configurations with the best
trade-off's between the hardware metrics, we assume, with-
out loss of generality, that the objective is to minimize all
metrics. Given two configurations ¢; and c;, their respec-
tive d; and dj, c; is said to dominate c; if, and only if,
{d{‘ < d;? |V ke {l,...,m}}. The designs with best trade-
offs are the ones which are not dominated by any other design,
forming a Pareto-optimal front.

4 Configuration and Design Spaces
Relationship

The accuracy of DSE methods (defined here as “how close
the selected points are to the actual Pareto-optimal front”) is
known for being limited by the complex and unpredictable
effects of the directives in designs [Schafer and Wang, 2020;
Ferretti et al., 2018b]. From now on, this limiting factor will
be referred to as the “C and D relationship”.

In this paper, we explore the idea that treating all directives
in a common framework from traditional DSE approaches
creates the complex C and D relationship. Even though the
ability to treat different directives in a common framework
is desirable for its practicality, the C and D relationship is
expected to be complex given that:

1. Different directives act on different scopes. E.g., loop
unroll targets a specific loop, while nFUs affects the
whole design.

2. Locally optimal directives are not optimal for the whole
code. For example, the optimal nFUs configuration for
a given loop may differ from the optimal values consid-
ering other loops together.

3. Directives scope may intersect. E.g., memory archi-
tecture optimizations are code-wide, affecting any loop
that references the target memories.

4. Directives are non-orthogonal, meaning that the same
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design can be obtained with two different sets of direc-
tives.

5. The directives application order impacts the final de-
sign. E.g., applying loop interchange before unrolling
and vice-versa.

6. Neighbor configurations in C do not necessarily lead
to neighbors in D, creating a “false neighborhood rela-
tionship”. E.g., two configurations which differ only in
the loop pipeline turned “on” and “off”” are neighbours,
but their designs differ significantly in speed and area
[de Souza Rosa et al., 2018b];

The following sections present three DSE methods that
cover the most common approaches based on gradient, prob-
ability, and Lattice methods. The section highlights their
shortcomings when considering the C and D relationship, re-
sulting in the information used to improve the proposed ex-
ploration of the nFUs and loop pipeline directives described
in Section 5.

4.1 Gradient-Based Approaches

Gradient-based approaches are greedy heuristics that, given
a configuration c;, compute (through compilation or estima-
tion) the hardware metrics d; for ¢; and all its neighbours.
Then, the next exploration point is defined by the neighbour
with steepest gradient, and the search iterates [Prost-Boucle
et al., 2014; da Silva and Bampi, 2015].

This class of approaches is suitable when all points in the
design space obey a regular area-speed trade-off, i.e., faster
designs use more area and vice versa, which is not always
valid for general HLS, as directives may impact both met-
rics positively or not, especially when considering loop struc-
tures.

Equation (1) defines the gradient, where da and 6/ are the
area and latency differences between the current design d.
and d', for a configuration ¢, and it’s neighbours ¢!, | i €
{1,...,n}. Note that the gradient is typically approximated
by considering only one direction at a time; hence, the num-
ber of neighbours is exactly equal to the number of available
directives n.

ol

VG
* oa

(D

Making DSE decisions based on VG has two shortcom-
ings. First, the false neighbourhood relations presented in
Section 4 lead to erroneous high-gradient values. Second,
Equation 1 raises the following scenarios for the possible da
and d/ results:

1. 6a=0and 5! =0: VG = §; 4

2. da=0and ! > 0: VG = oo, and d!, dominates d.;

3. 6a=0and 6l < 0: VG = oo, and d. dominates d';

4. a > 0and 6l =0: VG =0, and d’, dominates d.;

5. da < 0and 6/ =0: VG =0, and d. dominates df,;

6. 6a >0and o6l > 0: VG > 0, and df, dominates d.;

7. da < 0and 8l < 0: VG > 0, and d. dominates di;

8. |‘§—Z| = —%: VG < 0, di and d. trade-off area and

speed.
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For scenario 1, VG is undefined. When comparing sce-
narios 2 against 3, 4 against 5, and 6 against 7, VG cannot
differ between the dominant and dominated designs, leading
to inconsistent exploration decisions. Scenario 8 represents a
trade-off between area and speed, indicating that the config-
urations are Pareto-points candidates and should be further
explored. However, since VG < 0, the exploration selects
only one configuration.

The approach presented in [Xydis et al., 2015] reduces
these inconsistencies using the area-time product signal
model s[d.] defined in Equation (2), whose minimization
tends to the Pareto-optimal curve direction, but does not im-
ply in finding all Pareto points.

sld.] = Area(d.) X Latency(d,) )

Equation (3) rewrites s[d! ] as a function of d., allowing
for easily evaluating the s[d’]’s behaviour in the 8 scenarios.

s[dl] = Area(d’) x Latency(d.)
=s[d.] — Area(d.)6l — Latency(d;:)da + 6adl
| 3)
Here, s[d!] solves the inconsistencies in scenarios 1 to
5. In scenarios 6 and 7, s[d'] is consistent when assum-
ing Area(d.) >> da and Latency(d.) >> &I, however,
this assumption can be invalid, especially for loop pipelines
[de Souza Rosa et al., 2018a]. Furthermore, in scenario
8, which represents the finding of Pareto-point candidates,
s[d'] can either increase or decrease, leading to inconsisten-
cies in differentiating dominant from dominated designs.

4.2 Probabilistic Approach

The Probabilistic Multi-Knob (PMK) [Schafer, 2016], from
Cyber compiler, proposes separating HLS directives into
sets, called knobs, and using different methods to explore
each knob. Later, [Schafer and Wang, 2020] discusses the
impacts of each knob’s directives on the resulting hardware
design, separating the knobs according to their application
scope as follows:

Local knob: Composed by local synthesis directives that af-
fect a specific code region, controlling the final hard-
ware micro-architecture. E.g., loop unroll and pipeline.

nFUs knob: The nFUs available and shared among all high-
level code operations. E.g., the number of adders, multi-
pliers, and memory ports. This knob controls the trade-
off between hardware area and speed, significantly im-
pacting loop pipelines [de Souza Rosa et al., 2018a] and
memory usage [Pilato et al., 2017].

Global knob: Contains global synthesis options applied
throughout the whole code. E.g., dead code elimination,
tree balancing, and function inline [Zuo et al., 2015].

PMK starts by exploring the local knob using an ant-
colony optimization with the nFUs fixed at their minimum
and maximum values ¢;,;, and ¢4y, respectively. The area
between ¢, and c¢,,qx 1S considered as its likelihood of
containing Pareto-optimal designs (hence the probabilistic
name), and larger areas are selected for further exploration.



Efficient Number of Functional Units and Loop Pipeline Design Space
Exploration for High-Level Synthesis

The limited number of designs explored in this first step bal-
ances the trade-off between exploration speed and result qual-
1ty.

Then, the nFUs knob is explored by synthesizing 10
equally distributed configurations between c,,;, and ¢pax
to avoid local-optima and plateaus. However, the uniform
distribution might not be adequate to larger codes, leading
to a small diversity in the Pareto-front [Reyes Fernandez de
Bulnes et al., 2020].

The global knob is not explored in [Schafer, 2016], and fur-
ther research focuses on solving such problems and speeding
up the DSE by using multi-scale searches [Jun et al., 2023].

4.3 Lattice-Based Approach

Algorithm 1 presents the Lattice-Based DSE [Ferretti et al.,
2018b], the first approach to consider the relationships be-
tween C and D in its development. It starts by using an U-
distribution to select m random points from the C (line 1),
which are synthesized (line 2). This distribution makes con-
figurations with extreme values more likely to be chosen.

In the iterative part, Pareto-optimal configurations among
the evaluated designs are selected for further exploration (line
3). Each configuration has its o-neighbours synthesized
(lines 5 to 6). The selection and synthesis process iterates
until no new Pareto-optimal designs are found or a budget is
exceeded (lines 10 to 12). Finally, all compiled configura-
tions and metrics are returned (lines 1, 2, 8, and 9).

Algorithm 1: Lattice-Based DSE algorithm pre-
sented in [Ferretti et al., 2018b].
input :list of possible configurations, maximum
number of design evaluations (budget)
output list of configurations and metrics

1 evalC « m U-distributed random configurations c;
2 evalD « synthesize and annotate area and latency;
3 nextConfigs « pareto(evalD);

4 do
5 configs < o-neighbours of nextConfigs;
6 designs « synthesize and annotate area and

latency V ¢; € configs;

7 nextConfigs « pareto(evalD U designs);
append con figs to evalC,

append designs to evalD;

10 if size(evalC) > budget then

1 L break;

12 while nextConfigs # 0;
13 return compiledConfigs and compileDesigns;

The parameters m and o in Algorithm 1 control the trade-
off between exploration time and results quality, and must be
adjusted for the target compiler, directive set, and high-level
code.

There are two shortcomings of this approach. The first lies
within its U-shaped distribution initialization, which tends to
create either fast-and-large or slow-and-small designs, mak-
ing them susceptible to local minima and plateaus [Rosa,
2019]. The second lies in treating all directives in a common
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manner, limiting its exploration capabilities, as discussed in
Section 4.

5 Number of Functional Units and
Loop Pipeline Exploration

Given the observations in Section 4, this section presents the
proposed incremental DSE method for exploring the nFUs
and loop pipeline directives, highlighting the achieved im-
provements.

As per motivations, we chose nFUs since it controls the
balance between computation time and hardware resources
usage, and it is arguably the major contributor to the large
exploration design spaces on HLS, typically at thousands
of combinations, while other directives usually have few op-
tions each. Loop pipeline has been chosen since it is crucial
to implement instruction-level parallelism on FPGAs, signif-
icantly improving the hardware throughput and energy effi-
ciency, and it is found in the vast majority of DSE works.
Furthermore, both directives are known for their tight inter-
action, as loop pipelining is meant to optimise nFUs usage.

Notice that a pipelined loop requires hardware resources to
store and route data, creating an overhead which depends on
the nFUs, invalidating the idea of “fewer functional units lead
to smaller designs” [de Souza Rosa er al., 2018a]. Further-
more, designs with the same nFUs and loop pipeline turned
“on” and “off” cannot be considered neighbours.

The main idea in the proposed DSE method is exploring
nFUs individually first, incorporating the observations from
Sections 4.1, 4.2, and 4.3, as we describe in Section 5.1.
Then, we leverage the nFUs exploration results to analyse
the relationships between nFUs and loop pipeline, leading to
novel exploration flow for both directives, described in Sec-
tion 5.2.

5.1 Path-Based Number of Functional Units
Exploration

When considering the nFUs directives in isolation, the C and
D relationship has a more predictable behaviour than when
considering more directives simultaneously. As such, we pro-
pose a neighbourhood-based path search between the con-
figurations with maximum and minimum nFUs (¢4, and
Cmin)-

Algorithm 2 presents proposed Path-Based approach,
which iteratively evaluates configurations focusing solely
nFUs. First, ¢,,4x, and c¢,,,;,, constants are defined, d;¢ is de-
fined as 10% of the interval between ¢;,qx and ¢, along
with memory structures to annotate which designs were com-
piled and discarded (lines 1 to 8), and which are the config-
urations to be searched next (line 5). The hardware metrics
can be obtained through full synthesis or estimation methods
(lines 6 and line 3 of Algorithm 4). The iterative part (lines
9 to 24) starts by popping the search pool to get the next ex-
ploration, and its neighbours are obtained using Algorithm 3
(line 12), which returns neighbour configurations that were
not explored or discarded (more details next).

Algorithm 4 (line 14) iteratively compiles neighbour con-
figurations, adding only Pareto-dominant points among the
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current design and its neighbours (i.e. calculating the Pareto
frontier [S&ap et al., 2013] in line 18) to the search pool, guar-
anteeing that only the most promising points are evaluated. If
no neighbours are found (local optimum and plateaus), a new
configuration is created by reducing 10% of all nFUs, and the
algorithm iterates until a configuration that has not been com-
piled or discarded yet is found, or c,,;, is reached (lines 19
to 23).

Algorithm 2: Proposed Path-based DSE.

input :data-Flow Graph (DFG)
output nFUs and evaluated points metrics

Cmax ¢ Maximum resources;
Cmin < Minimum resources;
010 < [0.1 % (crmax — Cmin) 1
Cceur < Cmax>
searchPool < ccur;
deyr < compile ceypr;
compiled «— [ceur];
discarded < 0,
do
Ceur — searchPool.pop();
dcyr < metrics of ccyp;
neighbors «—
getNeighbors(ccyr, compiled, discarded) ;
if neighbors # 0 then
NC’ Nd —
compileNeighbors(dcy,,neighbors);
15 append N, to compiled,
16 append Ny to discarded,;
17 Insert N. into the searchPool,

N =S e XN R W N =

s W

/* remove dominated designs */
8 searchPool « pareto(searchPool U ccyy);

/* apply the 107 rule */
9 if searchPool == 0 && cpin € compiled then
20 Cnew — max(Ccur = 610, Cmin);

21 while ¢\, € compiled || chew €

discarded && cpeyy # Crin doO

p2 L Cnew € max(cnew - (510, Cmin);

23 Insert ¢y, into the searchPool;

24 while searchPool # 0;

Algorithm 3 computes the given configuration’s neigh-
bours by decrementing a single directive’s value from the
input configuration (line 2 to 6), avoiding their reduction to
less than ¢y, (line 4), returning only non-compiled and non-
discarded neighbours (lines 5 and 6).

Finally, Algorithm 4 compiles all neighbours of a given
design, evaluating one configuration at a time (lines 2 to 8).
If a neighbour dominates the current design or results in the
same hardware metrics (line 6), the neighbours evaluation
stops, returning only non-compiled designs (line 8).

This approach integrates the strengths of gradient-based,
probabilistic, and lattice-based methods while mitigating
their weaknesses. By limiting the search to nFUs only and us-
ing the Pareto-dominance explicitly, instead of the gradient
or area-time signal, we avoid the shortcomings of gradient-
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Algorithm 3: getNeighbors() function used by Al-
gorithm 2.

input :design configuration ¢y, compiled and
discarded lists.
output neighbours configurations rSet.

1 rSet — 0;

2 foreach directive j € cyr do

3 Cnew <~ Ccur;

4 Cnew(J) & max(cpew(J) = 1, cmin(j));

5 if cpew € compiled && cpeyw ¢ discarded
then

6 L rSet.insert(Cpew);

Algorithm 4: compileNeighbors() function used
by Algorithm 2.

input :metrics a design dy;, its neighbors list.
output list of compiled (compNeigh) and

discarded (discNeigh) neighbours.

1 compNeigh < 0;
2 foreach c; € neighbors do
3 d; <« compile c;;
calculate da and dt from d; and d,;;
add ¢; to compNeigh;
if da > 0 && dt > 0 then

L break;

B I NV

8 discNeigh < neighbors/compNeigh,

based methods. At the same time, our path-based search
avoids PMK’s low-diversity problems since it is not limited
to a fixed number of designs between ¢4, and c¢in. Op-
posing the Lattice-Based approach, it can escape possible lo-
cal minima and plateaus since it forces a connection between
Cmax and Cmin-

Nevertheless, the path-based search does not have parame-
ters to balance the number of explored designs and the quality
of results. Such a mechanism can be implemented by varying
the number of neighbours explored per design in Algorithm
3; thus, it will not be considered a shortcoming of the pro-
posed algorithm.

5.2 Loop Pipeline Exploration Based on the
nFUs Exploration

With a DSE method in place to explore the nFUs, the next
step is to consider the loop pipeline directive in the DSE. To
do so, we first explicitly analyse how the loop pipeline di-
rective affects the C and D relationship, using the observa-
tions to elaborate a novel exploration flow which improves
the speed and quality of results when considering nFUs and
loop pipeline combined.

The proposed flow divides the configuration space into
two subsets containing all possible combinations of nFUs,
one with the loop pipeline directive turned “off””, and another
with it turned “on”. Then, one subset is explored, and the ex-
ploration results are used as a priori knowledge for improv-
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ing the second subset’s exploration utilising an Lattice-based
DSE extension as a Pareto-refinement too.

5.2.1 Lattice-Based DSE Extension

The idea behind this extension is to use a set of configurations
to initialise the search instead of the U-shaped distribution
in Algorithm 1. This extension, referred as “Seeded Lattice-
Based DSE”, is achieved with the following modifications in
Algorithm 1:

* Add an input configurations set (seeds);
e Modify line 1 to “configs « seeds;”.

First, this extension can be used as a DSE method, and us-
ing samples from a U-shaped distribution results in the origi-
nal Lattice-based approach. Second, if the seeds are a Pareto-
optimal approximation, this extension works as a Pareto re-
finement step, which guarantees achieving a Pareto-optimal
approximation at least as good as the input one. Third, the
search will converges faster for input configurations closer to
the Pareto-optimal ones.

Finally, even though the proposed Seeded Lattice-Based
approach can be applied for an arbitrary set of directives, we
use it mostly as a refinement toll for exploring the nFUs and
loop pipeline, and hence we limit our evaluations to those
directives.

5.2.2 Proposed Exploration Flow

Let B and A be the subsets of C considering the nFUs with
loop pipeline turned of f (no pipeline) and on (fully pipelined
with minimum initiation interval), with design metrics b; and
a;, respectively. A traditional exploration flow (Figure 1) is
equivalent to consider the configuration space as (C = BUA),
and then explore it using any DSE method.

The proposed DSE flow, depicted in Figure 2, separates
the nFUs and loop pipeline exploration, reducing the number
of evaluated designs without compromising the exploration
accuracy as consequence of avoiding the complex C-D rela-
tionship.

First, a DSE is performed in B, and its Pareto-front are
used as seeds to explore A with the seeded lattice-based
method, which is expected to speed-up the lattice search con-
version given that Pareto-optimal points in B and A are likely
to be close w.r.t. the nFUs. Finally, the Pareto-front of both
explorations is selected as a result.

B Explored Find
L DSE
(Pipeline off) Pareto
A Seed-Based Explored Find Selected
(Pipeline on) Lattice DSE Points Pareto Design Points

Figure 2. Proposed DSE seeding-based flow for nFUs and loop pipeline
directives. The design space is divided into two subsets: loop pipeline “on”
(A) and “off” (B). B is explored with any DSE method of choice, and its
resulting Pareto-front approximation is used to quick-start the exploration of
A using the Seeded Lattice-Based DSE.

The proposed flow is based on two suppositions s1 and s2:
s1 - given two configurations b; and b;, if b; is faster (or
slower) than b; in B, than the respective a; is likely to be
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faster (or slower) than a; in A as well. s2 - configurations
with a smaller area in B are likely to have a smaller area in A
as well.

The reasoning behind s1 is the fact that a faster configura-
tion has shorter paths in its Data-Flow Graph (DFG), which
tends to result in pipelines with smaller /] values [de Souza
Rosa et al., 2021]. The reasoning behind s2 is that the area
difference between two designs in B reflects the different
nFUs, and it should also be observed in A unless the hard-
ware overheads are larger than the resources used by the FUs.

If s1 and s2 were an implication instead of a likelihood,
the Pareto-optimal designs from A would also be optimal in
B, and exploring only one of them would be sufficient. Nev-
ertheless, we can use the Pareto-front of A (or B) to approxi-
mate its counterpart’s Pareto-front, and the approximation’s
quality increases with the suppositions’ likelihood to hold,
also leading to higher exploration speed-ups.

Table 1 presents the suppositions’ validity frequency over
the benchmarks used in Section 6 considering the hardware
metrics latency, ALMs, and both concurrently. Consider-
ing the latency results in a probability estimation for s1; As
an “overview” of s2, we consider the AL M s usage when com-
piling the codes with hardcore DSPs disabled, avoiding their
influence in the ALM s and Registers.

Table 1. Frequency that designs keep their relative position for de-
sign spaces without (B) and with (A) loop pipeline for latency,
ALMs, and both, indicating how often suppositions s1, s2, and
both are likely to hold. Benchmark names abbreviations: Multipli-
ers (mt), Adder Chain (ac), Dividers (dv), Float Adder Tree (fat),
and Complex (cp).

Benchmark | mt | ac | dv | fat | cp
latency 1.000 | 0.930 | 0.923 | 0.932 | 0.897
ALMs 0.837 | 0.897 | 0.674 | 0.622 | 0.448

both 0.837 | 0.885 | 0.621 | 0.572 | 0.381

Table 1 shows that for the tested benchmarks, at least
89.7% of the designs keep their relative position regarding
design speed, corroborating s1. Table 1 also shows that s2 is
less likely to hold (as little as 44.8%), which is a consequence
of increasing overhead necessary for creating loop pipelines
with decreasing nFUs.

As a final remark, the proposed approaches are domain
agnostic, being more impactful for applications which highly
depend on pipelining for achieving a high throughput and can
explore instruction level parallelism with multiple FUs, such
as signal processing or streaming applications.

6 Results

This section presents the exploration improvements proposed
in Sections 5.1 and 5.2 regarding their accuracy and speed
gains. All directives apart from nFUs and loop pipeline are
fixed to their default values for comparing approaches di-
rectly.

Sections 6.1 to 6.4 describe the experimental setup,
nomenclature, evaluated metrics, and benchmarks. Sections
6.5 and 6.6 present results for the nFUs exploration (Section
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5.1) and when both the nFUs and loop pipeline directives are
considered (Section 5.2), respectively.

6.1 Experimental Setup

The results were obtained on a Ubuntu 14.04 computer with
16 GB of RAM and an Intel(R) Core(TM) i7-2600 CPU @
3.40GHz, using LegUP 4.0 as HLS compiler and Gurobi 7.5
as Solver. Loop pipelines were created using [Oppermann
et al., 2016] with a 10 minutes time budget. All results are
the average of 50 repetitions.

The designs were synthesized using Quartus II 16.1, tar-
geting a Stratix V board. We consider as hardware metrics
the latency, ALMs, registers and DSPs, noting that other
hardware metrics can be regarded without loss of generality.

We highlight that no further HLS annotations than the ones
for specifying the nFUs and loop pipeline are necessary for
the proposed DSE methods, which are implemented along
with scripts for generating the configuration files using GNU
Octave.

6.2 Nomenclature

For briefness, table 2 summarizes the nomenclature to facil-
itate the DSE methods identification and the configuration
space used for testing. E.g., a test using the lattice-based
DSE to explore nFUs and loop pipeline together is written as
“ £BY4: 3 test using the proposed approach to explore nFUs
and loop pipeline (Figure 2) using the proposed path-based
DSE to generate the seeds is written as “S4(P?)”.

Table 2. Summary of nomenclature used to identify the exploration
methods and configuration spaces.

Short Name | DSE Method
K PMK [Schafer, 2016] (Section 4.2)
s Lattice-based [Ferretti et al., 2018b]
(Section 4.3)
P Path-based (Section 5.1)
S Seeded lattice (Section 5.2.1)
Design o e
Space Description
B Formed by nFUs with loop pipeline
“OﬂJ’
A Formed by nFUs with loop pipeline
“On”
BUA Formed by nFUs and loop pipeline
Notation | Description
DSE method X is used to create the
S(X) seeds for S
XY DSE method X is used to explore the
design space Y

6.3 Evaluation Metric

We consider the exploration speed proportional to the number
of evaluated designs, given that the compilation and synthe-
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sis process vastly dominates the computation time.

The exploration’s accuracy is measured using the Aver-
age Distance from Reference Set (ADRS), which is the most
common DSE quality indicator [Reyes Fernandez de Bulnes
et al., 2020]. The ADRS compares two sets, a reference one
I' and an approximation one Q, according to Equation (4).
The set I' = {y1,...,7,} is formed by the Pareto-optimal
points of an exhaustive DSE over the design space, while
Q = {w1,...,wy} is formed by the Pareto-optimal estima-
tion obtained by the different exploration methods or flows.
The ADRS is measured only between unique points in the
reference and approximated sets to avoid its reduction due to
repeated points.

J —
max (a) 'y )] )
j={1,..., m} ’y]

1 .
ADRS(T,Q) = i Z min
yell

The ADRS is computed over the latency, ALMs, regis-
ters and DSPs, using their average as the final ADRS value.
As baseline, we consider a sufficiently accurate exploration
when achieving ADRS < 1%, which is considered a small
value according to [Schafer, 2016].

6.4 Benchmark Selection

The proposed approaches focus on the synthesis of loop struc-
tures. Hence, for fairness, the benchmark selection contains
codes solely composed of loops, avoiding the bias created
by code outside the loop structures in the results. Further-
more, unrolling the nested loops in more complex applica-
tions negatively impacts loop pipelining, which can inflate
the hardware metrics results [de Souza Rosa et al., 2021].
The adopted benchmarks are the same ones as in [Canis et al.,
2014; de Souza Rosa et al., 2018b], which are composed of
challenging loops for creating pipelines and that are strongly
impacted by the configurations [de Souza Rosa et al., 2018a],
making the DSE a compulsory step to achieve optimal hard-
ware implementations [Rosa, 2019].

Table 3 presents design space size formed by consider-
ing only the nFUs for each benchmark, which is computed
by multiplying the maximum values of all FUs, and when
loop pipeline is also considered, which is the former’s dou-
ble since the pipeline directive can assume 2 values (“on” and
“off’). Among the codes, ac contains a chain of adders, fat
is a tree of floating-point adders, cp contains a diversity of
arithmetic operations, and mt and dv focus on creating and
sharing multipliers and dividers.

Table 3. Selected benchmarks design space size formed by only the
number of nFUs and when loop pipeline is also considered.

Acronym | mt | ac | dv | fat | cp
|Clnrus | 30 | 48 | 128 | 168 | 3920
IClurusspipetine | 60 | 96 | 256 | 336 | 7840

We highlight that a full synthesis takes approximately 40
minutes in our setup, resulting in a total time between 2.5 and
217.8 days for an exhaustive search. Itis worth noting that the
design space cardinality and amount of designs that need to
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be synthesized for obtaining a satisfactory Pareto-front esti-
mation depend on the number of possible configurations (and
not on the source code complexity), and that the design space
size does not reflect the source code complexity.

6.5 Results Optimizing nFUs

Table 4 presents the number of synthesized configurations for
K, P, L, and S for loop pipelining “off” (B) and “on” (A).
The (m, o) parameters for £ and S are fixed at (0.05,0.25)
(see Section 4.3).

For exploring the nFUs, we found (m, o) = (0.05,0.25)
are adequate for achieving ADRS < 1%, while the exper-
iments presented in [Ferretti et al., 2018b,a] use (m, o) >
(0.2,0.5) to achieve the same accuracy. The larger values
required in [Ferretti e al., 2018b,a] imply a higher number
of compiled configurations, which is a consequence of the
more complex design space given that more directives are
considered together.

Table 4 shows that the proposed # evaluates up to 2.3 (ge-
omean) fewer designs and achieves a smaller ADRS than £.
Furthermore, S successfully improves the ADRS compared
to P, at the cost of evaluating more designs, demonstrating
its usage as a Pareto refinement tool.

The higher ADRS for £ w.r.t. # is a consequence of L
not being designed to efficiently escape local optimum and
plateaus created by its initial U-distribution, while the pro-
posed exploration avoids such problem.

Note that # is constructed to evaluate more designs than
K, but less than £, while improving the ADRS w.r.t. both,
and S improves the ADRS by exploring more designs than P.
Overall, both £ and S achieve a lower ADRS than £ while
synthesizing less designs. Finally, K is not suitable for larger
benchmarks, as demonstrated by the ADRS for fat and cp.

6.6 Optimizing nFU and Loop Pipeline

Table 5 presents the number of compiled designs and ADRS
when loop pipeline and nFUs are explored together (B U A),
and with the proposed exploration flow (Figure 2).

Table 5 shows that the proposed flow reduces the number
of evaluated designs and the ADRS in all cases when com-
pared against exploring B U A with a traditional flow, demon-
strating the expected improvements.

Note that S4(P?) increases the number of evaluated de-
signs when compared to PBY4 for fat, but this extra explo-
ration results in a smaller ADRS. These results emphasize
the adverse effects of combining directives for exploration,
especially on ¥, which is designed solely for exploring the
nFUs.

Besides that, the reduction in the number of explored de-
signs grows with the configuration space size (see Table 1),
what we speculate is caused by the proposed exploration flow
leveraging the fact that supposition s1 holds frequently.

Note that £8Y4 achieves ADRS > 1% with (m, o) =
(0.05,0.25), which were adequate values to achieve
ADRS < 1% while exploring only the nFUs (Section 6.5).
Hence, to achieve ADRS < 1%, (m, o) should be increased,
demonstrating that the combination of two directives (nFUs
and loop pipeline) forces traditional approaches to increase
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the exploration to maintain the accuracy as a consequence of
the C and D relationship.

It is important to note that the proposed flow always uses
S to explore A; as such, it is sensitive to the (m, o) param-
eters. As such, Figure 3 presents the number of evaluated
designs by ADRS for the same explorations presented in Ta-
ble 5 when varying (m, 0"), demonstrating the exploration
methods’ robustness to these parameters. Increasing (m, o)
means to increase the number of explored designs and, con-
sequently, to reduce the ADRS.
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Figure 3. Number of evaluated designs by ADRS for the
methods presented in Table 5 (geomean) and (m, o) =
{(0.01,0.05), (0.025,0.075), (0.05,0.1), (0.05,0.25), (0.1,

0.5), (0.15,0.75),(0.2,0.1)}.  As m and o increase, the number
of evaluated designs increases, while the ADRS decreases.

Figure 3 shows that the designs obtained with the proposed
flow dominate the ones obtained with the traditional flow,
demonstrating consistent improvements independently of the
(m, o) tuning and underlying nFUs exploration method. The
consistency indicates that the measures taken in exploring the
nFUs and loop pipeline mitigate the problems encountered
by state-of-the-art approaches, which consider all directives
concurrently and the HLS process as a black-box approach.

7 Conclusion

During the high-level synthesis, the design space exploration
is crucial in achieving efficient hardware designs. Tradi-
tional DSE approaches are based on commonly treating all
directives, analysing only the inputs and outputs of the sys-
tems. However, this paradigm complicates the relationships
between inputs (configuration space) and outputs (design
space), limiting the existing approaches’ prediction capabili-
ties and performance.

In this paper, we carefully evaluate the shortcomings of
state-of-the-art approaches when exploring the nFUs and
loop pipeline directives and propose a novel, improved ap-
proach for exploring these directives.

For nFUs exploration, we propose a path-based DSE ap-
proach (Section 5.1) that improves the exploration by avoid-
ing inconsistencies and local traps identified on different tra-
ditional methods. Results show that the proposed approaches
speed up the nFUs exploration up to 2.82% while keeping the
ADRS smaller than 1%.

For nFUs and loop pipeline directives, we proposed a novel
exploration flow based on the relationship between points in
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Table 4. Number of compiled configurations and ADRS obtained by #, £, and S over spaces B and A independently. (m, o) = (0.05,0.25).

H (](B ‘ LB ‘ PB ‘ SB(PB) ‘ (](A ‘ LA ‘ PA ‘ SA(PA)
# designs
mt 5 6.00 12 12 5 6.00 11 11
ac 9 46 35 52 9 34.22 30 55
dv 8 31.92 30 32 8 33.30 27 32
fat 11 137.88 36 114 11 101.16 40 111
geo. || 831 | 63.39 | 27.55 | 44.77 || 8.31 | 60.59 | 30.50 | 59.67
ADRS (%)
mt 0.99 0.99 0 0 0.99 0.63 0 0
ac 0 0 0 0 0.12 0 0 0
dv 0.69 | 0.011 0.095 0.095 0.42 0.38 0.41 0.41
fat 434 | 0.023 0.24 0.22 2.71 0.14 0.20 0.18
cp 4.09 | 0.0036 | 0.16 0.15 5.37 | 0.031 0.30 0.11
geo. H 2.04 \ 0.21 \ 0.10 \ 0.09 H 1.94 \ 0.24 \ 0.18 \ 0.14

Table 5. Number of compiled designs and ADRS obtained by DSE methods to explore the nFUs and loop pipeline directives. Results

present the traditional and proposed flows using the DSE methods #, £, and S. (m, o) = (0.05,0.25).

Proposed flow (Section 5.2.2) Traditional Flow
SA ((](B) ‘ SA(.LB) ‘ SA (PB) ‘ SA(sB(PB)) (](BUA ‘ LBUA ‘ PBUA ‘ SBUA(PBUA)

# designs

mt 8 8 12 12 10 8 21 11

ac 22.34 43 34 44 18 64.9 59 65

dv 8 11.98 21 24 16 17.96 28 24

fat 15.47 134.28 130 184 22 81.5 33 75

cp 10.3 474.22 313 357 20 1231.42 344 1369

geo. H 11.79 48.28 51.11 60.82 H 16.62 62.26 ‘ 52.37 ‘ 70.66
ADRS (%)

mt 0.65 2.65 0.90 0.90 0.89 1.32 0.00 0.00

ac 0.00 0.00 0.00 0.00 0.76 0.00 0.08 0.00

dv 2.43 0.02 2.31 2.31 3.64 0.06 2.64 2.64

fat 2.74 0.00 1.40 1.40 2.83 9.97 2.38 2.38

cp 3.89 0.00 0.02 0.02 4.69 0.01 0.96 0.02

geo. | 1.95 0.54 0.93 093 || 257 | 235 | 122 | 102

the design space. Results show that the proposed flow consis-
tently improves the DSE speed-accuracy trade-off, forming a
new Pareto-front when contrasted against traditional explo-

ration flow.
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