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Abstract 

ln this article we conside · · 1 · · · · · d II 1 · l f . , r proposrnons w tose inforrnation about truth cvaluation 1s gra ua y ost wtt 1 
ime, e.g. mform·1tion abo t r· · I k · d. · d · ' u maneta mar ets meteorological con inons or - as presente 111 our 
p~ototypical example - car traffic status in big ;ities. We propose functions' of loss of information, and 
s ow how they can be used t 1 · 1 · · · I · r· · · 1 · 1 

t 
o e iaractense t 1e obsolescence ot propositiona 111 ormation m a ogica 

sys em. 

Keywords· probab1·1·1st1·c · · 11 · · - · · · · propositiona og1c, artificial intelligence, 

lntroduction 

The work present d 1 engineerin bl e . 1ere has been motivated by an 
o~ the pro1e~;o Sl~~:hich was prop?sed within the context 
Distribuídos (SIDAM - Sistemas de Informação s para Agentes Móv · o· ·b Ystems for M 6.1 . eis - istn uted lnformation 
FAPESP (9810~1

~; ~gents - is a research project funded by 
of Computer Scie - and develop~d within the Department 
car tratlic . nce, Umvers1ty ot Sao Paulo) [ESSRMOO): 
,· . Jams create ubiqi ·t d c1t1es like S· 11 ous an costly problems in biz 

<10 Paulo (Brazil) d º proble1ns is b . . 1 , an one way to reduce these 
tra/l-ic status y d1ssemmatmg real lime inforrnation about 
s ' e.g. by means t' · ,1 · · Ystems so th t d . 0 wire ess comrnurucation 

' a nvers ha ff · routes to avoid bl .' ve e ective means to re-plan their 
pro emann spots. 

The local Traff . developed _ ic Engmeering Company (CET) has 
. b an experimental t· 
d our trat·t· , ' sys em to zenerate information ' ic status at t · . º ' Processecl ar · 5 rategic pornts: data is collectecl and 
., . every 30 · .,. 1c1d10 and te!, .. · mmutes, anel then broadcasted by 
to I ev1s1on stat1ons , cl t1e Worlct w·ct c1n sent to pager systems anel 
for the . 1 e Web (to get lhe most recent information 
ht- ma1n avenue · S ·· .. to:/ r,,.. . 111 · ao Paulo check .::::.uu.19 9-~ t:·,., ' TI · •. J;lnternew/indexl.html). 
d . ie problem is th t t ., r· 
. r~st1ca1Iy with· 30 a Jd tic_ status can change quite 
111tonnation b-in minutes. l hus. thtc: reliability or the 
signiticantly ,

1
;

1ig consultect by a tina! uscr varies 
111forn1ation 1'1, t ss lime (li.· ª driver is unlucky anel gets 

. ld IS 29 . 
n11slect rather tlY111 . ·c1 d m111utes old, s/he may be baclly 
th·11 · , ' ,u e 111 h1s/l , · ' 1ntormation). 71c:r re-routmg proceclures by 

We propose a f ·· . 
'.11easures of reliabir i dmcwmk to link informatiun to 
'1~l l_east know 1,1,!·1· t· t1lty, so that uscrs uf that i11lór111atinn will 
111 t d 1ey ar-· I · 1 e propositional . t _iuying. Wc rcstrict oursclvcs to 

in o11nat1n11 lo avoid some 

computational tractability issues - and start with a logical 
system in which propositions are associated to probabilistic 
estimates of their truth evaluations. Then we consider what 
happens when 

I. The probability measures change across time 
(which is what happens when e.g. we change from 
oft~peak hours to rush hours), anel when 

2. The events of interest themselves change across 
time (thus taking into account the inherent 
ctynamics ofthe system). 

Prcliminaries - Probabilistic Propositional Logic 

The basic language in use here is the proposition~l 
version of a simple logic extensively explored 111 

[CorreadaSilva92, CclSRH93, CorreadaSilva96, 
CorreadaSilva96b, CDSCO 1]. 

Givtc:n a fo1ite sei of atomic propositions 

P r 1. and the standard connectives 
= 1.PI'···, P"J 

{----,, v ,~, ~} we builcl propositional expressions the usual 

way. Each proposition is evaluated to {T, F} to produce a 
211 1 . 

classical prepositional theory, and we have a ternal1~e 
evalualions for the set of expressions (the evaluat1ons lor 
sorne exprcssions may of course coincide in dillerenl 
evaluations for the whole set of expressions - e.g. in ali 2

11 

evaluations we f-ind that the evaluation of (p1 V -,p1) is 

r W 'T F}P · r cqual to T ). Wc call the sct = 1. , the sei o 
altcrnaiivc evaluations, or possible worlcls for the 

cxprcssions baseei on P . 
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Nowwebuildapartition O'={Sl' ... S,,,}of W -i.e. 
a collection of subsets of W such that 

s, Í\ ~ = {}' i :;t j ' and U';' si = w . 
Then, we attach to each subset S, a probability 

'\"'Ili estimate µ(S,) E [0,1], such that L.i µ(S,) = 1. 

Given any subset E Ç W, the internai and externa! 

probability estimates for E (respectively, µ*(E) and 
µ*(E)) are given by: 

µ*(E)= Lµ(S,) 
SiçE 

µ*(E)= Lµ(S,) 
S1r,E,e{) 

It 
E= 

1s not 
u 

{il, .. Ir) Ç {!, ... , 111\ 

difficult 

SiJ, 
to show that if 

then 

µ*(E)=µ*(E)= LSiJ. 
(,1, .. ir)ç/1, ... ,m) 

Given any propositional expression rp, we have 

E ( (fJ) Ç W defined as the set of evaluations in which rp 
is T. Thus, we have the probability estimares for rp given 
by: 

)H(rp) = Lµ(S,) 
Siçl:'(9) 

µ*(rp) = Lµ(S,) 
Sir,E(9),e/} 

It is also not di fficult to show that, for any expression 
(fJ, we have: 

If probability estimates were "non-perishable items", 
given the probability estimates for subsets of W, we could 
evaluate at any tirne lhe probability estimates for any 
propositional expression rp using the forrnulae above. 

Let us consider however that probability estimates 
change smoothly with time, i.e. after an infinitesimal 
interval of time the estimates Jl(S;) may have suffered 
infinitesimal variations. 

ln this case, given an expression (fJ, and given an 
elapsed time t from the moment the corresponding 
probabilities JL * (S,) and /1 * (S,) were evaluated, we 
should account for the possible changes occurred in those 
estirnated probabilities. 

This is what we take into account in the next sessions. 

Propositions With Smooth Variations of Probability 
Estimates 

ô-ncighbors 

ln a similar vein to what was proposed in [CdSVOO], we 
define two probability estimates JL,JI': O'~ [0,1] to be 

5 µ(S;)- JL(S):::; --
1 
for 

m- 
S; E O'= {Si, ... Sm}. 

if ali 

Given any two ô-neighbors JL and µ', we have the 
following results for any propositional expression (fJ : 

µ * (rp)- µ'*(rp):::; 5 

JL * (rp)- µ'*(rp):::; Ó 

We now define J(t) as a non-decreasing function of 
t, t ~ O being a representation of linear time. We assume 

that c>(O) =O. 

We assume that, when we reach time t, a probability 
estimate µ may have changed to any of its 8(t)-neighbors. 
If we have no rneans to identify what is the prevailíng 
probability estimate at time t, the best we can do is 
characterise the smallest interval which we can assure that 
contains the updated probability estimate. The intervals 

JL t ( (fJ) and JL * 1 
( (fJ) can be defined as below: 

µi (rp) =[rnax{O,µ (,p)-6(1)],min{l,p*(,p)+6(1))] 
* 

µ *1 
( rp) = [max{O, ,11 * (,p) - S(r)}, min{l, f1 * (,p) + S(I))] 

In [VitOO] some experimental results are present~d 
based on this model, employing linear-by-parts õ· 
neighborhood functions. It is shown that, if the linear slope 
of e> (t) is adjusted from off~peak to rush hour traffic 
situations, this framework can be used to provide car drivers 
with appropriate estimates of the reliability of traffic 
infonnation. 

While the interval [µt (rp),Jt*'(rp)] is not equal 
to [O,!], we have some information about the possible 
probabilities of E(rp). We define the perishing time of (fJ 
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as being the smallest t such that 

[µ~ (~),µ * 1(~)] = [0,1]. Ifinformation feed occurs 
at time intervals t' Iarger than the perishing time t of some 
proposition <A, then there are going to be moments 

(between t and t') when we will not be able to obtain any 
useful information about truth evaluations of <A. 

Throughout [CdSVOO,VitOO] and till this section of the 
present article, it is considered that only probability 
estimates can become obsolete with tirne. However, it can 
be the case that events of interest also change: some event 
rnay need to occur at time O - represented by a propositional 
expression ~(O) - so that another event ~(t) can occur 
at tirne t. 

ln the next section we build the concept of neighbor 
events. With this in hand, given an event ~(t) occurring at 
tirne t, we can identity the collection of events ç{,(O) that 
are neighbors of ~(t), i.e. that have the possibility of 

evolving to ~(t). Then we can estimate the probabilities 
of those events at time O, thus estimating the probability of 
having ~(t) at time t. 

To clarity our point, we observe that this corresponds to 
a change of perspective on how information becomes 
obsolete across time: by fixing the event of interest and 
taking into account the õ-neighbors of the probability 
estimate measured at time O, we Iook forward in time, 
accounting for the possible changes that may occur in that 
estimate; alternatively, when we admit that the present 
evenr of interest ~(t) can be the result of one of its 

neighboring events q{(0) and take as approximation for 
the probability of ~(t) the measures for LJ q{(0), we 
look back in tirne, accounting for past events that may have 
evolved to the present event of interest. 

Probabilities of Smooth Variations of Propositions 

ln our setting, an event of interest is characterised by a 
propositional expression: given an expression (f)i, the set of 
possible worlds E(~) in which cp is T is the event of 
interest, whose probability we are interested in estimating. 

A neighboring event E' must be characterised in terms 
o~· some measure of similarity between events. ln 
[EGGR97,DPEGG97,EGGOOi we finei an interesting 
proposal to account for· similarity between sets, 
acknowleciged to be originally authored by Enriquc Ruspini. 

. Similarity is constructed baseei on the conccpt 01· 
triangular norm. A triangular norm in the real interval [O, l] 
is any binary operation Li with the tollowing properties: 

• 

• 

• 
• 

x"1y = y& 

x :2'. y,z E [0,1] => x& :2'. y& 

lLh=x 

0&=0 
Triangular norms are the standard _elas~ of operations 

used to capture the notion of füzzy con.1unct1on. G1ven two 
sets of possib[e worlds S,, si E w, it seems natural to say 

·1 "f' S S - S - S that S and S;· are perfectly sim1 ar 1 , n ; - , - J · 

This n~tion of similarity is extended _by means ?f tr_ianfu~ar 
norms to approximately similar sets m terms of a s11111 ,mty 
measure s(S,, S;) as follows: 

• 

• 

• 

• 

S: (2W)2 ~ [0,J] 

s(S1,~) = I(f]S, = ~· 

s(S,, ~) = s(S1, S,) -~ 

s(S,, S)"1s(~, Sk)es(S,. Sk) 

1 d ti ed for singleton sets. Similarity measures are aso e m 

that W = {T, F}P , given two worlds Recalling 

w, w'E W we have: 

s(w, w') = s({w},{w'}) 
. . . J(S S) extends the notion An implicative s11111\anty ,, ; 

. . . S S e say that S is perfectly of set subsumpt10n: it J ç ' w J 

S Borrowing subsumed by 1 • 

GOO] e define implicative [EGGR97,DPEGG97,EG , w 
similarity as: 

from 

• 

• 

I: (2W)2 ~ [0,1] 

J(S S) = min {maxw·es{s(w, w')}} 
Jl } W E Sj 1 

l relation, baseei on the We 110w propose an adc_litio. na . 
We define symmetnc concept of irnplicative simdanty. 

implicative similarity Is as: 
Is: (2w)2 ~ [0,1] 

b;(S,,S) = J(S,,S)Af(S1,S,) 

• 

• 

• 

Symmetric implicative similarity measures the exte1~_\;º 
• " a ,· w can be regardecl as log1cd y which two subsets o 

equivalent. . 
. . ,· . to define the neighborhooc! ot We ·ire now m pos1t1on . . 

' . , ,., E C W. wc define the symmetnc an cvent. G1vi::n a sd . - 
ncighborhoocl ol E - denotccl as N * - as: 

• 

L\: [0,1]2 ~ [0,1] 

xl\(y&) = (x"1y)& 
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• 

• 

N*: 2wx[0,1]-+ 2w 

N * (E,a) = U{S; ç W: Is(S;,E) ~ a} 

• determine the lower bound for the probability of 
E( <p) at time t, given by 

µ~ (<p)=l-µ*t(,<p). 

Thus, N*(E,a) denotes the largest set E* such 
thatls(E*,E) ~a. 

Notice that there are no means to characterise a unique 
"lower bound" for sets similar to E based on symmetric 
similarity measures. 

If we define a(t) as a non-increasing function of 

t, t ~O, such that a(O) = l, then given an event of 
interest E occurring at time t, we can determine the event 
E* ~ E, that is the least determined event that can have 
occurred at time O and from which E may have evolved. 

Since E* 2 E, then µ*(E*)~µ * (E) and 

µ*(E*)~µ * (E) for any probability measure JI. 
With ali this in hand, we have a safe way to determine an 
upper bound for the probability of a propositional 
expression (f) occurring at time t being evaluated to T, 
given probability estimates generated at time O. The 
"algorithm" is as follows: 

• 
• 

determine the event of interest at time t, E ( <p) 

determine the largest event that may have 
occurred at time O to evolve to E ( <p) at time 

t, E*= N * (E(<p),a(t)) 

• determine the upper bound for the probability of 
E* attirne l,Jt*1(<p) = µ*(E*). 

Since we have no means to characterise a unique "lower 
bound" for E at time O, we cio not have means to construct 
a sound definition of a lower bound for the probability 
estimate of <p being evaluated to T at tirne t considering 
that this event rnay have evolved frorn a different event at 
tirne O, unless we work by contraposition: 

• 

• 

• 

negate the original expression, thus proclucing 
-, <p 

determine the event E(-, <p) 

determine the largest event that may have 
occurred at tirne O to evolve to E(-, m) t t· y a une 

t, E~= N * (E(-, <p ), a(t)) 

Hence, we have two alternative approaches to account 
for the "perishability" of inforrnation: we can either look 
forward in tirne and consider that probability estirnates can 
change as time goes by, or we can look back in tirne and 
consider that events of interest can be the result of previous 
different occurring events. There is no clear way of 
choosing which approach will give the rnost accurate 
results, anel one possible way to circumvent the problem can 
be the adoption of a "most conservative" choice, i.e. choose 
the solutions that rninimise the possibility of error. 

ln the next section we give a numerical example, to 
make our discussion more concrete. 

An lllustrative Example 

As an illustration, Iet us consider the set 
P={pl,p2,p3,p4}. We employ the following 
notation for possible worlds: a possible world is representeei 
by the smallest natural number whose digits are precisely 
the índices of the elements of P whose truth evaluation is 
set to T in that world. Hence, 

• the world in which 
pl = p2 = p3 = p4 = F is denoted as O, 

• the world in which 
pl = p2 = p3 = p4 = T is denoted as 
1234, 

• the world m which pi= p2 = F anel 
p3 = p4 = T is denoted as 34, 

and so forth. Then, we have the following ser of 
possible worlds: 

W = { O, 1,2,3,4, 12, 13, 14,23,24,34, 123,124,134,234, 1234} 
Now we define 

a-= {Sl = {0,l,2,3,4},S2 = {12,13,14}, 
S3 = {23,24}, S 4 = {34}, 
ss = {123,124,134,234,l234}} 

Let us say that at time O we have 
µ(SI)= 0.4, ,u(S2) = µ(S4) = 0.1, 1-1(S3) = µ(SS) = 0.2. 
We now consider the following propositional expression: 

• determine the upper bound for the probability of 
E~* at time t, given by 
µ*1(,<p)=µ(E~). 

176 



(pl p2 p3 p4) 
( pl ((p2 ((p3 p4) 
( p3 p4))) ( p2 p3 p4))) 

The expression was carefully constructed so that 

E( ) {12,23,24,34}. 

We adopt as a triangular nonn the relation mm, 
and define the following similarity relations between pairs 
of possible worlds for t O : 

l(A,B) B=Sl S2 S3 S4 S5 

A=Sl 1 .7 .5 .4 .5 

S2 .5 l .8 .7 .3 

S3 .3 .7 I .9 .4 

S4 .2 .5 .8 1 .5 

S5 .5 .4 .7 .9 I 

s(w,w') o 1 2 3 4 12 13 14 23 24 34 123 124 134 234 1234 

o 1 .9 .8 .7 .6 .5 .4 .3 .2 .3 .4 .5 .6 .7 .8 .9 

1 .9 1 .9 .8 .7 .6 .5 .4 .3 .2 .3 .4 .5 .6 .7 .8 

2 .8 .9 1 .9 .8 .7 .6 .5 .4 .3 .2 .3 .4 .5 .6 .7 

3 .7 .8 .9 1 .9 .8 .7 .6 .5 .4 .3 2 .3 .4 .5 .6 

4 6 .7 .8 .9 1 .9 .8 .7 .3 .2 .3 .4 .5 .6 .5 .4 

12 .5 .6 .7 .8 .9 1 .9 .8 .7 .6 .5 .4 .3 .2 .3 .4 

13 .4 .5 .6 .7 .8 .9 1 .9 .8 .7 .6 .5 .4 .3 .2 .3 

14 .3 .4 .5 .6 .7 .8 .9 .6 .5 .4 .3 .2 1 .9 .8 .7 - - 
23 2 .3 .4 .5 .6 .7 .8 .7 .6 .5 A .3 ~- .9 1 .9 .8 
24 .3 2 .3 .4 .6 .5 A .5 .6 .7 .8 .9 1 .9 .8 .7 
34 .4 .3 .2 .3 .4 .7 .6 .5 .5 .6 .7 .8 .9 1 .9 .8 
123 .5 .4 .3 .2 .3 .8 .7 .6 .4 .5 .6 .7 .8 .9 1 .9 ~ 
124 .6 .5 .4 .3 .2 .8 .7 - .3 .4 .5 .6 .7 .8 .9 1 .9 
134 .7 .6 .5 .4 .8 - .3 .2 .3 .4 .5 .6 .7 .8 .9 1 .9 
234 .8 .7 6 .5 .9 ,___ .4 .3 .2 .3 .4 .5 .6 .7 .8 .9 1 
1234 9 .8 .7 .6 1 .5 A .3 2 .3 .4 .5 .6 .7 .8 .9 

Implicative similarities determine symmetric 
implicative similarities as follows for t O : 

ls(A,B) B=Sl S2 S3 S4 S5 

A=Sl I .5 .3 .2 .5 

S2 1 .7 .5 .3 

S3 I .8 .4 

S4 I .5 

S5 I 

Let us adopt now the following linear functions for 

(t) and (t): 

(t) 0.1 t 

(t) 0.2 t 

Just as an additional illustration, this gives us the 
following implicative sirnilarities between pairs of elements 
of at t O: 

This will give us the following results for t=O. I ,2.3.4,5: 
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t=O 1 2 3 4 5 

E* 12,23, 3,4, 1,2, 0,1, 0,1, 0,1, 

24,34 12,13, 3,4, 2,3,4, 2,3,4, 2,3,4, 

14,23, 12,13, 12,13, 12,13, 12,13, 

24,34, 14,23, 14,23, 14,23, 14,23, 

123,124 24,34, 24,34, 24,34, 24,34, 

123,124, 123,124, 123,124, 123,124, 

134,234 134,234, 134,234, 134,234, 

1234 1234 1234 

*' .4 .5 .6 .7 .8 .9 

1 .3 .2 .1 o o o * 
'* 1 .4 1 1 1 1 1 

' 1 .3 o o o o o * 

This means that, if we take into account only the 
variation of probability estimates, will not perish before 
time t=5, whereas if we take into account the variations of 
propositions, will perish as early as at time t= 1. A 
conservative analysis could then advise us to "look back in 
time" with these data, to ensure quality of information being 
provided to users of an information system based on these 
estimates. 

Discussion 

ln this article we proposed a simple system to <leal with 
infonnation that can become obsolete. We introduced a 
propositional logic in which propositions become unreliable 
as time passes, and proposed the concept of perishability of 
propositions: a proposition perishes when we loose ali 
probabilistic information about its truth evaluation. 

This system can be useful to safeguard users from 
unreliable information, Many interesting problems arise 
from the utilisation of this system and shall be studied for 
future presentation: 

alternative queries: many interesting queries can 
be posed to this system, and their corresponding 
algorithms must be constructed and implemented, 
e.g. what is the possib)Y most probable event at 
any given time t, given \ (t) ancb( (t)? 

computational tractability issues. 

extensibility to fírst order languages. 

proof systems development for logics of 
perishable information. 

We are particularly interested in this last issue, and 
future articles shall be devoted to the following topic: 
consider that we have time as linearly dependent of the 
length of proofs. Then, the lengthier the proof the less 
useful its results (from either of the viewpoints considered 
here), and if the infonnation used within a proof perishes 
before the end of the proof then that proof will also perish. 
We are at the moment studying how to compute non­ 
perishable proofs. 
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