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Abstract

This paper concerns the existence of a solution for the following class of semi-
positone quasilinear problems

{Apu = h(z)(f(u) —a) in RN,
u > 0 in RV,

where 1 <p < N, a >0, f:[0,+00) — [0,400) is a function with subcritical
growth and f(0) = 0, while » : RV — (0,4+00) is a continuous function that
satisfies some technical conditions. We prove via nonsmooth critical points
theory and comparison principle, that a solution exists for a small enough. We
also provide a version of Hopf’s Lemma and a Liouville-type result for the p-
Laplacian in the whole RV.
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1. Introduction

In this paper we study the existence of positive weak solutions for the p-
Laplacian semipositone problem in the whole space
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where 1 < p < N, a >0, f:[0,400) = [0,4+00) is a continuous function with
subcritical growth and f(0) = 0. Moreover, the function h : RN — (0, +00) is a
continuous function satisfying

(P1) he LYRN) N L®RN),
(P2) h(x) < Blz|™Y for x # 0, with ¥ > N and B > 0.

An example of a function h that satisfies the hypotheses (P;)—(P,) is given

below:
B

— N

h(z)
In the whole of this paper, we say that a function u € DVP(RY) is a weak
solution for (P,) if u is a continuous positive function that verifies

/ |Vu|P~2VuVo de = / h(z)(f(u) —a)vdx, Vv DVP(RN).
RN RN

1.1. State of art.

The problem (P,) for a = 0 is very simple to be solved, either employing
the well known mountain pass theorem due to Ambrosetti and Rabinowitz [6],
or via minimization. However, for the case where (P,) is semipositone, that is,
when a > 0, the existence of a positive solution is not so simple, because the
standard arguments via the mountain pass theorem combined with the maxi-
mum principle do not directly give a positive solution for the problem, and in
this case, a very careful analysis must be done.

The literature associated with semipositone problems in bounded domains is
very rich since the appearance of the paper by Castro and Shivaji [10] who were
the first to consider this class of problems. We have observed that there are
different methods to prove the existence and nonexistence of solutions, such as
subsupersolutions, degree theory arguments, fixed point theory and bifurcation;
see for example [1], [5], [2], [7] and their references. In addition to these methods,
also variational methods were used in a few papers as can be seen in [4], [§],
9], [12], [14], [17], [18], [20], [21] and [22]. We would like to point out that
in [9], Castro, de Figueiredo and Lopera studied the existence of solutions for
the following class of semipositone quasilinear problems

—Apu = Af(u) in Q,
u(z) > 0 in Q, (1.1)
u = 0 on 0f),

where Q@ ¢ RN, N > p > 2, is a smooth bounded domain, A > 0 and f: R — R
is a differentiable function with f(0) < 0. In that paper, the authors assumed
that there exist ¢ € (p — 1, NN—_’; —1), A, B > 0 such that

A1 —-1) < f(t) < B(t?—-1), for t>0

ft)=0, for t<-I.



The existence of a solution was proved by combining the mountain pass theorem
with the regularity theory. Motivated by the results proved in [9], Alves, de
Holanda and dos Santos [4] studied the existence of solutions for a large class
of semipositone quasilinear problems of the type

—Agu = f(u)—a in €Q,
u(z) > 0 in Q, (1.2)
u = 0 on 0f),

where Ag stands for the ®-Laplacian operator. The proof of the main result
is also done via variational methods, however in their approach the regularity
results found in Lieberman [23,24] play an important role. By using the moun-
tain pass theorem, the authors found a solution u, for all ¢ > 0. After that,
by taking the limit when a goes to 0 and using the regularity results in [23,24],
they proved that u, is positive for a small enough.

Related to semipositone problems in unbounded domains, we only found the
paper due to Alves, de Holanda, and dos Santos [3] that studied the existence
of solutions for the following class of problems

{Az N g(x)(f(u)fa) $ ﬁx: (1.3)

where a > 0, f : [0,+00) — [0,+00) and h : RN — (0,+0c0) are continuous
functions with f having a subcritical growth and & satisfying some technical
conditions. The main tools used were variational methods combined with the
Riesz potential theory.

1.2. Statement of the main results.

Motivated by the results found in [9], [4] and [3], we intend to study the
existence of solutions for (P,) with two different types of nonlinearities. In
order to state our first main result, we assume the following conditions on f:

(fo)

F(t
lim ®) =0;
t—0+ tP
t
(fse) there exists ¢ € (1, p*) such that lim sup ) < 00,
t—4oo 1971
where p* = % is the critical Sobolev exponent;
(fo) q > p in (fs.) and there exist § > p and ¢y, > 0 such that

0 < OF(t) < f(t)t, Vt> to,

where F(t) = fot f(r)dr.
Our first main result has the following statement



Theorem 1.1. Assume the conditions (Py)—(P2), (fsc), (fo) and (fx). Then
there exists a* > 0 such that, if a € [0,a*), problem (P,) has a positive weak
solution u, € C(RN)N DYP(RY).

As mentioned above, a version of Theorem 1.1 was proved in [3] in the semi-
linear case p = 2. Their proof exploited variational methods for C'! functionals
and Riesz potential theory in order to prove the positivity of the solutions of
a smooth approximated problem, which then resulted to be actual solutions of
problem (P,). In our setting, since we are working with the p-Laplacian, that
is a nonlinear operator, we do not have a Riesz potential theory analogue that
works well for this class of operator. Hence, a different approach was devel-
oped in order to treat the problem (P,) for p # 2. Here, we make a different
approximation for problem (P,), which results in working with a nonsmooth
approzimating functional.

As a result, the Theorem 1.1 is also new when p = 2, since the set of
hypotheses we assume here is different. In fact, avoiding the use of the Riesz
theory, we do not need to assume that f is Lipschitz (which would not even be
possible in the case of condition (f) below), and a different condition on the
decaying of the function h is required.

The use of the nonsmooth approach turns out to simplify several techni-
calities usually involved in the treatment of semipositone problems. Actually,
working with the C! functional naturally associated to (P,), one obtains critical
points u, that may be negative somewhere. When working in bounded sets, the
positivity of w, is obtained, in the limit as a — 0, by proving convergence in
C! sense to the positive solution ug of the case a = 0, which is enough since
ug has also normal derivative at the boundary which is bounded away from
zero in view of the Hopf’s Lemma. This approach can be seen for instance
in [4,9,20,22]. In R", a different argument must be used: actually one can
obtain convergence on compact sets, but the limiting solution ug goes to zero
at infinity as |z|(®~N)/(P=1) (see Remark 2), which means that one needs to be
able to do some finer estimates on the convergence. In [3], with p = 2, the use
of the Riesz potential, allowed to prove that |z|¥~2|u, — ug| — 0 uniformly,
which then led to the positivity of u, in the limit.

In the lack of this tool, we had to find a different way to prove the positivity
of u,. The great advantage of our approach via nonsmooth analysis, is that
our critical points u, will always be nonnegative functions (see Lemma 2.3).
In spite of not necessary being week solutions of the equation in problem (FP,),
they turn out to be supersolutions and also subsolutions of the limit equation
with a = 0. These properties will allow us to use comparison principle in order
to prove the strict positivity of u, with the help of a suitable barrier function
(see the Lemmas 4.1 and 4.2). From the positivity it will immediately follow
that u, is indeed a weak solutions of (P,).

The reader is invited to see that by (f), there exist Ay, By > 0 such that

F(t) > Ay|t|]® — By, fort>0. (1.4)



This inequality yields that the functional we will be working with is not bounded
from below. On the other hand, the condition (fp) will produce a “range of
mountains” geometry around the origin for the functional, which completes the
mountain pass structure. Finally, conditions (fs.) and (f,) impose a subcritical
growth to f, which are used to obtain the required compactness condition.

Next, we are going to state our second result. For this result, we still assume
(fsc) together with the following conditions:

(fo)
F(t)

im
t—0+ tP

b

(fo) ¢ <pin (fs)-
Our second main result is the following:

Theorem 1.2. Assume the conditions (P)—(Ps), (fse), (fo) and (fso). Then
there exists a* > 0 such that, if a € [0,a*), problem (P,) has a positive weak
solution u, € C(RY)N DYP(RY).

In the proof of Theorem 1.2, the condition (fo) will produce a situation
where the origin is not a local minimum for the energy functional, while (foo)
will make the functional coercive, in view of (fs.). It will be then possible to
obtain solutions via minimization. As in the proof of Theorem 1.1, we will work
with a nonsmooth approximating functional that will give us an approximate
solution. After some computation, we prove that this approximate solution is
in fact a solution for the original problem when a is small enough.

Remark 1. Observe that if f,h satisfy the set of conditions of Theorem 1.1
or those of Theorem 1.2 and w is a solution of Problem (P,), then the rescaled

function v = ai=Tu is a solution of the problem.:

A = a T h@)(falv)—1) in RV, (L5)
v > 0 in RN, '

which then takes the form of Problem (1.1), with X := a(gj) and a new non-

linearity fq,(t) = a_lf(aq%lt), which satisfies the same hipotheses of f. In

particular, if f(t) =t9"" then f, = f.

In the conditions of Theorem 1.1, where q > p, we obtain a solution of
Problem (1.5) for suitably small values of \, while in the conditions of Theorem
1.2, where q¢ < p, solutions are obtained for suitably large values of .

It is worth noting that, as a — 0, the solutions of Problem (P,) that we
obtain are bounded and converge, up to subsequences, to a solution of Problem
(Pa) witha =0 (see Lemma 3.2). As a consequence, the corresponding solutions
of Problem (1.5) satisfy v(x) — oo for every v € RY.

Semipositone problems formulated as in (1.5) were considered recently in
[15, 26].



As a final result, we also show that, by the same technique used to prove the
positivity of our solution, it is possible to obtain a version of Hopf’s Lemma for
the p-Laplacian in the whole RY see Proposition 5.2. A further consequence is
the following Liouville-type result:

Proposition 1.3. Let N > p > 1 and u € DYP(RYN) N CLS(RYN) be a solution
of problem:
—-Apu
u

where f,g are continuous, g(z) > 0 in RN and f(0) = 0 while f(t) > 0 for
t > 0. If iminf),| o || NP/ P~ Dy(z) = 0, then u = 0.

g(x)f(U) i Ezi (1.6)

AVANI

1.3. Organization of the article.

This article is organized as follows: in Section 2, we prove the existence of
a nonnegative solution, denoted by u,, for a class of approximate problems. In
Section 3, we establish some properties involving the approximate solution .
In Section 4, we prove the Theorems 1.1 and 1.2 respectively. Finally, in Section
5, we prove the Proposition 5.2 about Hopf’s Lemma for the p-Laplacian in the
whole RY.

1.4. Notations.

Throughout this paper, the letters ¢, ¢;, C, C;, i = 1,2,..., denote positive
constants which vary from line to line, but are independent of terms that take
part in any limit process. Furthermore, we denote the norm of LP(Q2) for any

. *
p>1by |.|p- Insome places we willuse” — 7,7 — 7 and ” — ” to denote the
strong convergence, weak convergence and weak star convergence, respectively.

2. Preliminary results

In the sequel, we consider the discontinuous function f, : R — R given by

_f f®)—a if t>0,
fat) = { 0 t <0, (2.1)
and its primitive
t .
R e (22)

A direct computation gives

F(t) if t>0,

_ 4+t
at SFa(t)S{ 0 if t<o,

where tT = max{t,0}.



Our intention is to prove the existence of a positive solution for the following
auxiliary problem

~Apu = h(z)fs(u) in RN,
{ pu > 0 in RY, (APa)

because such a solution is also a solution of (FP,).

Associated with (AP,), we have the energy functional I, : DVP(RY) — R
defined by

Iy (u) = %/RN |Vu|Pde — /RN h(x)F,(u)dz,

which is only locally Lipschitz.
Hereafter, we will endow D'?(RY) = {u e L' (RY); Vu € LP(RY,RV)}

with the usual norm )

] = ( / |w|pdx) '
RN

Since the Gagliardo-Nirenberg-Sobolev inequality (see [19])
[ullps < Snpllul

holds for all u € DP(RY) for some constant Sy, > 0, we have that the
embedding
DVP(RN) — LPT(RY) (2.4)

is continuous. The following Lemma provides us an useful compact embedding
for D*?(RY).

Lemma 2.1. Assume (P1). Then, the embedding DP(RN) — LI (RYN) is
continuous and compact for every q € [1,p*).

Proof. The continuity is obtained by Holder inequality, using (2.4) and (P):

/ Blult dz < 1], lu
RN

9. < Chllull?, Vue D'P(RN), (2.5)

where r = p*/(p* — q) is dual to p*/q.
Let {u,} be a sequence in D?(R™) with u,, — 0 in D'?(RY). For each
R > 0, we have the continuous embedding D*?(RY) < W1P(Bg(0)). Since the
embedding W1P(Br(0)) — LP(Bgr(0)) is compact, it follows that DVP(RY) —
L?(BRr(0)) is a compact embedding as well. Hence, for some subsequence, still
denoted by itself,
up(z) = 0 a.e. in RY.

By the continuous embedding (2.4), we also know that {|u,|?} is a bounded

sequence in LT (RN ). Then, up to a subsequence if necessary,

[up|? — 0 in LT (RN),



or equivalently,

/ lun|9pdz — 0, Vo e L"(RY).
RN

As (Py) guarantees that h € L"(R"), it follows that

/ h(z)|up|%dz — 0.
RN

This shows that u,, — 0 in L{ (RY), finishing the proof. O
We also give the following result that will be used later.
Lemma 2.2. If u, — u in D¥?(RY) and (P;) holds, then

/ h(2)|un — ullun|9tdz =0 as n— 4oo, Vg€ [l,p*).
RN

Proof. Set r = qp_—*l € (pf’—il,oo] and 7’ = ﬁ;_l)
First note that {u,} is bounded in DV?(R¥), and so, {|u,|9"'} is bounded in
L™(RN) by (2.4), while hlu, —u| — 0 in L" since we can apply Lemma 2.1
with "’ in the place of h, which also satisfies condition (Py). Then by Holder
inequality

€ [1,p*) its dual exponent.

/ h(@) un — ullun|*™" da < h(un = u) o uf~ |l = 0.
RN

2.1. Critical points theory for the functional I,

As mentioned in the last subsection, the functional I, is only locally Lipschitz
in DYP(RY), then we cannot use variational methods for C! functionals. Having
this in mind, we will then use the theory of critical points for locally Lipschitz
functions in a Banach space, see Clarke [13] for more details.

First of all, we recall that u € D?(RY) is a critical point of I, if

/ |vu\P—2qudx+/ h(z)(—F.)%(u,v)dz >0, Yo € DYP(RY), (2.6)
RN RN

where

(CF )t 5) = limsup —FeTHE9) + Fuld)
ENO, Tt ¢

indicates the generalized directional derivative of —F, at the point ¢ along the
direction s.

It is easy to see that a global minimum is always a critical point; moreover,
an analogous of the classical mountain pass theorem holds true (see [11]), where
a critical point in the sense of (2.6) is obtained at the usual minimax level
provided the following form of (PS)-condition holds true:



(PSr) If {u,} is a sequence in D*?(R™) such that {I,(u,)} is bounded and
/ |V, |P~2Vu, Vo dr + h(x)(—Fy)? (un,v) dx > —&, [Jv]|, (2.7)
RN RN
Vv € DYP(RY), where €, — 0, then {u,} admits a convergent subse-

quence.

In the next Lemma, let us collect some useful properties that can be derived
by the definition of critical points of I,, given in (2.6).

Lemma 2.3. Assume (P1) and (fs.). Then a critical point u, of the functional
I,, as defined in (2.6), has the following properties:

1. ug >0 in RY;

2. if ug > 0 in RN then it is a weak solution of problem (AP,), and also a
solution of problem (P,);

3. ug is a weak subsolution of —Apu = h(z)f(u) in RY;
4. uq is a weak supersolution of —Ayu = h(z)(f(u) —a) in RV,
Proof. Straightforward calculations give

—(f(t)—a)s fort>0, seR
as fort=0,s>0

(7Fa)0(t’s) = { (28)
for

0 t<0, seR
t=0,5<0.

By using u, = max {0, —u,} as a test function in (2.6) we get

— ||u;||p = /]RN |V [P 2Vu,Vu, dr > —/R h(x)(—Fa)®(ta,uy ) dz >0,

N

then u, =0 and then (1.) is proved.
If u, > 0 in supp(¢), then from (2.6),

/ Vua"*Vu, Vo dz > —/ h(2)(=Fa)(ua,9) dz = | h(@)fa(ua)dda,
RN RN RN

and by testing also with —¢ one obtains equality, then (2.) is proved.
If ¢ > 01in (2.6) then

[V Vuodo = - [ h@)-F)wd)de= [ h@)(Fu)-a)sds:
RN RN RN
by testing with —¢ one obtains

- [RN |Vua|p72VuaV¢) dr > — h(x)(_Fa)O(uaa —¢)dr > _/ h(z)f(ua)d de .

RN RN



The above analysis guarantees that, for every ¢ € DVP(RY) with ¢ > 0,

RN

h@) (f(ua) — a)bda < /RN Vi P2V Vdr < [ h(x)f(ud)édz,

RN
(2.9)
which proves the claims (3.) and (4.). O

2.2. Mountain pass geometry

Throughout this subsection we assume the hypotheses of Theorem 1.1. The
next two Lemmas will be useful to prove that in this case I, verifies the mountain
pass geometry.

Lemma 2.4. There ezist p, > 0 such that
I, (u) > a, for |u|l = p and any a > 0.

Proof. Notice that, in view of (fp), (fsc) and (2.3), given € > 0, there exists
C¢ > 0 such that
Fo(t) < e€lt]P + CcJt|?, vteR.

Thus, by Lemma 2.1,
/ h(x)F,(u(z))dz < eC||ullP + C.Clul|?, Vu € D"P(RY).
RN
Thereby, setting |lu|| = p, we obtain

1
I (u) > p? (p —eC — CCE,oq_p> .
Now, fixing ¢ = 1/(2pC) and choosing p sufficiently small such that CC.p?™? <
1/4p, so that the term in parentheses is at least 1/4p, we see that the claim is
satisfied by taking o = (1/4p)pP. O

Lemma 2.5. There exists v € DVP(RY) and a; > 0 such that ||v|| > p and
I,(v) <0, for all a € [0,a1).

Proof. Fix a function
p € Co*(RM)\ {0}, with ¢ >0 and||g| =1.

Note that for all t > 0,

Lite) = "= [ W@F.(te)s
Lo
= I;t —/Qh(x)F(ttp)dz—&—a/Qh(x)updx,

10



where Q = supp p. Now, estimating with (1.4) and assuming that a is bounded
in some set [0, a;), we find

1
L(te) < ftp—Altg/ W) ds + By ||h||1+ta1/ h(z)pdz (2.10)
p RN RN

Since h > 0 the two integrals are positive, and using the fact that 8 > p > 1, we
can fix t; > p large enough so that I,(v) < 0, where v = t1p € DVP(RY). O

In the sequel, we are going to prove the version of (PS)-condition required
in the critical points theory for Lipshitz functionals, for the functional I,. To
do this, observe that (fo.) yields that f, also satisfies the famous condition due
to Ambrosetti-Rabinowitz, that is, there exists T" > 0, which does not depend
on a > 0, such that

OF,(t) <tfu(t)+T, teR. (2.11)

Lemma 2.6. For all a > 0, the functional I, satisfies the condition (PSL).
Proof. Observe that, by (2.8), (—F,)"(t,+t) = Ff,(t)t for all t € R. Then,
from (2.7),

< en[un] -

’/ |vun‘p dx _/ h(x)fa(un)un dz
RN RN

For n large enough, we assume ¢,, < 1 so we get
= lunll = llunl” < — /N h() fo(un)undz . (2.12)
R

On the other hand, since |I,(u,)| < K for some K > 0, it follows that

1
Z;|‘unHP 7/ h(z)Fy(uy)de < K, VYneN. (2.13)
RN

From (2.11) and (2.13),

1

1 1
Dy - 1 / h(2) fultin i dz — TR < K, (2.14)
p 9 RN 9

thereby, by (2.12) and (2.14),

1 1 1 1
(5= 5) lalP = Glunll < 5 + ST lnl1

for n large enough. This shows that {u,} is bounded in D'?(R¥). Thus,
without loss of generality, we may assume that

u, —u in DVP(RY)

and
Un(z) = u(z) ae in RY.

11



By (2.8) and conditions (fs.)-(fo), there exists C' > 0 that does not dependent
on a such that

[(=Fa)°(t, )] < (C(t17F + 1)) + a) |s]
and so,
(@) (= Fa)® (s up — w)| < Ch(a)|un — ul (Jun| T+ [un| + a).

By Lemma 2.2, we have the limit

/]RN h(:lc)(—Fa)O(un7 +(up —u))dzr — 0,

that combines with the inequalities below, obtained from (2.7),

—en |lu—un| — / h(2)(=Fo)° (tn, u — uy,) da
RN
< / Vi, P2V, V(u — uy,) de
]RN

< h(2)(—F)° (tn, up — u) do + ey, lu —uy||, (2.15)
RN

to give

/ |Vun P2V, V(u — uy,) dz — 0. (2.16)
RN

The weak convergence u,, — u in DVP(RY) yields
/ |Vu|P~2VuV (u, —u)dz — 0. (2.17)
RN

From (2.16), (2.17) and the (S+) property of the p-Laplacian, we deduce that
u, — u in DYP(RY), finishing the proof. Here, the Simon’s inequality found
in [25, Lemma A.0.5] plays an important role to conclude the strong convergence.

O

Next, we obtain a critical point for I,, by the mountain pass theorem for
Lipschitz functionals. Furthermore, we will make explicit the dependence of
the constants on the bounded interval [0,@) where the parameter a is taken,
by using as subscript its endpoint, which we still have to fix, while we will not
mention their dependence on h and f.

Lemma 2.7. There exists a constant C,, > 0 such that I, has a critical point
u, € DYP(RY) satisfying 0 < a < I,(u,) < Cy,, for every a € [0,ay).

Proof. The Lemmas 2.4, 2.5 and 2.6 guarantee that we can apply the mountain
pass theorem for Lipchitz functionals due to [11] to show the existence of a
critical point u, € DVP(RY) for all a € [0,a;), with I,(u,) = dg > a > 0,
where d, is the mountain pass level associated with I,.

12



Now, taking ¢ € C§°(Q) as in the proof of Lemma 2.5, t > 0, and estimating
as in (2.10), we see that I, (tp) is bounded from above, uniformly if a € [0, ay).
Consequently, the mountain pass level is also estimated in the same way, that

is,

0<a<d,=1(us) <max{Il,(tp);t >0} < C,,.
O

The next Lemma establishes a very important estimate involving the Sobolev
norm of the solution u, for a € [0,a1).

Lemma 2.8. There exist constants kq,, Kq,, such that 0 < ko, < ||ugl < Ko,
for all a € [0,ay).

Proof. Using again that (—F,)%(t, &t) = Ff.(t)t, we get from (2.6) that

ol = [ hle) futua)o =0. (218)

By Lemma 2.7, and subtracting (2.18) divided by 6, we get the inequality below

Cor 2 Taun) = (3= ) luall + [ 1Go) (G futua)is = Fitu) )

which combined with (2.11) leads to

1 1
Cur 2 (5= 3 ) Il = IH1.. T

establishing the estimate from above.
In order to get the estimate from below, just note that by (2.3) and the
embeddings in Lemma 2.1,

1 1
a < Io(ug) < = [lugl” + a/ uy dr < ~ |Jug||” + Cay [|ua|| -
p RN p

This gives the desired estimate from below. O

2.83. Gobal minimum geometry

Throughout this subsection, we assume the hypotheses of Theorem 1.2. The
next three Lemmas will prove that I, has a global minimum at a negative level.

Lemma 2.9. There ezist ay, > 0 and ug € DVP(RY) such that
T, (up) < —q, for any a € [0,a1).

Proof. Let ¢ € C°(RY) be as in the proof of Lemma 2.5. For ¢ > 0,
1
L(tp) = ];tp —/ h(z)F(ty)dx + a/ h(z)tedx,
Q Q

13



where Q = supp .

From (fy) and using the fact that Einf h(z) = ho > 0, we have that, for
z€supp @
to > 0 small enough

2
h(z)F(top) dz > =th .
Q p
Therefore,

1
I (top) < —=th + ato/ h(z)p dx.
p Q
Now fixing o = itﬁ > 0 and choosing a1 = a;(tg) in such way that
arty [, M(x)p dz < a, we derive that
I (top) < —a <0 for a € [0,a1),
showing the Lemma. O

Lemma 2.10. I, is coercive, uniformly with respect to a > 0, in fact, there
exist H, p > 0 independent of a such that I,(u) > H whenever |lul| > p.

Proof. By (fsc) and Lemma 2.1, there is C' > 0 such that

1
Lw) > S - / h(z) (C + Clul?) do (2.19)
p RN
1
> = |ul = C=Clull?,
p
then the claim follows easily since p > ¢ from (foo) O

Lemma 2.11. For every a € R, I, is weakly lower semicontinuos.

Proof. The proof is classical, since the norm is weakly lower semicontinuos and
the term [, h(x)F,(u)dx is weakly continuous. To see this, let {u,} be a se-
quence in D*P(R™) such that

u, —u in DYP(RN).
Then, proceeding as in the proof of Lemma 2.1, up to a subsequence
un(z) = u(z) in L§(RY) and a.e. in RY.

This means that w,, = h'/%, — w = h'/% in L9, as a consequence, we may
also assume that {w,} is dominated by some g € L?. On the other hand, by
(fsc) and (Py)

B Fa(un)| < hC(|unl? +1) < C(g7 + h) € LY(RY),

and so, hF,(u,) is dominated and converges to its a.e. limit hF,(u). Since the
same argument can be applied to any subsequence of the initial sequence, we
can ensure that

lim hF,(uy)dx = / hF,(u)dzx

n—+4o00 RN RN

along any D'P-weakly convergent sequence. O
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We will now obtain a candidate solution for problem (AP,) by minimization.

Lemma 2.12. There ezists a constant Co, > 0 such that I, has a global mini-
mizer u, € DYP(RYN) satisfying 0 > —a > I, (ug) > —Ca,, for every a € [0,a1).

Proof. The minimizer is obtained in view of the above Lemmas. Actually the
global minimum of I, stays below —a by Lemma 2.9, while the boundedness
from below is a consequence of (2.19). O

The next Lemma establishes the same important estimate as the one in
Lemma 2.8, for the minimizer u,.

Lemma 2.13. There exist constants kq,, Kq,, such that 0 < ko, < |Jua|| < Ko,
for all a € [0,a1).

Proof. The bound from above for the norm of u, is a consequence of the uniform
coercivity proved in Lemma 2.10, since I, (ug) < 0. For the estimate from below,
just note that by (2.3),

0> —a>I,(ug) = ! e 7/ h(z)F,(ug) d
D RN

— X ’Z,L+ X
> [ P

and the right hand side goes to zero if ||us|| goes to zero, by Lemma 2.1 and the
continuity of the integral. O

3. Further estimates for the critical points u,

From now on u, will be the critical point obtained in Lemma 2.7 or in
Lemma 2.12. Our first result ensures that the family {u4}qep0,) is @ bounded
set in L*°(RY) for @ small enough. This fact is crucial in our approach.

Lemma 3.1. There exists Cg> > 0 such that

uallo < Cgys Va €10,a1). (3.1)

= Vg

Proof. By Lemma 2.3 we know that for a € [0,a1), u, > 0 and it is a weak
subsolution of
~Apu=h(z)f(u), in RY.

In the case of the mountain pass geometry, u, is also a weak subsolution of
—Apu=h(@)a(z) (1+ [uf?u) in RV,
where, from (fs.) and (fwo),

f(ua(2))

af@) = 1 S DU+ w(@r) i RY

)

15



for some D > 0 which depends only on f.

Let K,(z) denote a cube centered at  with edge length p, and |||, ;- denote
the L" norm restricted to the set K. Our goal is to prove that, for a fixed p > 0
and any z € RV, one has

sup u, < C (1 + ||uq
Ky(z)

p*,Kgp(:r)) (32)

where C' depends on p, N, f, h only. Since K,(z) can be taken anywhere and the
right hand side is bounded for {ua},¢( 4,y by Lemma 2.8 and (2.4), equation
(3.2) gives a uniform bound for u, in L, proving our claim.

In order to prove (3.2), we will use Trudinger [28, Theorem 5.1] (see also
Theorem 1.3 and Corollary 1.1). For this, we need to show that

Ihallx,,.

sup < Kﬁ(m) S C

z€RN | p>0 14
for a suitable 6 > 0 and C that do not depend on a € [0,a1) (see eq. (5.1)
in [28)).
Actually let 7 = p*/(q — p) > N/p, then
1hell nyp i, () < Rl a K, () PN

and

el s = [ eydz< [ w0y s <
K, () K, ()

P (3.3)

<DC/ AT(14u? Yde < D"(1+ ||uq
K,,(:c)

Using the fact that |[K,(z)| = p, we conclude that p=? ||ha||N/p7Kp(x) is bounded,
for a suitable § > 0, by a constant depending only on p, N, f, h and ||u, ||p*, which
is bounded by Lemma 2.8 and (2.4).

In the case of the minimum geometry, we can take o to be a constant and
then the boundedness of p~° ||h04HN/p’Kp(w) is easily obtained since h € L (in
this case (3.2) can also be obtained directly from Theorem 1.3 and Corollary
1.1 in [28]). O

In what follows, we show an estimate from below of the norm L*(B,) of
Uq for a small enough, where B, C RY is the open ball centered at origin with
radio v > 0. This estimate is a key point to understand the behavior of the
family {u,} when a goes to 0.

Lemma 3.2. There exist 0, > 0 that do not depend on a € [0,a1), such that
talloo,B, >0 for all a € [0,ay).

16



Proof. By (2.9), since u, > 0,

/]RN [Vug|P dx < /]RN h(zx) f(ug)uq dx . (3.4)

By Lemma 2.8 (resp. Lemma 2.13) the left hand side is bounded from below
by k. Let now

o I' be such that f(t)t < T for ¢t € [0, Y], where C5° was given in Lemma
3.1,

e v be such that fRN\Bﬂ, hdx < kP /(2T),

e 0 be such that f(t)t < k% /(2| |By|) for t € [0,6].
Then if uq < 0 in B, we are lead to the contradiction

kb < / [Vug|P de < / h(z)f(ug) ug dx —|—/ h(z) f(uq) uq dx < KB
RN RN\ B, B

~

and then the claim is proved. O
We can now prove the following convergence result.

Lemma 3.3. Given a sequence of positive numbers a; — 0, there exists u €
Dl’p(RN) and 3 > 0 such that, up to a subsequence, uq, — u weakly in
DYP(RN) and in CYP sense in compact sets. Moreover, u > 0 is a solution
of (P,) with a=0.

Proof. Fixing u; = uq,, it follows that {u;} is bounded in L*(RY), which
means that we may apply [27, Theorem 1] to obtain that it is also bounded in

Cllo’s‘(RN) for some a > 0. As a consequence, for § € (0,«), in any compact

set Q it admits a subsequence that converges in C'!%(2) and using a diagonal
procedure we see that there exists u € CLA(RY) such that, again up to a
subsequence, u, — u in C? sense in compact sets. From Lemma 3.2, u is
not identically zero. The boundedness in Wﬁ)’f (RY) implies that we may also

_ i Lp o TP (RN
assume that u; — u in W;F and in L], (RY).

For ¢ > 0 with support in some bounded set €2, from (2.9) we have

[ 1))~ apode < [ [Fulr Vo < [ hw)fuods; (35)
Q Q Q

the above convergences bring
/ |VulP2VuVe dr = / h(z)f(u)pdx, (3.6)
Q Q

then w is a nontrivial solution of (P,) with a = 0, and since f > 0, it follows
that u is everywhere positive. O
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4. Proof of the main Theorems

In order to prove that u, > 0 for a small enough, we will first construct a
subsolution that will be used for comparison.

Lemma 4.1. Let ¥ > N > p be as in (P2). Given A,r > 0 there exists H > 0
such that the problem

{Apz = A in By, (4.1)

~Apz = —Hl|z|™ in RN\ B,,

has an explicit family of bounded radial and radially decreasing weak solutions,
defined up to an additive constant. More precisely, if we take H = A%ri9 and
if we fiz lim|, o 2(x) = 0, then the solution is

O — (AP p=1p/(o-1)
z(gj):{( (w) > 1] for x| <, (4.2)

1/(p—1) p— - -
4r0) 0D gL -0/ 01 for [a] > 7,
where Cis chosen so that the two formulas coincide for |x| = r.

Proof. For a radial function u(z) = v(|z|) one has

N-1
Apu = [v/|P~2 {(p — 1"+ —
p

By substitution, one can see that a function in the form u(z) = v(|z|) = o|z|*
is a solution of the equation A,u = g|z|® provided

_ ptb
A= 1

p—2 . __ 1
lo|P~%0 = (NTO) A P2 @

In particular,

e if b=0 then \ = p%l > 0 and o has the same sign of p:

e if b= —9 with 9 > N > p then A = ’;f’f < 0 and still o has the same sign
of o.

Now, taking the two functions

_ (%)1/@—1) pp;lmp/(p*l) for |z| <,
1/(p—1)
(2)" " B a0/ for faf > 1,

they satisfy (4.1) and their radial derivatives are

- () e/ for [a] <1,

1/(p—1)
- (%) T2/ for o] > 1

18



Note that the derivatives are equal at || = r provided

A H 1o

—r=—"7r
N 9—N

Having this in mind, we can therefore construct z piecewise as in (4.2) obtain-
ing a bounded, radial and radially decreasing function, to which any constant
can be added. O

In order to finalize the proof of our main Theorems, we only need to show
that for any sequence of positive numbers a; — 0 there exists a subsequence of
the corresponding critical points u; := ug,, that are positive: this is proved in
the following Lemma.

Lemma 4.2. If h satisfies (P1)—(P2), then the sequence {u;} satisfies u; > 0
for j large enough.

Proof. Fix r > 0. From Lemma 3.3, up to a subsequence, u; — v > 0 uniformly
in B;.. Thus, there exist A, jo > 0 such that,

u; >0 and  h(x)fa,(u;) > A, inB,, forj> jo. (4.3)

Now let B be the constant in condition (P), H = A%?ﬂ9 as from Lemma 4.1
and let j1 > jo be such that a;B < H for j > j;. Then we have,

h(z) fa; (uj) > —h(z)a; > —H|z|~?, in BY, for j > j;. (4.4)

Combining equation (2.9), the above inequalities and (4.1), we get, for every
¢ € DMP(RY), ¢ >0,

/ |vuj\P—2vujv¢dxz/ h(a:)(faj(uj))qbde/ |V2[P2V2Vdr.
RN RN

RN

(4.5)
In order to conclude, fix an arbitrary R > r and define zp by subtracting
from z a constant so that zg = 0 on dBg (but observe that zg > 0 in Bgr). By
(4.5) (which holds true also for zg) and since u; > 0 = zg on 9B we obtain
by Comparison Principle that u; > zr > 0 in Bg. Since R is arbitrary, we have

proved that u; > 0 in RY for j > j;.
In particular, since zg — z uniformly as R — oo, we conclude that u; > 2

in RN for j > j;.

O

5. Final comments.

In this section we would like to point out some results that can be useful
when studying problems that involve the p-Laplacian operator in the whole RY.
Proposition 5.2 below works like a Hopf’s Lemma for the p-Laplacian operator
in the whole RN and it allows to prove the Liouville-type result in Proposition
1.3.
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Lemma 5.1. Let N > p and A,r > 0. Then, the problem

{—Apz = A in B, (5.1)

A,z = 0 in RNV\B,

has an explicit family of bounded radial and radially decreasing weak solutions,

defined up to an additive constant. More precisely, if we fix ‘ llim z(z) = 0,
Tr|— 00

then the solution is

(2) = C - (%)1/@71) %|m|p/(p71) for |z| <r,
(A4) 07D =L o N =) (0= N/ 0=D) for |a] > 7,

where C' is chosen so that the two formulas coincide for |z| =r.

—-N
Proof. For |z| > r we consider the family of p-harmonic functions C’l\zﬂj,

o N-1
with radial derivative —01%|$| P,

Then we only have to set — (%)1/(}771) rl/(p=1) = 701%7"7@71)/(;;71)’
that is,
ANV
= —_ - /(p—l)
Gy <N> N : (5.2)
]

Proceeding as in the proof of Lemma 4.2, we obtain the following Proposition
as an immediate consequence of the above Lemma.

Proposition 5.2 (Hopf’s Lemma). Suppose N > p, A,r,a > 0 and u €
D'?(RN) N CL*(RN) satisfying

loc

—Apu>A>0 in B,
—Apu >0 in RV,
u >0 in RN,
Then u(x) > Clx|P=N/®=1) for |z| > r, where C is given in (5.2).

The above Proposition complements, in some sense, the study made in [16,
Theorem 3.1], which obtained a similar estimate when u is a solution of a par-
ticular class of p-Laplacian problems in the whole RY.

Remark 2. Proposition 5.2 applies in particular to the limit solution u obtained
in Lemma 8.3, providing us with its decay rate at infinity.

Finally, from Proposition 5.2 it is straightforward to derive Proposition 1.3.
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