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Abstract. U ncenainty is a multifaceted concept, and a s.v~1.em for au­
tomated reasoning with multiple representations or uncertainty WIIS pro­
posed in [CdSRll93). In thi~ work we ha..oe on that system an,I prl'S('nl 
an efficient language for reasoning with fozzy predicates. 
Tbe language in (CdSRll9.l) is developed u a PRO LOG meta-interpreter. 
Since the first implementation or this language is not very efficient. we 
propose two optimization strategies to improve its computational rffi­
ciency in time. In order to avoid redundant or unnecessary intermediate 
computations, we employ two cla..ssical optimization techniques, respec­
tively ,olution caching and o•/l prunin9. 

Keywords: uncertainty, uncerlain rca..~oning, £u1.1.y sets, fu1.1.y pr<'di­
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I Introduction 

Uncertain Reuonmg • the general denomination given to the problems of rea­
soning with and a6011t uncertainty - is an int.cresting 1rnd challenging issue for 
researchers in Artilicial Intelligence. One of the multiple forms of uncertainty 
that can be identified is the result of pervasive imprecision in concept.s expressed 
in natural language. 

In l!l65, Zadeh (Zad65) introduced the theory of fu:::11 sets as a tool lo deal 
with vaguely defined classes. The key idea behind the formalism of fuzzy sets 
is the extension of the concept of characlcn.<lic fu11cho11.• rrom hinary-,·aluet! t.o 
real-valued functions: the characterist.ic runct.ion /IC or 11 "convrnt.ional" s,,t C 
takes elements of a nniveri;e U lot.hr vahr"" I and O. a.'<.-.o<'iatNI inl11ilivrly t.o 
elements 6clongrng and 110/ bc/011gm9 to C. llenre, 

- l'C: U - {0, I} 

{
0¢)c!lC 

- µc(c) = I ¢) c E C 

The characteristic function /If' or a fuz1.y set F takes rlrmrnts or IT t.o val­
ues within the real-valued interval [O, I). The intuitive meaning or /tr{/) = 0 
and µr(/) = I is the same as for "conventional" sets, and intermediat.e values 
represent the "degrees" to which elements of U are members of F: 

- ,,,. : U - (0, 1) 



I ~/E F 
- /Jr(/~= k,O < k < I~/ E F 

{

O ~/(/.F 

"to some extent" 

The "fuzzy ch11r11ct.erist.ic funct.ion" l'F is commonly rderrecl t.o in the lit.er­

ature as the degru-of-membership function. 

Fuzzy set theory has been used as the basis lo represent various forms of 

uncertainty, e.g. possibilistic degrees of belief [DP87J, fuzzy quimtiliers [Zad88J 

and fuzzy predicat.es [Zad65, CdSRll93J . In this article we concentrate on the 

latter. Thr. prohlrm in whirh we 11re intercst.ed cl\n he rh11r11ct.Prizecl by I.he 

following ex11mple: "given that I.all people wear l11rge shors, and given thl\t John 

is tall, what can he inferred about John's shoe number?" 

Many implementations of 1111t.om11t.ed rca.,oning system!! thl\t can provide an 

answer 1-o 1.hi" prohlP.m have hr.r.n prop()!,W,d (see e.g. (llin86. IKB!\, Lt!e72, Orc89, 

Sha83, vE86]) . Building general efficient implementations, however, has proved 

to be a hard task . In this article we base on the system proposed in [CdSRll93) for 

automated rea.~ning with m11ny types of uncertainty, and present a system for 

reasoning with fuzzy predicates. We propose the utilization of two optimization 

strategies in the implement11tion of this system to improve its runtime perfor­

mance. Both opt.imizations \\'ere implemented and tested . and we present the 

experimental result.s we have oht.ainrcl wit.h t.hem. 
The paper is organi:r.ecl 11J1 follows: in ordrr to set 1.hc nor.111.ion 11ncl t.o m11ke 

this work sclf-cont.11ined, in l'Crt.ion 2 we review the main concepts of fuzzy set 

theory and logic progrnmming which arc used 1-hroughout. I-he work . In section 3 

we introduce a logic programming language that works with fuzzy predicates and 

negation hy finite failure. In sr.ct.ion '1 we discus.~ rhe optimi:r.at.ion strat.egies that 

we have employed, and explore some implement.at.ion is .. mes relRted t.o runt.ime 

perform1mce of r~lut.ion with fu,:,:y predical~. In sect.ion 5 we prr,senl our 

system for rea.50ning with fuzzy predicates, and the comparative performance 

resnlt.s we have obtl\ined wit.h respect to the system introduced in [CdSRll93). 

finally, in section 6 we summarize and conclude this work. 

2 Fuzzy Sets and Logic Programming - a Brief Review 

In t.his scdion "''-' rr,·irw I hr ronrr.pls of f111.:r.y mrasurr,; ancl logic programming 

that we 11,w. in t.hc rr,;t or t he work . first we inr.roduc(' t.hr concept of /u::y $Cb 

and rtlalion.,, t.o he usecl in t.he int.rrprct.lltion of fuzzy senl.encrs, I.hen we review 

those concept.s of logic programming that we need Lo define our own language, 

which inclncle moclel~ for int.erprelation and execut.ion of logic programs. 

2.1 Fnz:r.y Measures 

Given a count.ahle 11nivrrsal srt. U, /11::y ul throrJ WI\.~ drvrlopecl to I.real vagurly 

dcfinrd i111hset.s hy llllowing drgrl'l'!i of rnrmhrrship . ,\ f117.7.) 111rmhrrship fonct ion 
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measures the degree to which an elemem belongs LO a set or, allrrn,11i,·cly, the 

degree of similarity between the class (set) to which an element. hr.loni1s and a 
reference class (universal set). Formally, a fuzzy suhsel I-' of a rrfrrential set U 
is defined by an arbitrary mapping µF U - [O, I], in which, for an elcnwnt 

/EU, µF(/) = I corresponds lo the intuitive notion that/ E F anrt ,,F(/) = 0 
lo the notion that / ¢ F. 

Set-theoretic operations can be extended Lo fuzzy sets. In [111'8D] I he require­
ments for operations on fuzzy sets lo be considered extemfotl sci. operations are 

presented as follows: let / and g be conventional unary and binary operations 

on 2u - the set of subsets of U - and let j and g be their extensions on the set 

2il of fuzzy subsets of U. The extensions should be such that 

I. they are closed, i.e. the results of operations on sets are :ilso ~ct.s ( F1, l- '2 E 

2il ⇒ j F1 E 2il, F1iJF2 E i'), and 

2. they are reducible to the con11e11/1011nl OJ1rralio11.s, i.e. t.he results oft he ex­

tended opera! ions on conventional scls coincide wil h the ones of co11\'t'11tional 

operations (C1,C2 E 2u ⇒ iC1 = JC1,C1i1C2 = C1gC2). 

Triangular nor-m.• a11d ro11orm.< ha,·r hrcn provrd to ohry thrs,, rrq11ir,·111,·11ts 

as extensions t.o the operations of intrrs<>ction and union, r.-sp.-rti\'C·ly (J,;lr~2]. 
A trinng,dar norm is any funct.ion T : [O, I] x [O, I]- [O, I] surh lhat. : 

- T(x, I)= r (hounrtary conclition); 
- r1 S r2,Y1 S Y2 ⇒ T(x,,yi) S T(r2,Y2) (monotonicit.y) ; 
- T(x,y) = T(y,r) (commutativity) ; 
- T(T(x, y),;) = T(x, T(y,; )) (assoc1alivity). 

The conorm of II lr111ng11/nr norm is f.he function S [O, I] x [O, I] - [O, I] 
defined by: 

- S(x,y) = I -T(l - .r, I - y) . 

Furthermore, following [11P89], any fun~tion (.' : [O. I] - [O, I] ~11rh rhal 

C(1,F(d)) = I -1,F(d) obeys the reciuirenwnt.s as extension of compl.•111cn1 at.ion. 

Not all l\lgcbraic properties of set operations are shared by gP-nrral i.riangular 

norms and conorms. In facl, a." prcs,-nt<'d in [l\lc82]. the only norms and conorms 
that are also distnb11t11>e and idempotwt 1 are T = min anrt S = mar - proposed 
in [Zad65] and known as Zadeh 's triangular norms anJ conorms. llcnccforth, 
in order to keep fuzzy set operations as close as possible to conventional set 
operations, we 11clopt I.he following functions as our .-xlrndrcl sd oprrntions of 

intersection. union and complcmPnl.ation 2: 

1 i.e. tha.t obey the £ollowin11 rulco: 

{
S(z,T(11.•ll=T(S(r,y),S(r,z))} (t· -h · · I 

I. T(z,S(y,z)) = S(T(r, .w), T(r.zl) '"1
" uliv,tv; 

'.! . T(z,z) =;,: an,1 S(.r,r) = r (i,l<-mpolrnc)"). 

Convenlional ~• union a.1ul inll'r~tttion arr hoth 1:li:-;1rih111i\·f" and i<IC'tnJlOlf'nl 
2 these are the most commonl.v 11....d definitions 0£ fu7.7. .V srl opi,rations 
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intersection: 11,,nn(r.) = min{11,1(z),11n(z)}; 
- union : ,, ,,un(z) = m,u:(11,1(.r),11n(z)}; 

complcmenlalion : µ~,1(.r) = I - µ,,(.r) . 

2.2 Logic Programming with Negation 

The language presented here is defined after (KunSO]. The class of logic pro­

grams supported by this language is that of function-free, normal, non-cyclical 
program! which are .strict with rupect to querie.s and at/owed (see definitions 

below}. The symbols of the language are: 

- variables x, y, .. . ; 
- constanl.s a, b, ... ; 
- n-11ry prPclicalr,; p. q • ... : 

- I.he connrrlivr,; •-• ("ir). •...,•("not."),',' ("11nd") . 

A term is a variable or a const.11nL, an atom is II predicate application on 

terms, and a l1tr.ral is an atom (posil.ive literal) or the negat.ion or an atom 

(negative literal). A nonnal clau!e is an expression p - </t, . .. , 'In where p is an 

atom and '11, ... , 'In are literals, n ~ 0. p is called the head of the clause and 

'11, ... , q,. is called the body of the clause. When n = 0 the dause is called a unit 
cltuut. A q11try clniut is an expression 'Ii • ... . q" where n ~ 0. A nonnnl program 
is a finite non-empty set of normal clauses. 

Let Prp he lhP 5"1. of prrdiral.<'S in I hr program P. ThP 1mmrdiatc dtptndcncy 
rtlnl1on ;i is defined a.s follows: 

- given p.q E />rp,p ;;;J q iff there is II clause in I' in which p occurs in the 
head and q orrnrs in lhl' hody. 

The dependency relat ion ~ is defined as the least lransili\·e rcnexive relation 

on Prp extending ;;;i: p ~ 'I means th.tt p depends hercdit.11rily on q. 
Signed dependencies are defined as follows: 

- p ;J+1 q ilT there ill a clause in Pin which p occurs in I.he head and q occurs 
in a pos1ti1•t literal in the hody; 

- p ~-I q ilT there is a clause in Pin which p occurs in t.he he11d and q occurs 
in a nrgat,1•e litrral in lh<' hody; 

- :;::+1 and:;::_, arc t.he lc11-~t. pair of rrlat.ions satisfying: 

•11 2:+1P, 
• 1' ;;) ; q /\ q 2'.1 r ⇒ P 2:, XJ r . 

A progrnm P is called rnll-r<m.u .,ttnt iff it does not lrnve any p such t.hat 

p ~-I 1'· If Palso docs not have .tn}' p such that p ~+I I' then iL is called 11011-

cycl,ca/. P is called stncl with resptcl lo a query .,, i!T there are no p E P, q E <p 

such Lhat q ~-I 11 .tnd q 2:+ 1 p. Pis callr.d allowed ilT every v.triahlc occurring in 
l'ach cl11use of P occurs in 11l least one positive literal in the ho<ly or t.he clause. 



An instance of l\n ClCJlrC'Ssion3 e is I he expression e ohtain<'d hy f<'plaring all 
occurrences of a variable z in { hy a lerm dilfcrcnt from z. Th<' opernlion th11t 
generates instances i!i called .rnbsll/11/ion. EsSl'nt.ially, 11 s11h!il it 111 ion is a mapping 
from variables to lerms. A ground rnsta11cc of an expression { is any \'ariahlc-£rce 
instance of{. Given a progrRm P, grourrd(P) stands for the srt of all gro1111cl 
instances of the clauses in P. 

A substitution u of two expressions {1 and 6 is a 1t111/ier iff { 111' = 6u . It 
is a most general unifier (mgu) iff for any other unifier 1r of {1 and 6, {, 1r are 
instances or {;u(i = I, 2). 

Assuming first-order logic with cqualit.y as t.he unclerlying languagr, t lw com­
pletion of a program P ( Comp( P)) is ckfincd hy the rules and axioms pr<'Sl'ntrd 
in figure I [Tur89) . 

- Rules : 
Denoting by Dcfp the definition of the predicate pin the program : 

• Dt/p = the set of clauses in P with pin the head. 
Def = 

1. Vx ~p(x) 

2_ Del,,= (r(t, I - ti•, : , = 1. .• L} -t, !} 
Vx(p(x) - V~., 3((x = t,) A~•,)) 

where 

(a) x,t, ue 1uples. with 1he proper arity, of Vilriilbles ((r, ..... .r...,)) ilnd terms 
((la,, .. .. /..,,)), respectively; 

(b) X = t, Slilnds for x, =,,,I\ ... I\ rm = l,n,; 
(c) the s.cope of th• existential quantifier is the v~,i~bles occurring in the bodies 

of the cliluses in Def,. ; 
(d) ,/,, ilre (possibly empty) conjunctions of literills ; and 
(e) the connective - stilnds for equivalence. 

- Axioms: 

1. equillity axioms (Men87] : 

(a) Vx(x = x) (reflexivity), 
(b) x 1 = r 2 - (C(r,, .c,) - C(r 1 , r1 )) (substitutivity) 

where :,:,.c 1 .x2 ue variables. C(r 1,r 1 I is a clause ilnd C(r 1,r,l is the same 
cliluse with some (but not necessilrify illl) occurrences of r, replaced by r, ; 

2. l(x) -f, r for each term in which :r occurs . 

Fig.1. CompleLion Carnp(P) of program 1' 

The 1emant1c model of a progr11m P is defined in lcrms of its complclion 
Comp(P) . The domain of Comp(P) consists of Lhc non-e111ply scl U of const.ants 
occurring in P. Tlie interpN'ta1.ion of a predicate p E Prp is a funclion f(p) : 

3 an expre!l.•ion i~ a lerm. a liti,ml or a cla11,-,• 
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un - ( T, .L} wherP n i11 I ht! 11rity of p, T sl.11ncl11 for "I.rut'" and .L 11t11nds for 
"false" . The interpretation of the equality and the truth t11bles of the connectives 
occurring in Comp(P) are defined as usual (see, for example, (l\1en87}). Any 
interpretation that takes every expression occurring in Comp(P) to the value T 
is a model of P. 

Now it is possible lo introduce an inference procedure for this language. The 
procedure is SLDNF4. First we must introduce some not11lion. In what follows: 

- 'f'i are literals; 

- p;, q; are positive literals; 
- g; are positive ground literals; 
- 6;, ,J,; are (possibly empty) conjunclions of literals; 
- tT, ir are substitutions; 
- R 11t11ncls for "rel.urns": 1/•R<r hold11 HT Si,DNF 1111cceeds on ,j, with the sub-

stitution "as an answer, in which case we say that IJ, belongs to the s11cces1 
,ct R of the program; 

- F stands for "fails": IJ,F holds HT SLDNF fails, in which c11Se we s11y that t/, 
belongs to the finite failure ,tt F of the program; 

- lnir :o11.11nds for I he empty q11P-ry rl1111se; 
- :,c.s stands for the ident.il y suhsl.it.ul.ion . 

The procedure i11 clefined hy the inductive rules prt'Sl'nled in figure 2. 

Fig. 2. SLDNF 

' SLDNF alands for Linear Resolution with a Selection Rule for Definite Cl1111ses, 
extended with Negatinn hy Finite f:ul11re . "f.ineu• inclical~ lhat <'ach inference 
step usco lhe m011l-reccntly r~lved clause as an input, "sdection rule" indicates the 
use of 50me fixed rule In M"lect the other inputs of each inference, "definite clauses" 
defines 1.l,e cl1Lu or clause,, initially lrllCtllble by the proecdure (a definite clause is 
a normal rla.uSf' in whid1 .. 11 lil.rral• are pn•ilive), and "nr1t11linn by finire failure~ 
indicale• rhat lhc-~r dau..-• arr r,1.-11.tr.l In accnrmnntlalr nrp;lllion • rcsulring in 
whlll wr ""' callin~ nnrmal dau..-,. au,I 11,ar nrgalinn is intrrprl'lr.l in 1he ~pecific 
way prrs,•ntNI in the follmvi1111: pM.lll;UJlh• 
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In (Apt87) we hiwe that SLDN F is &ou11d, i.e. that given a query I/' and a 
program P, if (using our notation) 11'[lu then Comp(P) t= 1/•<1, and ir t/•f lhrn 
Comp{P) F -.ip, where Comp(P) FI/> means that I/> is a semantic consequence 
of Comp(P) . A comp/den cu result can be found in (Kun8!l]: for I he classes 
of programs and queries considered in our work (actually, [l,un8!l] 1rc111s more 
general classes of programs and q1wri<'s, allowing e .g. cycks an<I fnn<"I ions), if 
Comp(P) I= ?J,u then t/illu, and if Comp(P) I= -.t/J then 11•F. This ddin"5 a rich 
subset of first-order logic wit.h a computationally efficient inforcnce procedure 
and a formally specified declarative semantics. 

3 A Language to Reason with Fuzzy Predicates 

The relationship het.Wf'l'n fuzzy logics ancl the rf'solution principle is wl'll rst.ah­
lished. Since (Lee72), one of the pionrcring works in I.he area, s<'veral proposals 
have been made, aiming at. richer languagrs in resprrt of hot h the logical 11ml 
the fuzzy relations supported. 

In (Lee72) the language is limited to definilr cla11.,rs [Ap187, llog90] a/lnwrng 
fuz:g predicates with tn.th-1111/llts 11/wny., grralcr than 0.~ . The St!m11nt.ics of 
the relevant connectives is definrd according t.o Zadrh 's triangul,H norms and 
conorms and resolution is extended to propagate truth-values in a way that 
is sound and complet.e wit.h respP.cl to t.hf' llcrhrand intrrprr1111 ion of srt.s of 
clauses. Several implementations based on (Lee72) have been proposed, e.g. the 
ones described in (flin86, IK85, Orc89) . 

!\fore recent developments [Fit88, fit!JO, l.:S01, Sha83, vE86) have focused 
on fixpoint semantics. either working wilh definite progr,.ms or Approad,i11g the 
definition or neg11tion by means ot.hl'r than finite failure. We adopt negation 
by finite failure in this work, in ordrr 10 hav<' the morr ron\'rntional languag.-s 
which are ba.~d on this principle (e.g. pure PROI.OG) 11S proper snhsct.s of 
our language. This choice is corroborat.ed by the results found in [Tur8!), CL89, 
Fit85, Kun87, Kun80, KunOO], whirh dt:'lPrmine large class<'S of normal programs 
with a well-drfinf'd df'darative Sl'manl.irA. 

In what follows we introduce a language Lo deal with fuzzy predicates. first 
we present t.he lang1111ge, thl'n it$ model t.hcory and inference proc.-dure. 

Fuzzy predicates can be defined by analogy with the concept of fuzzy sets. 
The interpretation of predirates c11n he gencrali1.cd to a funrtion /(p) : /!n -
(0, I), with the extreme values corresponding t.o the previous v11lucs T and .l. 
(namely, T = I and .l. = 0). This funct.ion can he construed a!1 a fu1.1.y member­
ship function and the logiclll connectives can he int.crprei.ed !IS fuzzy sd oper11tors 
- '-.' corrf'llponding to <'omplrmrntation. •v' rorrrsporuling to union.'/\' rorrr­
sponding to intersection, llnd •-' corrr,;ponding 1.0 s,,t-P.quiv11lrnrP. Int uit.i\'rly, 
the semantics of a closed formull\ becomes a ",fogree of trut.h~, mt.her than sim­
ply one value out of {T, .l.). Let T denote this \·alue and 7( 11•, r) st11te that "the 

) the limitations on the t_vpcs or clau!«'S and ranl',e or lrul h-valucs arc contlitions im­
~ to oht11in ,oouncin~~ for th<' ~perifir ,..,...,lulion pro,-f'llnrl' rmployrcl in [l.r<'72) 
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truth-degree or ijJ is r". This e,·aluation can be m11de operat.ion11l using an tr• 

tended SLDNF (e-SLDN F) procPdure, t.o he rr.h1tPcl lot.hr modrl or 11n e:rtendrd 
completion of a program P ( t-Comp( P)) . We assume t.hat the ,in ii clauses ( and 

only them) in the program exprl'll.'I trut.h-degrN'fl, t.h11t is, unit c:la11se11 are of the 

form 7(p, r), where r > 0.8 

The extended completion of a program P ( e-Comp (P)) is defined as presented 

in figure 3. 
Two classes of rormulae can be identified in e-Comr(P): 

- 1nit formulae, generated by rule 1 or from the unit clauses occurring in P; 

and 
- tq11i11alcnce formulae, i.e. the remaining ones, all or them containing the 

connerli\·c - . 

The connrrt.ivNl occurring in r-Conrp( P) 11re intrrprr.t . .,d 11ccording lo the 

truth-functions clelinecl below: 

As.~uming t.h11t : 

- 7(6, r,). and 
- 7(1/!, r;,) 

We have that: 

- 7((6Att•),r)=>r=min(r,,rw} 
- 7((li Vt/,), r) => r = mar.(r,, r.,} 
- 7((~1i), r) => r = I - TA 

{ 
T((li - v•), 1 > ⇒ TA = rv. 

- 7((6 - I/•), 0) ⇒ Ti 'f T,i, 

The complr.1.ion of a rnnvent.ional program defines II unique model for the 

program. For Lhe extended completion lo do t.he sM11e, 11 necessary condition is 

t.o fix the lrut.h-valncs for the unit clm1sr.,i occurring i11 P ,,s v11lucs greater than 

O. This condition is also sufficient, as all the other formulae in e-Comp( P) • i.e . 

the equiv11lence formulae and the unit formulae generated by rule I - must have 

truth-values equal to I in the model of the program. 
A moclrl for II program conr.aining fuzzy predicates is any interpretation for 

which every expression '-fl occurring in e-Comp( P) hM II truth-value r > 0. 

Our notation for logic progr11m~ 11nd t.hc r-SlDNF procc-durc is ha.~ically the 

not11tion u~d in figure 2, with the following 11llrr11t.ion~: 

- n• st.ands for "rel.urns wit.h II t.rut.h-v::ilue grc-::it.er t.h11n o- : lb R• (111 r) holds 

ifT e-SlDN F Sll<'<"eed~. 11 .... ~igning 11 1.ru t.h-v11l11e r t.o v•, with lhe ~11b!ltih1tion 

u Ill! 1111 answer; 

• lhe restrictions on how to drclue truth-degrees are impOAed to avoid &mhiguity, 

redundancy and conRicting declarations. The language pr.,,..,nled here is monotonic 

and docs 11ot contAin mechAnisms lo resolve lr11th-de11rces if tbcy arc declared for 

unit clau"" as well u larger con~trucls (e.g. generAI normal clAuscs) 
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- Rules: 

l Def,= \1 
· Vx[1(-.p(x ,l)j 

2 Def,= (p(t,) - t/•,: i = l. ... . k) 'f {I 
· Vx[T(p(x) , r) - mu{r, ; (x = t , l ,\ [(,,, ~ {) i\ T(f,. r, )) 

V('1, = {} ,\ T(p(t, ), r,))]} = r) 
where · 

(a) Def, is the set of clauses in P with p in the head : 
(b) X, t, are tuples of variables ((z,, ... ,z.,,)) and terms ((1 1, , .•. , /,.,.)). respec-

tively ; 
(c) x = t, stands for z 1 = 11, /\ ... /\ Zm = Im,; 
(d) "' are (possibly empty) conjunctions of literals ; 
(e} the connective - stands for equivalence. 

- Axioms: 

• same as in figure 1. 

Fig. 3, Extended completion of P 

- F' stands for "fails": t!·F' holcls iO" e-SlDNF fails, implying t.he assignment 
of a truth-value r = 0 lo tJ• . 

t-SLDNF is defined inductively as present.eel in figure 4. 
The intuition underlying the definitions or e-Comp(P) and t-SLDNF is that 

we need the truth-degrees declared in the nnit clauses in a program P •trans­
rerred" to the heads of the cl1111scs in P in " consislenl way. Central to these 
definitions is the notion of completed database, which makes it possible to define 
the truth-degrees to he Mtransfc-rred" as unique. 

One feature of the way t.he language is formali1.rd is that it. ran hr pro­
grammed 

as a PROLOG meta-interpret.er almost litrrally, i.e . we ran identify a I.Nm, 
predicate and clause in the PR.01.0C implemcntat.ion ll'ith each t.c rm, prcdicat.e 
and clause in the language in an a)mo.-;t immediate way. Unforu111ately, this 
implementation is not very efficient, as it requires thl' cxham•I h ·c /\4,arch of all 
possible ways or achieving all solutions for 1my query to select t.hc appropriat.c 

Ii truth-value. 

). 

• 2 . 

3. 

4. 

The implementation can be presented as follows (adapted from [C<1S92]l : 
Given a proi1ram P and a qncery T( c•, r) : 

a,;suml! thai i• = ( :,,, 6) , where :,, is a lilcral anJ 6 is a query clause ( nol ice I hat 
:,, = ('r', lru~)) . 
solvl! T(:,,, r..,), rcsnllinl! l!ilher :,, a• (11 •• , r.,) or.;, F• . 
ir..., F" then return .., F•. 
ir.,, R" (a., , r,.,) thl!n l'Oh·e T(611 .,, r, ), rN<nltin~ <-ii hr. r ~ n• (11 •• 11,. r, I or 6a,. F" . 
ir 611.., F· lhrn rrtnrn r• F• . 
if 6 n• (a.,a,,r,) 1hrn r,·lurn ,, Jl• , .. ., ,, • • ,., ... {r,..,r,}1 -
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1. tr11~ fl' (ye.,, I) 

{ 

r,: (p, - \'•,),u, = mgu(q,p,), } 

( 6
) (,, .. ~)a,R•(,r,,r,)v11,=mgu(q,p,), 

q, 'm,u: (6)<7; n• ( "•· r:), T((p, )u,. r:'), = r 
min{r:, r:'}::::: r, 

2· (a) {q, 6) n· (ar,r) 
where 11r is the substitution that generates r and the ,J•, are non-empty conjunc­

tions. 

(
b) (-g.6),g R' (ye.,,r'),r' < 1,6 R• (u,r"),min{(l - r'),r"} = r 

(-g,6)R'(u,r) 

3 
-g,6),gF•,6n•(a,T 

· ..... g, b) fl (.,., rl 
(q. 6), -3!,, - v·J: 3mg11(q. p) 

4· (a) (q,6)F' 

(b} (q. 6),V(p, - ,,,J: 3a = mr(q, p,) => (_.,, 6)a F" 
{q, ~) ► 

S (-9,6),gR•(yc~.I) 
. ( ..... g,6J f' 

Fig. 4. e-SLDNF 

To ...,Jve T(,;,, r,..): 

I. iC ... = lr11tc I h<'n rel urn fr11r fl' (.v~-•. I). 

2. ir .., = ro•il i"c literal q I hen r.n<l the collcclion C or all exrrcs<inns E i" P such 

Lhal 

(a) E = p, - I/>; and 311, = mgu{q, p,) and T(t/>,u;, r,), or 

(b) E = T(p,. r,) and 3u; = mgv(q, p, ). 

ir C = (} lhen rclnrn q F'. Olhcrwise 

sclccl rrom C lhe index J such lhal r, = mn~c(r,) and relurn q n• (a,, r,). 

3. iC.., = nega1ive gronn<l literal -g lhcn .olve T(g, r,). 

iC g F' I hen rclnrn ....,g fl• (11r .,, I). 

iC g n· (,,,, ,1 thrn f<'lllrn ..... _qF'. 

if g R' (r, 0 , r 1 ), r 9 < I lhcn rct.nrn ..... g fl' (<7,, I - r,). 

One prn1.~ihle WRY t.o improve t.hc runtime performance or Lhi11 system is by 
avoi,lin,; I.he rxh:u1st.ivr srarch or all paths lo 11II sol11tiom1 for R quC'ry. To do I.his. 

the system must ignore intermediate <omp11t.at.ion11 tlrnt no longer will affect the 

selection or the appropril\t.e truth-value. 

In order t.o avoid lhcse redundant. or unneca,;ary calculat.ions, we apply two 

classical program optimization t.crhnicp11•s, rCl!pcclively so/11/1on cnchrng Rnd o-/J 

1Ir11nm9. 

In the following sr<t.ion, WC' C'Xplor,• thr :ipplirnhility or 1.lw1<r. two t.t>chniq11cs 

to the mct.a-in1.cr11r<'IPr in ordrr t.o impro\'e i1.s ,•ffirirnry in timr. • 
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4 Optimization Strategies for Fuzzy Reasoning 

As mentioned above, I.he two opt.imization t.erhniques we explore are sohdion 
caching and o-{J pruning. 

4.1 Solution Caching 

The solution caching strategy can be described as "storing conclusions found 
during an evaluation process in a way that allows the system to reuse these 
conclusions to answer subsequent queries". 

When the evaluation of a clause is required in different point.s of a program, 
a subtree is generated repeatedly to rl'SOlve a query. If this generntion is com­
putationally costly, it can be worthwhile to store the result of its evaluation the 
first time it is general.eel in order t.o avoid it.s recalculat.ion . 

Unfort.unat.,.ly, storing and rl'calling valuPs also imply in comput.ational cost~. 
The trade-off is advantageous only when these costs are smaller than the cost.s 
or generating repeatedly the subtrees which evaluation is being stored. 

So, the improvements on efficiency by applying solution caching depend on 
the ch11racterii1tics of specific progr11m11. It may not be useful al50 when queries 
are not repeated a considerably large number of times during resolution. 

4.2 a.-J3 Pruning 

The O•/J pruning strategy ll'M originally proposed to inrrl'a.-.e efficirncy of search 
processes in game trees without. loss of informal.ion [Pe118'1). lll're, it is employed 
to guide query evaluation. 

The key idea is that some operations ran he simplified in I.hr. evaluation 
procedure whenever I\ \'l\lue is select.cd from II partially ordrrl'd set. of alt.rrnat.ives 
and the choice is made based on this partial order. 

When computing a collection or expressions, some values are generated and 
immediat.ely discarded, since only the mAximum value in t.his collection is used 
for forther calculations. Similarly, when computing a conjuctive query, only t.he 
minimum value obt.ained is used. 

The idea is to avoid unnecessary comput11t.ions. We do not have to generate 
the truth-values for all elements of a collection of expressions if we can generate 
one value and verify that no other v11lu<' c11n he great.er than it. An11logously, ,ve 
do not have to generate the t.ruth-valurs for ead1 r.onjnnrt in a qurry if we can 
generate one value and VPrify that no at.her conjunct can produce 11 smaller one. 
The o-/J pruning trrhniqne trirs t.o verify these condit.ion~. 

llowever, this strat.egy c11n be t.ot111ly inrlfective dPpending on t.he order in 
which clauses are selected for unification. So, the improvements on efficiency 
obtained by applying it also depend on the characteristics or specific programs. 

Generally spe11king, we can expe<'.t an improvement on the average runtime 
behavior of the system after we employ thrse opt.imization st.rl\tl'giC'S, 11lt.hough 
not much can be gu11rant.l'Ccl ahont. thrir rffl'cl on t.he hrl111vior oft.he system for 
specific programs. 
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In the following section, we detail some experimental rcsulls we have obtained 
from using solution caching and o-{J pruning to evaluate fuzzy query clauses. 

5 An Efficient Language to Reason with Fuzzy Predicates 

In order lo ohtain an efficPnt limguage lo rea.'IOn with fuzzy predicates, we base 
on the PROI.OG metll-int.erpreter de11cribed in 11ection 3 1rnrl 11pply the explorerl 
optimization strategies to this implementation. 

We have built three PROLOG programs, implementing: 

- the"non-optimized" meta-interpreter; 
- the interpret.er employing the solution c:ac:hing strategy; 
- the interpret.er employing hoth n-/J pruning and so/11/ion caching strategies. 

In what follows we present an efficient language to deal with fozzy predi­
cates including both optimization strategies. We also present some experimental 
results ba.1ed on representative examples of its use. 

5.1 Tho Optimiimd Sy11tmn 

llere we prc,,cnt the lang,u1ge ohtained by employing both optimi,:ation strategies 
to the meta-int.erprPl.er. lt,11 implementation can be dcscrihc<l 1u1 follows (adapted 
from (CdS92]): 

Given • program P and a. query 7(f, r): 

1. assume lhllt f = (,,:,, 6), \Yhcre,,:, is a lileral and 6 is a query clause. 
2. solve 7(,,:,, r.,), rc,iulting either,,:, n• (11.,, r.,) or,,:, F". 

ir ,,:, F 0 then return f F". 
3. ir,,:, R" (o.,, r.,) then solve o7(6o.,, t,). 

ir t, ~ r., then return "1 R" (o.,, r.,). Other\Yioe 
4. solve 7(60.,, r,), rc,111lling either 6 R0 (11.,11,, r,) or 60~ F•. 

ir 60., F• lhen return "° F•. 
5. ir 6 R• (o.,'0'1, r,) I hen return t/• R0 (o.,o•, min ( r.,, r, }). 

To solve 7(,,:,, r.,): 

I. if,,:, = lr1ui then return lrur n• (l/1!~, I). 
2. ir,;, = positivf' litl'rlll q thPn 

(a) if ,,:, = ground lilcrlll and there is one previously 1tored expression E ia P of 
lhe form 7m(q, r•) then return ,;, fl" (11u, ... ). Otherwise 

(b) find one expres..~ion £ in P such lhat 

i. E = p, - f, and 3o; = mgu(q, p,) and 7( ;,;o,. r.), or 
ii. E = T(p;, r,) and 3o; = mgu( q, p, ). 

ir there is no such Ethen return 9 F•. Otherwioe solve fJ7(,,:,, f.,). 
if t., $ r; then slore in P the expression Tm(,,:,o,. r,) and return,,:, R• (o,, r,). 
Otherwise find another l'xprc,i~ion E ••it-h the nme conditions And iterate the 
proc:r.,111111. 
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3. i£ <;, = negative ground literal -.g then solve T(g, r,). 
if, F" then return ..,, n· (l/U, I). 
if g Ir (11,, I) then return -.gf'. 
if g R" (11,, r,), r, < I then return -.g n• (O',, I - r1). 

To solve oT(t/•, r): similar to T(t/•, r), replacing T(<;,, r.,) by oT(<;,, r..,) . 

To solve oT(<;,, r.,): 

1. if<;,= lr•e then return lrne R• (ye,, I). 
2. if<;, == J)O!'itive litcriJ q lhen fin cl one expre!t~ion E in P 5uch I h:\t 

(a) E = p, - ,j,, and 30', = m,,1,(q,p,) :\nd T(f,O'., r,), or 
(b) E=T(p.,r,)aud311,=mg11(q,p,). 
if lhere is no such £ I hen rel urn q F'. Other wise return r, . 

3. if<;,= neg:\tive ground literal ""9 then solve T(g, r,). 
if g F• then r<'lurn r., = I. 
if g R' (n,, l) tl,c,11 return -.yf". 
i[ g fl' (n,, r,} . r, < I !hen r<'llun r.,, = I - r, . 
To solve {JT(t/J, r) : 

1. assume that t/, = (<;, , 6), where<;, is a literal and 6 is a query clause. 
2. solve T(,p, r..,), ll$11lling either ,p n• (11.,, r..,) or.,, F• . 

ir <;, F' then return v, F' . Othenvise return r.., . 
To solve /JT(<;,, r,,): 5imila.r lo T(,p, r.,). replacing T( . .. ) hy PT( ... ) 

5.2 Expcl'inmntnl Rc,~nlh 

In order lo verify I he clfcct.i,·cncs.q of t.hc ort.imizalion slrat.egics applied lo the 
mell\-int.erprc t.,,. wr ,lrvrlop an ••rnpiri.-111 co111par11t.ive 1111alysis of lhe syst.em 
runtime efficiency. 

For this analysis we consider the availahle PROLOG programs. Pl corre­
sponds to the "non-optimized" language, P'l corresponds to the version includ­
ing solution cachi11g, and PJ corresponds I.a lhe version comhining hath .10/uhon 
cach ing and o-11 pr11n i11g. 

To compare t.he rfficiency in time or t.l1P. 11hove impl('ment11t.ions. wP use rrp­
resenlaLive ex11mrlcs or Lwo t.ypcs, hcncl'forth callrd Ak 11ncl nk, k = I. .... 10. in 
which respectively "' - fJ pr11n,ng i.• 11nd i.• no/ rlTul i""· 

We assume I.hat the and/or r=lntion lrN'S 11re grnrr:ikd ,lrpth-lirsl and 
left-to-right. 

The Ak/ Bk-examplr:o; 11re present.eel 11s follow,;: 
Examplrs Al., : 
Al: 
11o(X) : -11,(X).02(.\'),11,(X) . 
113(X): -111(X). 
111(X) : -a,(.\'). 
a,(X): -a,( X)_ 
111(X) : -11,(.\') . 
ns( .\') : -n,( .\' ) . 

T(aa(n),0.1) . 
T(a,(11),0.9}. 
T(a,(n}, 0.2) . 

1:1 



( ... ) 

AIO: 
ao(X): -11i(X), 02(.\'), 11,(X). 7(01 (o), 0.1). 
03(X): -112(.\'). 7(04(0),0.9). 
02(X): -04(X). 7(111(0),0.I). 

02(X): -11,(X). 
02(X): -01(X). 7(ou(o), 0.1) . 
.. (X): -o1(X). 7(011(0),0.9). 
a,(X): -111(X),oe(X),11,(X). 7(11.,(11),0.2). 
o,(X): -11,(X). 

a .. {X): -a .. (X). 
11 .. (X): -11.,(X). 
11,a(X): -11,0(.\"). 
ooo(X): -c,,,(X). 

Examples nk: 
DI: 
ao(X): -111 (X), 112(X), 03(.\"). 7(11,(11), 0.1). 
•2(X): -11,(X). 7(11,(11),0.9). 
01(X): -114(,\"), 7(114(0),0.:?). 
a,(X): -a,(.\"). 
aa(.\"): -ne(X). 
a,(.\"): -n,(.\"). 

( ... ) 

BIO: 
ao(.\"): -n,(.\"),112(X),113(.\"). 7(11,(11),0.J). 
112(X): -a,(.\'). 7(os(a), 0.9). 
a,(X): -04(X). 7(11,(n),O.l). 

a1(X): -a,(X). 
oi(X): -na(X). 7(o,r(o),0.1). 
o,(X): -n4(X). 7(1100(11), 0.9). 
04(.\"): -111(.\'),o.(X),n~(X). 7(o,a(a),0.2). 
aa(X): -11,(X). 

a .. (X): -a .. (X). 
11u(X): -n,,(X). 
o,,(.\"): -1100(.\'). 
o,,()q: -n,a(X J. 

Based on the;o;e examples, we obtain the execution times for programs Pl, 
P2 and P3 to solve query a0(a)7, as presented in tables I and 2 and figures 5 

7 the experiments IYere run using SJCSlus PROLOG on SPARC 1Yorkslalions. The 
execution limes are prcsenled in milli..ccond~. 



and 6. 

Pl P2 P3 
Al 70 10 30 
/\2 2300 70 60 
A3 8H20 110 90 
A4 - 110 120 
AS - 180 150 
A6 - 220 180 
A7 - 250 210 
AS 280 210 
A9 - 320 260 
Ato - 360 2!l0 

Table 1. Experimenta.l Results - Execution Times for Rc!'<lh•ing i\k-cxarnplcs (msecs) 

f'I f'2 /'3 
DI 110 50 60 
112 7050 80 110 
DJ 52!li09 120 150 
81 - 160 190 
ll5 - 200 250 
116 '.!10 ·290 
87 - 2i0 310 
!JS - .110 .no 
119 3-10 110 
BIO - :no HO 

Tnblc 2. E:,c(>('rimrnta.l n.,,.1111- - F.xecruion Tim..,. for R"""1vin11 llk-t-xa.mpl<'tl (msecs) 

Both Ak and Bk-examples show positive rt"!ults for the implement.at. ion em­
ploying soilllio11 carh111g ( P2). The program still make!i an exhirnst.h·r search or 
all paths to all solutions, but it docs not have! lo rcc11lc11late tire I. rut h-value or 
a ground query once iL is already store.I. 

The Ak-examplrs are also p()!;itiw• with rrsprct r.o t.hfe implrmrntation rm­
ploying bot.h strnt cgics ( /l3) . Th<' or<lrr in which cl.r11sr11 IHf' :o;rlrrlrd for uni­
fication is suit.ahle for rhr o-d pr,1111119 slr.rtrgy. Th is .!ors nor nrrrrr for rite 
B-exarnplcs, for which this slral<'gy is f.otally indTrcri vc. 
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Fig. O. ExpcrimcnLa.l RcsulLa - Execution Times ror Resolving Ok-examples (mtcc11) 

6 Discussion and Conclusions 

In this paper we have discussed the problem or efficient reasoning with fuzzy 
predicates. As the experimental results presented have shown, this is a very 
relevant problem ir we are in1.cre5t.ed in builtling practic11I applirnt.ions or ruzzy 
reasoning, since great improvements in performance wl're l\chieved employing 
rather simple optimization tf'<'hniq11N1. 

"SorLwftrc engineering for logic programming"' is a rrsrarrh area at its inrancy 
as yet (sec e .g. (KMN93J for a rc-r<'nt rdrrcnce in I.his suhjert), what to say 
"sonware l"nginccring for /11::11 logic progr11mming" . \\'c c-xpect this paper to 
be the first or m11ny lo come l"xploring the is.~ue or complcxil.y or automated 
deduction for logic progr11ms with runy predicates. 

In our future work, we pl11n to derive analytic bo11nd11 for the complexity oft• 
SLDNF resolution strategies, and vcriry the rcaltions between our experimental 
results and those bounds. 

Acknowledgements: the first author is partially impport.cd hy FAPESP 
gr11nt 93/0(103-01. and CNPq grnnt. :\000-11/93-'1. The second author is p11rtially 
supported hy CNPq ,;rirnt l 12'125/92-!i. 
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