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Abstract

We present multiplicity results for mass constrained Allen—Cahn equations on a Rie-
mannian manifold with boundary, considering both Neumann and Dirichlet conditions.
These results hold under the assumptions of small mass constraint and small diffu-
sion parameter. We obtain lower bounds on the number of solutions according to
the Lusternik—Schnirelmann category of the manifold in case of Dirichlet boundary
conditions and of its boundary in the case of Neumann boundary conditions. Under
generic non-degeneracy assumptions on the solutions, we obtain stronger results based
on Morse inequalities. Our approach combines topological and variational methods
with tools from Geometric Measure Theory.
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1 Introduction

Let (M, g) be a smooth, compact n—dimensional Riemannian manifold with boundary,
forn > 2. Let W € CEOC(R, [0, +00)) a double-well potential such that W=1(0) =
{0, 1}. For fixed ¢, m > 0, consider the following Allen—Cahn type equations with a

mass constraint:

1
—&Auem + W (e m) = hem, onM,
Sy emdvg =m,

(1.1)

where the unknown parameter A, ,, € R is a Lagrange multiplier related to the mass
constraint f  He.mdvg = m. We study (1.1) under both Neumann and Dirichlet bound-
ary conditions, which leads respectively to the two following problems:

—&Augm + %W,(ua,m) = Ae;ms ONM,
fM Ugm =M, (1.2)

Qe m __
T = 0, on oM,

wherev e TM |3 M is the unit inner normal vector to dM in M, and

—&Augm + W Uem) = Aen, oD M,

S ttem = m, (1.3)
uem =0, on oM.
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A straightforward computation shows that solutions of the Neumann problem (1.2)
can be found among the critical points of the functional

(R 1
Ee(u):= /M (8 > + 8W(u)> dvyg,

in the function space
Hyp:= {u e H'(M,R) : f udvy = m} ,
M
while critical points of the restriction of & to the subspace

Hom,0:= {u € Hj(M,R) : / udv, :m} ,
M

are solutions of the Dirichlet problem (1.3).

The functional &, is widely used in the modelling of phase transition phenomena.
For small ¢ > O, critical points of & in H,, and H,, o develop transition layers
whose profiles are close to solutions of isoperimetric-type problems. This link was first
noticed (in the minimizing case, using the ideas of I'-convergence) in the seminal work
of Modica [42] in the case of Neumann boundary conditions and by Owen, Rubinstein
and Sternberg [46] in the case of Dirichlet boundary conditions. Extensions to arbitrary
critical points have been given by Hutchinson and Tonegawa [35]. Analogously, in the
absence of a mass constraint critical points of Allen—Cahn functionals are linked to
the min-max theory of minimal surfaces (and, more generally, submanifolds) which
was initiated by Almgren [3, 4] and improved later by Pitts [54]. This theory has
been object of an extensive study in the past years after the works of Marques and
Neves (e.g., [39, 40]). In particular, a min-max theory for isoperimetric-type surfaces
was developed by Zhou and Zhu [63]. As a consequence, there has been an increased
and renewed interest in the study of existence and multiplicity of critical points for
functionals of Allen—Cahn type and their asymptotic behavior as ¢ — 0, departing
from results of Gaspar and Guaraco [32, 33]. In the presence of a mass constraint,
first studies in this direction have been carried out in [15] in the case of manifolds
without boundary, while related vectorial problems have been recently studied in [6].
In a related direction, Bellettini and Wickramaseckera [10] studied the existence of
solutions for a more general equation of Allen—Cahn-type associated to surfaces of
prescribed mean curvature.

The purpose of this paper is to extend the main results of [15] to the case of man-
ifolds with boundary. More precisely, we establish lower bounds on the number of
solutions for (1.2) and (1.3) in terms of certain topological invariants of the underlying
manifold. These lower bounds hold true for values of the parameters & and m which
are relatively small. We believe that these results on manifolds with boundary are of
interest because they include the case of Euclidean domains in R" (the one origi-
nally considered in classical works such as [42, 46]), which is left out in the setting
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of manifolds without boundary. Moreover, they require a fine understanding of rel-
ative isoperimetric-type problems for small volumes on Riemannian manifolds with
boundary, which actually depend heavily on the boundary conditions (Dirichlet or
Neumann) that are imposed. Overall, significant differences appear when one moves
from the setting without boundary to the setting with boundary.

In order to state and prove our main results, we consider the following typical
assumptions on the potential W:

(H1). The wells are non-degenerate global minimizers, i.e. W”(0), W”(1) > 0.
(H2). The potential W is coercive, i.e. there exist R > 0 and @ > 0 such that

W (wu > alul?, if |u] > R.

(H3). The potential W has subcritical growth at infinity, i.e. there exist p € [2, 2*),
o’ > 0and R’ > 0 such that

W ()| < o'|ulP~?,  if ju] > R'.

Here 2* denotes the critical Sobolev exponent, i.e. 2* = 2n/(n — 2) if n > 3
and 2* = 4ooif n = 2.

Forn = 2, 3, a standard example of function W : R — [0, +o00) satisfying (H1), (H2)
and (H3) is the quartic potential:

W, (u) = uz(u — 1)2.

We will denote by & , the restriction of &, to H,,, and by ?egm the restriction to
Hom.0, that is

Eg,mzzc‘:g‘Hm and ?g,m:=Eg|HM.

Our multiplicity results for critical points of & ,, and Es, m are established in term
of certain topological invariants of M and d M that we quickly recall here, referring
for instance to Benci [11] for more details on definitions. Given a topological space
X, denote by cat(X) its Lusternik—Schnirelmann category, i.e. the smallest number
of sets, open and contractible in X, needed to cover X (cat(X) = +oo in case such
number does not exist). Denote moreover by & (X) the sum of the Betti numbers of
X or, equivalently, the value at 1 of the Poincaré polynomial of X. Following [11],
here the Betti numbers are taken with coefficients in Z,.

The main results of the paper are the following ones.

Theorem A Assume that (H1), (H2) and (H3) hold. Then, there exists m* > O depend-
ing on M and g such that for all m € (0, m*) there exists €, c,, > 0 depending on
M and g as well such that for any ¢ € (0, &,,) the Neumann problem (1.2) has at
least cat(d M) solutions ug ,, with (g m) < cm and at least one solution vg ,, with
Ee(We.m) > cm. Moreover, if m and ¢ as above are such that all critical points of E;
are non-degenerate, then (1.2) has at least &1 (0 M) solutions ug m with E (Ug m) < Cm
and at least 221 (IM) — 1 solutions ve ,, with (Ve m) > Cm.
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Multiplicity results for mass constrained Allen-Cahn equations... 3483

Theorem B Assume that (H1), (H2) and (H3) hold. Then, there exists m* > 0
depending on M and g such that for allm € (0, m™) there exist &, ¢, > 0 depending
on M and g as well such that for any ¢ € (0, &,,) the Dirichlet problem (1.3) has at
least cat(M) solutions ug ,, with E(Ugm) < ¢ and, if cat(M) > 1, there exists at
least one solution vg , with E (Ve 1) > cm. Moreover, if m and € as above are such that
all critical points of gg,m are non-degenerate, then (1.3) has at least 1 (M) solutions
Ug.m With E¢(Ue.m) < ¢y and at least 1 (M) — 1 solutions ve m with E(Ve.m) > Cm.

In Sect. 5 we discuss some (essentially known) results which state that solutions of
(1.2) are non-degenerate in suitable generic situations. Roughly speaking, given the
Eq. (1.2), one can perform an arbitrary small perturbation of a key parameter (more
precisely, either the Riemannian metric or the boundary of the domain) so that the
resulting problem is such that all solutions are non-degenerate for a dense set of ¢ and
m. That is, the second parts of Theorems A and B, which are stronger than the first
ones, apply in almost all cases.

Remark 1.1 Notice that while the lower bound given in Theorem B for the Dirichlet
problem (1.3) is formulated in term of the topology of the whole of M (as in the case
without boundary), the lower bound on the number of solutions given by Theorem
A for the Neumann problem (1.2) depends solely on the topology of d M. This fact
is related to the different nature of the limiting isoperimetric-type problem linked to
each case in the m, ¢ — 0 asymptotics.

Remark 1.2 1t is easy to check that one always has cat(d M) > 1, as M is a closed
and compact manifold. However, this is not always true for M (consider, for instance,
a closed ball in R™).

Example 1.3 Let M be a closed ball in R”. Then we have cat(dM) = L (0M) = 2,
so that by Theorem A we have at least 3 solutions for the Neumann problem (1.2) (in
the appropriate parameter regime). In particular, we do not obtain a better result in the
non-degenerate case when M is a ball. As cat(M) = 1 and & (M) = 1, Theorem B
only guarantees the existence of one solution for the Dirichlet problem (1.3).

Example 1.4 The situation is different if we take M to be equal to an annulus in
R2. In this case, 9M is the union of two disjoint circles and this implies that
cat(dM) = P (dM) = 4, so Theorem A gives in general at least 5 solutions for the
Neumann problem (1.2), and at least 7 solutions in the non-degenerate case. Moreover,
ascat(M) = & (M) = 2, Theorem B ensures the existence of at least three solutions
for (1.3), with no improvement in the non-degenerate case.

Remark 1.5 The non-degeneracy assumption (H1) for the potential W is standard
and, moreover, generic in several suitable senses (see Sect. 5 for more details). The
coercivity assumption (H2) is also standard and guarantees that the I"-convergence
results for the energies (&) holds, see, e.g., Fonseca and Tartar [31], Owen, Rubinstein
and Sternberg [46] (in the Euclidean case).

Regarding the assumption (H3), it is of more technical nature but also standard in
variational problems concerning nonlinear elliptic PDEs or differential geometry. It
ensures that these problems are compact or, more precisely, that both & ,,, and 35, m
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satisfy the Palais—Smale condition. As we prove in Sect. 6, it is possible to drop (H3)
and obtain some partial results. However, it is not clear to us whether Theorems A and
B still hold true if (H3) is dropped. Indeed, the coercivity assumption (H2) could be
used to construct suitable energy decreasing projections or truncation-type operators
in order to restore strong compactness of sublevel sets of &, but such projections or
operators would not respect in general the mass constraint. One could also wonder
about the validity of our result without the compactness assumption on the manifold
M. In any case, these questions, although interesting, go beyond the scope of this

paper.

Remark 1.6 Theorem A and Theorem B extend to vectorial double-well potentials
W : R¥ — R without substantial modifications on the proofs, as long as one assumes
that

W' {0}) = {ao, a1} and D*W (q;) is positive definite for i € {0, 1},
VW) -u>alul?® iflul >R,

for some positive quantities o« and R and
2 My | P—2 : /
ID"W@)| < a'|ul”"", if lul = R,

for some positive quantities &’ and R’ and for some p in [2, 2*). These assumptions
are the vectorial analogues of (H1), (H2) and (H3). For simplicity, we have chosen
to present the results for scalar potentials only. Nevertheless, as noticed in [6] (see
also the more recent work [26]) and also as discussed below, the extension to vectorial
potentials with three or more phases is not straightforward.

Our approach to prove Theorem A and Theorem B combines some topological and
variational methods with I"-convergence properties of £ and tools from Geometric
Measure Theory. Variational methods relating the multiplicity of solutions of an elliptic
problem with the topology of the underlying domain were already used in earlier works
by Benci, Cerami and Passaseo [12—14], see also Benci [11] and references therein.
The results contained in this paper are mainly inspired by the recent contribution [15],
where the manifold M is supposed to be closed and compact (cf. also the earlier result
[16]).

Roughly speaking, the idea of the proofs both here and in [15] consists on using
the I"-convergence properties of the functionals & ,, and Eg, m in order to show that
under small mass constraint and for ¢ > 0 small enough the sublevel sets

Eem={ueHy & W) <c} and gg’m:: {u € Hmo: &) < c}

are, for suitable ¢ > 0, homotopically equivalent to dM and M, respectively. The
topological complexity of the above sublevel sets is hence comparable to that of 0 M
and M, and we may apply the infinite-dimensional versions of Lusternik—Schnirelman
and Morse theories (see Palais [48, 49]) to establish the stated lower bounds on the
number of critical points.
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There are other results in related settings which are also obtained by similar strate-
gies. For instance, Jerrard and Sternberg [37] provided an abstract framework which
allows to use “critical points” (in a non-smooth sense) of a I'-limit functional in order
to prove existence of critical points for the I'-converging functionals when they are
“close” enough to the I'-limit. They applied this result to the 2D Allen—Cahn and
3D Ginzburg-Landau (with and without magnetic field) functionals. Improvements
of this abstract approach in the concrete setting of Ginzburg—Landau functionals on
manifolds without boundary have been made recently by Colinet, Jerrard and Stern-
berg [25] in 3D and by De Philippis and Pigati [51] in arbitrary dimension. Similar
ideas, but also using different methods, had been applied before by Pacard and Ritoré
[47] and Kowalczyk [38] in the Allen—Cahn setting. In the same spirit, Gaspar and
Guaraco [32, 33] proved that the number of solutions of the Allen—Cahn equation
(without volume constraint) in a closed manifold goes to infinity as ¢ — 0. Their
proof is restricted to even potentials, see also Passaseo [50]. By similar methods, Bel-
lettini and Wickramaseckera [10] proved existence of solutions for a more general
equation of Allen—Cahn type. Related results for the Ginzburg—Landau equations on
manifolds were obtained by Stern [58], and by Pigati and Stern [52] in the case with
magnetic field, see also [21, 22]. Moreover, earlier work of this type exists also in
the context of the 2D Ginzburg—Landau functional considered by Bethuel, Brezis and
Helein [17]. Almeida and Bethuel [1, 2] proved that there exists a lower bound on the
number of critical points according to the topological degree of the boundary data as
long as the perturbation parameter ¢ > 0 is small enough (see also Zhou and Zhou
[61] for improvements).

In our case, the I'-limit functionals related to &, and £, ,, correspond to different
isoperimetric-type problems on M in the small volume regime, for which there are
plenty of available results which provide a quite complete picture. In [20], Bérard and
Meyer showed that the isoperimetric profile of a n-dimensional compact and smooth
Riemannian manifold becomes comparable to the isoperimetric profile of R" as the
volume tends to zero. Morgan and Johnson [44] took one step further by proving that
solutions to the isoperimetric problem with small volume are close to small spheres,
so that their diameter tends to zero for vanishing volumes. More precisely, a result
in [45] implies that these spheres are exactly those centered at a point of maximal
scalar curvature (of the manifold), see also Druet [29]. Analogous results are available
in the setting of compact Riemannian manifolds with boundary (without taking the
boundary into account): Bayle and Rosales [9] proved the asymptotic equivalence
with the relative isoperimetric profile of the half-space and Fall [30] showed that
relative isoperimetric regions of small volume are close to half-spheres centered at
the boundary points of maximal mean curvature. Moreover, one might also consider
variants of the isoperimetric problem in which the boundary part of the manifold is also
taken into account, still obtaining an asymptotic equivalence with the isoperimetric
problem in R”.

One natural question concerns the extension of the results obtained in Theorem A
and Theorem B to systems of Allen—Cahn-type. It turns out that the main obstacle
for such extensions lies in the fine understanding of the resulting I"-limit problem. It
is known since the work of Baldo [8] that the I"-limit functional for vectorial multi-
well potentials corresponds to a minimization problem for the perimeter of clusters
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(with cardinality corresponding to the number of wells of the potential) under volume
constraints. These problems can be seen as vectorial versions of the isoperimetric
problem, and they are still poorly understood in the small volume regime. In particular,
as pointed out in [6], in the vectorial case it is not known in general whether the
diameters of the different cluster components of minimizers are uniformly controlled
by their respective volume, which is a crucial ingredient in our approach. However,
properties of that kind are available for clusters of three sets on the plane, allowing to
extend the results of [15] to the case of triple-well potentials on 2D closed manifolds
(see [6]). Further results is this direction have been obtained more recently in [26].
In a different direction, most of the recent results quoted above concerning the
existence of critical points of Allen—Cahn and Ginzburg—Landau functionals (e.g., [6,
10, 25, 32, 33, 51, 52, 58]) are proven in the setting of manifolds without boundary. It
is natural to wonder about their validity when one considers an underlying manifold
which has a non-empty boundary as we do in this paper. Moreover, not much is known
concerning Ginzburg—Landau functionals with a flux constraint on the vorticity, which
are naturally associated to a limiting isoperimetric-type problem in codimension 2. To
our knowledge, the only results in this direction were proven in [18] and by Chiron
[24], where they were applied to problems of existence of traveling waves for the
Gross—Pitaevskii equation. It is possible that these results could be extended to some
degree and then used to obtain multiplicity results in the spirit of the present paper.

2 Sketch of the proofs

In this section we outline the main ingredients used in the proofs of Theorems A
and B. We recall that a C! functional f on a Banach manifold 9 is said to satisfy
the Palais—Smale condition if every Palais—Smale sequence for f admits a converg-
ing subsequence, where (xx)xeN is a Palais—Smale sequence for f if (f(xx))keN 1S
bounded and (||d f (xx)|Dxren tends to 0 as n — oo. We shall notice here that given
x € 9N, the positive quantity ||d f(x)|| stands for the norm of d f(x) as an element
of (T,9N)*, the cotangent space of 91 at x. The Palais—Smale condition is a classical
and useful sufficient condition in critical point theory. When it holds one only needs
to detect a change of topology in the level sets of the functional in order to prove the
existence of critical points. The interested reader can find more details in [48, 49]. In
our case, the Palais—Smale condition is fulfilled:

Lemma 2.1 Assume that (H3) holds. Then, for all ¢ > 0 and m € R the functional
& is C% and satisfies the Palais—Smale condition on both 'H,, and 'H,, o. Moreover,
if ue.m € Hy is a critical point of E m, then there exists Ag , such that (Ue m, Ae.m)
solves (1.2) and if ug , € Hp o is a critical point ofa;,m, then there exists g, such
that (ug m, he.m) solves (1.3).

The proof of Lemma 2.1 is standard. In particular, compactness of the Palais—Smale
sequences for & follows from the compactness of M along with the subcritical behav-
ior of the potential provided by assumption (H3) (for more details see, for instance,
[15, Proposition 4.12]).
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According to the previous discussion, the proofs of Theorems A and B boil down
to determining changes of topology in the sublevel sets of the functionals & ,, and
E¢.m. To do this, we employ the so-called photography method, which allows to under-
stand some topological invariants of a sublevel of a functional through a homotopy
equivalence with another topological space for which these invariants are more easily
computable. More precisely, we will use an abstract result from [11, 13]. Before pro-
ceeding to the statement, let us recall some notions following [11, Chapter I]. Given
90 a C2-Hilbert manifold, f : M — R of class C* and u € 90 a critical point of f,
one can define the Hessian form of f at u, denoted by H y(u). Moreover, the latter
is a bilinear form on 7, (9). If 9 is an open subset of R", then Hy(u) is the usual
Hessian of f at u. The Morse index of u (as a critical point of f) is then defined as
the maximal dimension for which there exists a subspace of 7, (91) in which H 7 (u) is
negative definite. If there exists H~ @ H™ a splitting of T;,(901) along with a positive
constant v such that

Hy¢@w)[v, v] > vl[v|?, forallve HT
and
Hy(u)[v,v] < —v|[v)|?, forallve H,

then u is said to be non-degenerate. Finally, if u is isolated, then the multiplicity of u
is defined as the formal series

+00
D Be(feL N ED.

k=0

where ¢ ;= f(u), f€:={x e M: f(x) < c}and B (f€, f¢\ {x}) stands for the
k-th Betti number of the pair (f¢, f¢\ {x}) for all k € N. It can be then shown that
the multiplicity of non-degenerate critical points is well-defined and equal to one.
Recall that we are taking the Betti numbers relative to coefficients in Z,. However, as
mentioned in [11], analogous results could be obtained for other choices of fields of
coefficients.

Theorem C Let X be a topological space, M be a C*-Hilbert manifold, f: M — R
be a C'-functional. For ¢ € R, let € be the c-sublevel set of f as defined above.
Assume that

(E1) f is bounded below;

(E2) f satisfies the Palais—Smale condition;

(E3) There exists ¢ € R and two continuous maps Vg: X — fCand Vp: f¢ — X
such that Wy o Wg is homotopic to the identity map of X.

Then, the number of critical points in f€ is at least cat(X). If 9 is contractible and
cat(X) > 1, there is at least another critical point of f outside f€. Moreover, there
exists ¢y € (c, 00) such that one of the two following conditions holds:
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(1) f€ contains infinitely many critical points;
(i) f€ contains &\ (X) critical points and f\ f€ contains &1 (X) — 1 critical points
if counted with their multiplicity. More precisely, we have the following relation:

Z ) =t 2, (X) + [P, (X) — 1]+ (1 +1)O(1),
ueCrit(f)

where Crit( f) is the set of critical points of f, (u) is the Morse index of the solu-
tion u and Q(t) is a polynomial with nonnegative integer coefficients. In particular,
if all the critical points are non-degenerate, there are at least 221 (X) critical points
in f€and at least 21(X) — 1 critical points in 0\ f€.

Since &, is bounded below (as it is nonnegative) and satisfies the Palais—Smale
condition by Lemma 2.1, Theorem C implies Theorem A if we are able to show
that for all m and ¢ sufficiently small there exist ¢ > 0 and two continuous maps
Pem: dM — &, (the photography map) and B: & ,, — dM (the barycenter map)
suchthat BoP; ,,,: dM — 9 M is homotopic to the identity map. Similarly, Theorem B
will follow by showing the existence of two continuous maps P, : M — EZ . and
B: Eg m — M such that Bo P, ,: M — M is homotopic to the identity map of M.
Analogously to [15], the two main ingredients that allow to construct the maps Pe

and B are the following:

1. The I'-convergence, as ¢ — 07, of the energies & towards some form of isoperi-
metric problem, the latter depending one the chosen boundary condition. In the case
of Neumann boundary conditions, the I"-limit is the classical relative isoperimetric
problem, i.e., the boundary of M is not taken into account on the computation of
the perimeter. If one considers homogeneous Dirichlet boundary conditions, then
the I"-limit takes into account the perimeter intersecting the boundary d M.

2. The fact that the isoperimetric profile and the relative isoperimetric profile on
compact manifolds with boundary are asymptotic as m — 07 to the isoperimetric
profiles on the Euclidean space and half-space, respectively. As a consequence, for
sufficiently small volumes any “almost minimizer” (a concept that will be formally
defined later) of the relative isoperimetric problem concentrates almost its entire
volume around a point on the boundary of M.

For the isoperimetric problem, the same concentration phenomena occurs but for
points on M. See Fig. 1 for an explanatory picture.

Combining this two ingredients, we find that in the Neumann case any function that
belongs to the smallest sublevel £, that contains the image of the photography map
has almost all its mass in a geodesic ball centered in a point of d M. By composing with
the nearest point projection on 3 M, it follows that the barycenter map B: & ,, — oM
is well defined and continuous. In the Dirichlet case, we have that an almost minimizer
of EG, m has almost all its mass in a geodesic ball centered in a point of M, so that the
barycenter map B: £ — M is well defined and continuous. Conversely, one finds
the photography maps P, by constructing almost minimizers of & supported on
geodesic balls centered at arbitrary points of M in the Neumann case and of M in
the Dirichlet case.
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oM

Fig. 1 The filled regions represent an arbitrary almost minimizer of the relative isoperimetric problem
(left) and the isoperimetric problem (right). In the former case, most of the volume is concentrated inside a
half-ball (dotted line) centered at the boundary. In the latter case, concentration occurs around some point
of M. However, some of the volume might be away from these balls, but it is always a small portion of
the volume which can be controlled. In particular, half-balls and balls are almost minimizers of the relative
isoperimetric and isoperimetric problems, respectively

Remark 2.2 To apply Theorem C in the proof of Theorem A, one needs that cat(d M) >
1 and that H,, is contractible. Since these two conditions are always satisfied (in fact,
‘H,, is convex), they are omitted in the statement of Theorem A. This is also the
reason why the condition cat(M) > 1, not necessarily fulfilled a priori, appears in the
statement of Theorem B.

3 Proof of Theorem A
3.1 The relative isoperimetric problem

We recall some standard notations. Let BV (M, R) be the set of functions of bounded
variation defined on M. For any 2 C M a measurable set, we denote by 1q its
characteristic function and define its perimeter as the total variation measure of 1g. If
the perimeter of 2 is finite, we say that 2 is a set of finite perimeter (or a Cacciopoli
set). Let us denote by C, (M) the set of all 2 C M of finite perimeter. For Q in C, (M),
one can define 9*Q2, the reduced boundary of €2, as the set of points of Q2 in which
the notion of measure-theoretic normal vector exists and has length equal to one. The
reduced boundary is denoted as 3*$2. Such a notion was introduced by De Giorgi [27],
who proved (see also Ambrosio, Fusco and Pallara [5, Theorem 3.59]) that

/|V1Q| = H" ' 0*QnU), (3.1
U

for all U C M relatively open in M and where H" stands for the n-dimensional
Hausdorff measure on R”. Let o := fol JW(s)ds. Foru € LY(M, R) we set
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oH"™ 1 @*QNint(M)), ifu=1g, QeCq(M)
+00, otherwise.

Eo(u):= {

According to (3.1), one can equivalently define &y using the notion of relative perimeter
of Q (up to the multiplicative constant o), which is defined as the total measure of
[V1g| in int(M).

For fixed m € [0, vol(M)], we define

Iy (m):=inf {H"‘l(a*ﬂ Nint(M)) : Q € Cg(M) and / lodv, = m} .
M
Notice that I : [0, vol(M)] — R is the isoperimetric profile function of M and that

Iy (m) = éinf {Eo(u) ‘ueL'(M,R), /Mudvg = m} .

The same problem can be stated in the euclidean semi-space
R? ={zeR": 7" >0} =R""! x [0, +00),

so that the function Ign (0, +00) — R is defined analogously and there exists a
dimensional constant ¢;” > 0 such that

n—1

Igy (m) = cfm . (3.2)

When m is small, there exists a link between the isoperimetric function /j; and its
euclidean counterpart. More formally, Bayle and Rosales [9] (see also Fall [30]) have
shown that

In(m) = (1 + (o(m‘/"))lw+ (m). (3.3)

3.2 I-convergence

We now state the two main I"-convergence results we need, starting with the the most
celebrated one, first proven by Modica and Mortola [42, 43], and later extended to
the vector-valued setting by several authors: Baldo [8], Fonseca and Tartar [31] and
Sternberg [59]. In [31], the double-well case was considered without the subcritical
growth condition (H3), meaning that their result is the most well adapted to our sit-
uation. We also point out that in the above mentioned papers the results are proven
in the Euclidean case, but it was later shown (see Benci et al. [15] and the references
therein) that they can be extended to the Riemannian setting.

Theorem 3.1 (cf. [31], Theorem 3.4 and [15], Proposition 3.3) Assume that (H1)
and (H2) hold. Then, the following statements hold:
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(i) (T-liminf inequality): If (gx)ken C10, ool is suchthater — 07 and (ug )ken C
HY(M,R) is such that Ug, — uo in LY (M, R), then liminfg_ oo Ee(ug) =
Eo(uo);

(i) (T-lim sup (in)equality): For any ug € L'(M,R) such that ug = lg for some
Q C M and for every sequence (gx)ren Cl0, +00[ such that e — 07, there
exists (g )reN C H'(M,R) such that Ug, — UQ N L'(M,R),

/uskdvgz/ uodvg and limsup &, (ug) < Eo(uo).
M M

k—o00

Remark 3.2 The interested reader can find in [15, Proposition 3.3] a detailed and
explicit construction of the functions u, that approximate uq as required by the I'-
lim sup statement of Theorem 3.1, which is the Riemannian version of the construction
given by Modica in [42] in the Euclidean setting. We give here just the idea of this
construction, following [42]. For every A C M we denote by da: M — R the
following function:

—dist, (x, 0A), ifx € A,

. . (3.4
distg (x, 9A), ifx ¢ A.

dA(x):z {

Subsequently, for every ¢ > 0 one can find a Lipschitz continuous function g, : R —
[0, 1] such that g (r) = 0if r < 0, and g, (t) = 1ift > n. > 0, where n, — 0 as
& — 0. Moreover, such a function is a solution of the following differential equation:

d 1
d—tag(t) = —/&32 +2W(G:(1)), forallt € [0, n.]. (3.5)
&

Finally, for every ug = 1gq, u, is obtained as
Ue (x) = ge(dan(x) + 8e.0), (3.6)

where 8, o € [0, n¢] is a correction term such that

f s dvg = f Ge (Ao () + 8e.0)dv, = / o dvg. 3.7)
M M M

Theorem 3.3 (cf. Theorem 4.1 of [31]) Assume that (H1) and (H2) hold. If (ex)y C R
is a sequence of positive numbers such that ¢, — 0 and (ueg )k C HY M ,R) isa
sequence of functions such that

Ee(ug) <c, VkeN,

for some constant ¢ > 0, then there exists a subsequence, still denoted by (&y)x, such
that (ug, )i converges to a function ug € L' (M, R) with respect to the L'-norm.
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Remark 3.4 As a direct consequence of Theorem 3.3 and the lim-inf property of The-
orem 3.1, if &, (ug,) < c for every k € N, then the function ug € L! (M, R) such that
ug, — uo up to subsequences is such that £y(ug) < E*, there exists a measurable set
€ C M such that uy = 1g and

lim ug dvg :/ ug dvg.
M M

k— 00

3.3 Photography map

In order to obtain the map P ,,, we combine the I'-convergence result given by
Theorem 3.1 with the characterization of the isoperimetric regions in a manifold with
boundary given by Fall [30]. Roughly, as long as m and ¢ are sufficiently small, for
every point p € M we define P ,, (p) as the e—approximation ensured by the lim-sup
part of Theorem 3.1 of the characteristic function of a small perturbation of a half-ball
centered at p and with volume m, denoted by E, ,, C M. Such a set is defined by
employing the normal coordinates at the point p, and by using the implicit function
theorem to construct the perturbation that minimizes the perimeter. The details of the
construction of E, ,, can be explored in [30]. However, for the purposes of this article,
we will provide a concise overview of the essential details.

Let Ny the unit interior normal vector field along 0 M and, for any p € dM, let
exp?,M be the exponential map of dM at p. Let us consider an orthonormal frame
field (ey, ..., en—1, Napy) of M along 0 M. We define the map f7: R = 9M as
follows:

fPr@:=expi (e,

where we used the Einstein summation convention. For every z € R""! and ¢ € R,
with # > 0 and sufficiently small, let us define also

FP(z,1) = eprp(Z)(tNaM) eEM,

so that F'? provides a local parametrization of a neighborhood of p € M. Our aim is
to define a “semi-sphere” on M with center in p. To this aim, let us denote by B"~!
the unit ball in R”~! and by Sfl € R" the upper hemisphere of $”~!, hence

S_"[l:z{z eR": |zl = 1,2" = 0}.

Letusdenoteby ®: B"~1 — S:'L_l the inverse of the stereographic projection from the
soutllpole ©,...,0,—1) € R"*, formally seeing B las{z e R": ||z|| < 1, 7" = 0}.
Let ®: B" ! — B"land¢: B" ! — [0, 1] be such that

0(2) = (0(2), 1(2)).
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For every r sufficiently small, the hypersurface defined by
HFp(r@(z), rt(2) iz e B”’l} cM

can be seen as an semi-sphere centered at p. All the hypersurfaces nearby this
semi-sphere centered at p € dM can be obtained by applying a small perturbation
w: Si_l — R, and so we define the hypersurface X, , , C M as follows:

Yprei= {Fp ((r + »(0(2))) O(2), (r+ w(@(z)))t(z)) iz € B"‘l} .

Since #(z) = O for every z € dB" !, 0Xp r 0 C OM,sothat X, , and 0 M enclose
a set that we denote by E, , .. It can be checked that X, ; ,, does not depend on the
orthonormal frame field chosen above.

By [30, Lemma 4.6], there exists o > 0 such that for any p € dM and r € (0, ro)
there exists a unique smooth w?”" € C 2")‘(Sj’__l) such that X, . ,»r has a mean
curvature function that is, modulo an additive constant, an eigenfunction of the first
strictly positive eigenvalue of the Laplacian on the hemisphere. In this way, X, , ,rr
represents an almost CMC (constant mean curvature) half-sphere centered at p, thereby
implying that it is the unique competitor among all hypersurfaces X, , ., to serve as a
solution to the isoperimetric problem. Moreover, ||@?"" | Le gty — O asr — 0Oand,
since it is defined by using the Implicit Function Theorem, the map (p, r) — w?" is
continuous. We denote as pseudo half-bubbles the hypersurfaces X, , ,»r.r, in analogy
with the pseudo-bubbles introduced in [45].

Following the notation in [30], we will use the simpler notation E , to refer to
Ep r orr. Furthermore, for any p € dM and sufficiently small m, we denote by
rp.m > 0 the unique radius such that E, , , has volume m, i.e., [}, 1g,,, ,dve =m.
For more detailed information on the existence of such ), ,,, please refer to [30, Lemma
4.7].

Remark 3.5 By the compactness assumption of M and d M, there exists mg > 0 such
that for every p € dM andm € (0, mo) we have thatr,, ,, is well defined and less than
ro. As a consequence, w?"7m is always well defined by [30, Lemma 4.6] for every
p € 0M and m € (0, mg).

For the sake of notation, for every p € dM and m € (0, mq) we set
Ep,m:ZEp,rp,m and Zp’m:ZEp’rp’m)wl’J'p.m = 8Ep,m NnM.

Let us notice that, since m < my, the hypersurface X, ;, is smooth. Finally, we will
denote by ug » € L! (M, R) the characteristic function of £, ,,, hence

ug ()= 1, ifx € Epp,
P 0, otherwise.

Before defining the photography map, let us state [30, Lemma 4.8] in accordance
with our notation.
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m
ugy,

oM oM

M

Fig. 2 Depiction of the map P ;, introduced in Definition 3.8. On the left, we see u6’ , the indicator
function of the set Ep ;,, which is the set enclosed by the semi-sphere X ;, and M. The map Pe m
returns uy',,, depicted on the right, which is the smooth approximation of “6'1, » given by the I"-convergence
result (Theorem 3.1)

Lemma 3.6 Forevery p € OM, let us denote by Hyp(p) the mean curvature of 0M
at p. Then, there exists a dimensional constant y, > 0 such that

n+l

Eotutt,) = o (Tay (m) = yaHa (PYm +O(n" ) ), Vm € 0,mo), (38)
and, moreover, the following holds:
n+l
Iy (m) = I (m) — yu max (Hyp (p)hm + O(m ™). (3.9)
peoM

Remark 3.7 For our specific purposes, it is possible to avoid the use of the perturbation
oP" by setting @ = 0 in the definitions of X, , ., E, ,, and ugfp. This choice is
viable because the primary tool we will employ in the subsequent construction is the
estimate (3.8), which remains valid even when w = 0. However, in order to avoid a
detailed proof of this last assertion, as it falls outside the scope of our work, we rely
on the estimate provided by [30].

Definition 3.8 For every m € (0, mg) and ¢ > 0, Pgp: 0M — 'H,, is the map that
links p € OM to uy! p» that is the e—approximation of ugf » € L'(M,R) given by the
lim-sup property of Theorem 3.1 (see Remark 3.2).

See Fig. 2 for a picture aimed at clarifying Definition 3.8. The main result of this
section is the following, which provides an estimate on the smallest sublevel of &,
that contains the image of the photography map.

Proposition 3.9 Assume that (H1) and (H2) hold. There exists a constant 6 =
O(M, g, W) > 0 such that there exists m; = mi(M, g, W,0) €0, mg[ such that
for every m €10, m1[ there exists e = ¢1(M, g, W,0,m) > 0 such that for every
e €]0, e[ we have

Eem(Pem(p)) < oly(m)+6m,  Vpe oM. (3.10)
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In other words, the sublevel & Lya (m)F-6m

map Pe m.

contains the whole image of the photography

Proof Combining (3.8) and (3.9), we get
n+1
Eoug ) =0 <IM(m) - yn(;ré%{HaM(p)} - HaM(p))m) +O@m™ ).
Hence, setting 8 = 6(M, g) > 0 as

=2 H: — min {H, 1
O Vn <pnég3§4{ am(p)} prgérlb{ am(p)} + >

we have

n+l

0
Eo(uﬁp) <oly(m)+ Em +O@m ), VpedM.

As a consequence, there exists m; = m(M, g,0) € (0, mp) such that for every
m € (0, m1) we have

Eo(uf)'fp) <oly(m)+0m, VpeioM. (3.1D)
By Theorem 3.1 and Remark 3.2, we also know that

lim supé's(u’s’fp) = limsup & (Pe.m(p)) < Eo(ugfp), VpeoM. (3.12)
e—071

e—071

By the strict inequality in (3.11) and since M is a compact manifold, by (3.12) we
infer the existence of ) = ¢1(M, g, W, 6, m) > 0 such that (3.10) holds for every
e € (0,¢p). O

Remark 3.10 By (3.2) and (3.3), namely that Ij;(m) ~ m% as m goes to zero, we
have

lim —0, (3.13)
m—0t Ipg(m)

hence the “width” of the sublevel that contains the photography goes rapidly to 0 as
m— 0%,

In order to use P, as a photography map in the sense of Theorem C, it remains
to prove its continuity.

Proposition 3.11 Assume that (H1) and (H2) hold. Let m1 > 0 and &1 > 0 be defined
as in Proposition 3.9. For every m € (0, m) and ¢ € (0, €1), the map Pe p,: OM —
‘H, is continuous.
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Proof The proof follows the same line of the one of [15, Proposition 4.14], and we
report here the main steps.

We recall that for every p € M and ¢ > O the function P, ,,(p) is defined by
using (3.6), hence we have

(Ps,m (P)) (x) =qe (dM\Ep,m (x) + Ss,Ep,m)»

where di\E,,, 18 defined by using (3.4) and g is the Lipschitz continuous function
that solves (3.5). As a consequence, there exists a constant C > 0, which depends on
M, g, e and W, such that the following inequality holds:

Pe,m(P1) = Pe.m (P 11 ()

< ClIdm\Eyy = A\Epy i 3120 + 186,y = BBy ]

The interested reader can find more details on this last inequality in [15, Proposition
4.14]. Let us observe that, as long as m < my, the hypersurface £, ,, = 0E, , " M
is smooth and diffeomorphic to a hemisphere. The proof ends by observing that, as
p1 — p2, we have

dM\E i = AM\E il ) = O and [8e.E,, ) = Be.Epy | = 0,

the last convergence obtained as a consequence of the Implicit Function Theorem
applied to (3.7), where E, ,,; substitutes €2, to define the C "'map p > &, Epm- O

3.4 Barycenter map

The map B: & ,, — dM is obtained by combining the I'-convergence result with the
information of the isoperimetric problem given by Proposition 3.15, which ensures that
the “almost” minimizers of &y have almost all their mass inside a small ball centered
on a point of the boundary d M. While the map P, ,, has been constructed by using
the lim-sup part of the I'-convergence result, namely Theorem 3.1, to define 5 we rely
on the lim-inf statement and on the compactness result ensured by Theorem 3.3.

Let us begin by introducing some new notation. Let dist,: M x M — R be the

distance function induced by g, hence

1 1/2
distg (x, y):=inf { (/0 gy, )})ds) 1y € Hl([O, 11, M),y0) =x,y(1)=y¢.

With this notation, we set diamg (M) = max{disty(x, y) : x,y € M}, and for any
p € M and r € (0, diamg(M)), let

B(p,r):= {x € M :distg(p, x) < r} .

Without loss of generality, from now on we assume that M is isometrically embedded
in R”, for some 72 > n. This will allow us to construct the map B as the composition of
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the “extrinsic” barycenter map and the nearest point projection on d M. More formally,
let (dM), C R" be the following set

(OM), = {Z cR": distpi(z, 0M) < V] ,

and let us denote by myp: (0M), — 0M the nearest point projection onto d M.
Notice that 1ty is well defined when r is sufficiently small, thanks to the compactness
assumption on d M. We will combine 73, with the following map

Sy Xlu(x)|dvg e

* . 1
B*:ue L' (M, R)\{0} — T @ldos R", (3.14)

which gives the center of mass of a function in R”.

Lemma 3.12 The map B*: L' (M, R)\{0} — R”" is continuous.

Proof For every u,ii € L'(M,R)\{0}, set v = [}, luldvy and © = [}, |ii|dv,. Set
also [|x|looc = max{|x|pi : x € M}. Then, we have

18 w) — B*(@)llgs =

1 1
< lIxlloo ;— 5

where we have added and subtracted (fM x|u(x)|dvg)/v. Let now u € L'(Mm, R)\{0}
and (uy)xen a sequence in L'(M, R) \ {0} such that [lu — urllp1(m Ry tends to zero
as k — oo. In particular, v; tends to v as k — oo. Therefore, by applying (3.15)
with i = uy for all k € N we deduce that 8*(uy) tends to 8*(u) as k — o0, which
completes the proof. O

H [y Xlu(x)|dvg B Sy Xl (x)|dvg
v v

RA

1 -
lull Lt vy + 5”” - M||L1(M,1R<)> . (3.15)

In order to define B: & In(m+om 541 one needs to show that for every r > 0
there exist m and ¢ sufficiently small such that

ﬂ*(ggan(nl)+9m) C (aM)r

In other words, we need to prove that if m and ¢ are sufficiently small, then the

barycenter of every function in the sublevel " lies in a small tubular
neighbourhood of d M. Then, choosing r sufficiently small as well, one can define

B: EZMmmTOM _ 5 M as follows:

B = mym o B*. (3.16)

To this end, we need to ensure that if the volume m is sufficiently small then any

function in the sublevel £ "™ *%™ has almost all its mass in a small ball centered on

a point of the boundary d M (see Proposition 3.15). The proof of this result is based
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on [7, Theorem 1.2], which gives a compactness result for sequences of sets with
uniformly bounded volume and perimeter. For the sake of presentation, we restate
here that theorem. If (X, d, H") is a metric measure space (where " denotes the
n—dimensional Hausdorff measure) and 2 C X is a Borel set, we remind that the
definition of perimeter of €2 used in the following theorem is

P(Q2, X):=inf {lim.inf/ lipfidH" : f; € Lip,e(X), fi — 1qin L} (X, H”)},
i X
(3.17)
; 1 LfO)—f &)l ;

where lip f(x):=limsup,_, AEROREE Moreover, we recall that a metric space
(X, d, H")isan RCD(k, n) space if, loosely speaking, it has synthetic notions of Ricci
curvature bounded below by x € R and dimension bounded above by n € (0, +00]
(see [7] for more details).

Theorem 3.13 (Theorem 1.2 of [7]) Let k € R and n > 2. Let (X, di, ’HZ) be a
sequence of RCD(k, n) spaces and let Q2 C Xy be bounded sets of finite perimeter
such that supy, (P(Qk, Xi) + HZ(Qk)) < +00. Assume there exists vy > 0 such that
H(B(x, 1)) = v for every x € Xy and for every k € N. Then, up to subsequences,
there exists a nondecreasing sequence (Niy)reN C N, Ny > 1, points p; € Xy, with
1 <i < Ny and pairwise disjoint subsets Q. ; C 2 such that:

() limg—s oo di(pr,i, Pk,j) = +00 foranyi # j < N, where N:=limj_, o0 Ni €
N U {+00},

(ii) For every 1 < i < N + 1, the sequence (Xy,dy, H", Dk.i) converges in the
pointed measured Gromov—Hausdorff topology to a pointed RCD(k, n) space
(Y;, disty,, H", p;) as k — oo;

(iii) There exists F; C Y; such that Qi ; — F; ask — oo in Ll—stmng topology and
the following relations hold:

N
: n _ n 3
Jim M (@) = 2% (Fy).
1=

and
N
Y " P(F;. Y;) < liminf P(Qu, Xz).
i k— 00

Moreover, if Qi is an isoperimetric set in Xy for any k, then F; is an isoperimetric set
inY; foranyi < N + 1 and

P(F;, Y) = lim P(Q;, Xk)
k— 00
foranyi < N + 1.
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Remark 3.14 In the following, we use the previous theorem on the more simple case of
Riemannian manifolds. We want to highlight that when the RCD space is (M, g, H"),
the perimeter of a measurable set & C M with finite perimeter coincides with the
(n — 1)—dimensional Hausdorff measure of its relative boundary, hence

P(Q, M) = H" 1 (*Q N int(M)).

Proposition 3.15 There exists u = pw(M) > 0, such that the following property
holds. For every almost isoperimetric sequence (ug)geN C LY (M, R) with volumes
my = fM urdvg — 0, ie,

Eo(uy)

k—o00 o Iy (my) - (3.18)

there exists a sequence (py)reN C OM such that

1
lim — / urdvg | = 0. (3.19)
k=00 My \ Jm\B(pi,pm;™)

Proof of Proposition 3.15 For every fixed k € N, let 2, € Cq(M) be such that uy =
1g, . Note that, given that u; € L (M, R), we can select any €2 in such a way that
Q2 is a subset of the interior of M. Let us define the following sequence of manifolds
of bounded geometry:

-1
(Xx, g0):=(M,m; " ).

In other words, we rescale the metric on M by a factor that depends on my in such a
way that

HZ(Q]() = / urdvg, =1, Vk e N,

Xk
where HZ denotes the n—dimensional Hausdorff measure on (X, gx). Moreover,
by (3.3) and (3.18) and recalling that y(ux) = o H"~1(3*Q N int(M)), we obtain
the existence of a constant C such that
P(Q, Xi) = HZ_I(B*Qk Nint(M)) < IR’;(D + C, Vk € N.

Moreover, we have also the following equality:

lim My~ (9*Q Nint(M)) = Ign (1). (3.20)
k— 00 +

This means that the sequence {(Xy, gk, H})}ren and Q; C M satisfy the hypothe-
ses of Theorem 3.13 and so, up to subsequences, for every k there exist Ny € N,
with Ny > 1, and points py; € My such that for every i € 1,..., Ny the space
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(X, distg, , Hy, pk,i) converges in the Gromov-Hausdorff topology to a pointed
RCD(x,n) as k — oo, that we denote by (Méo,déo,Hgéi,péo). This space
could either be the Euclidean space (R”,d, H",0) or an Euclidean semi-space
(Ri, d, H", p), where the center point p could either lie on the boundary of the semi-
space or in its interior. Moreover, setting N = limy_, o Ny, foreveryi =1,..., N
there exists Q. C M. such that

N

> HE(QL) = Jim H () = 1 (3.21)
—00

i=1

and, using also (3.20), we have
N . . .
ZHZJ]’I(B*Q’OO Nint(M},)) < likn_l)ggf HZ_I(B*Qk Nint(M)) = IR”+(1)-
i=1
(3.22)

By using contradiction arguments, this last inequality implies both that N = 1 and that
(Méo, déo, HE, péo) is actually the Euclidean semispace (R’ , d, ", 0). Formally,
let us assume by contradiction that N > 1 (where we recall that N can also be equal
to 0o0) and let us set m; = Hggf(Qéo) foranyi = 1,..., N. Then m; € (0, 1) for any
i, as if one it is equal to O we can remove it from the count. As we have that

IRZ (m) < Ign(m), Vm > 0,

n—1

and that I (m) = cm 7 is astrictly subadditive function, we then obtain that

N N N
D HAM @ QL Nint(ML)) = D Ty () > Ty | D mi | = ey (1,

i=1 i=1 i=1

which contradicts (3.22). Thus, we have N = 1. Now, if (Méo, déo, HE, péo) is the
Euclidean space, then

HE @ Q) Nint(M,)) = Ten (1) > Ign (1),

which is another contradiction.

In conclusion, by (3.21) and (3.22), we obtain that SZ}X) is an isoperimetric set for
the Euclidean half-space. Thus, it must be a hemisphere, and the sequence of subsets
Qi C X; converges to it in the L'-strong topology. Consequently, we can construct
a sequence of points on the boundary, denoted by (px)xen C dM, such that (3.19)
holds, where 4 can be chosen as twice the radius of the semisphere in R’} with unit
volume. O
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Using the same constants 6 and p given by Proposition 3.9 and Proposition 3.15,
respectively, we obtain the following result, which ensures that all the functions in the
sublevel that contains the image of the photography map have their mass concentrated
near the boundary.

Lemma 3.16 Assume that (H1) and (H2) hold. For every a € (0, 1), there exists
mg = my(M, g, W,0,a) > 0 such that for every m € (0, my) there exists ¢, =
ea(M, g, W,0,a,m) > 0suchthat foreverye € (0, &y) and foranyu € 5;’,,’,,““””””
there exists a point p, € M such that

f luldve < am. (3.23)
M\B(pu”uml/”)

Proof Arguing by contradiction, there exists a sequence (11;);en such that m; — 0
and for every i € N there exist two sequences (&; ) jen € R and (u; ;) jen € Sgci’lj,mi,
with ¢; = Ip(m;) + 6m;, such that for every i € N we have ¢; ; — 0% as j — oo
and

/ ] lui, jldvg > am;, VpeoM,VjeN. (3.24)
M\Bg(p.um,"")

Since for any fixed i € N we have &, ; m,; (u;,j) < c¢; forevery j € N, we can apply
Theorem 3.3 to obtain a sequence of characteristic functions (u¢ ;); C LY (M, R) such

that, for every i, we have limj, oo [|u; j — u0,ill 1y, r) = 0, up to subsequences (see
also Remark 3.4). Hence, for every i there exists j; such that

o
/ (lui ;| — uoi)dvg < —m;, (3.25)
M 4
and we have also fM ug,;idvg = m; and Ey(up,;) < c;, namely

Iy (m;) < < Iy(m;) + Om;.

Eo(uo,i)
o
Using also (3.13), we obtain

. Eo(uo,i)
m —,— =

—1,
i—oo0 o lp(m;)

so we can apply Proposition 3.15 to obtain the existence of a sequence (p;)ieny C M
such that

1
_lim — / uo,i dl)g = 0,
i=00 M \ JM\B(p;.um}’")
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so there exists ip such that

o
/ ug,; dvy < —m;, Vi > ip. (3.26)
M\B(p;,um;"™) 4

As a consequence, combining (3.25) and (3.26), for every i > iy we obtain

/ n |”i,ji |dvg
M\B(p;,um;"")

:f n (|“i,j,~| —MO,i)dUg+/ n ug,; dvg
M\B(p;,um;"") M\B(pi,um;"")

i i
o
< | (luij| —uo,)dvg + L U0, dvg = —mj,
M M\B(pi.um,"™) 2
which contradicts (3.24). O
Using the previous result, we can ensure that if m and ¢ are sufficiently small, the

extrinsic barycenter of any function in the sublevel of & ,, that contains the image of
the photograpy map is near the boundary of the manifold. More formally, setting

diamp; (M):=max {||x —Ylgi 1 x,y € M},

we have the following result.

Lemma 3.17 Assume that (H1) and (H2) hold. For every r > 0, there exists my =
my(M, g, r,diamp: (M)) > 0 such that for every m € (0, my) there exists &5 =
&2 (M, g, r,m) > 0 such that for every ¢ € (0, &3) and any u € Sg,l,,M(mHem

B*(u) € (OM);.

Proof Recalling the definition of 8* given by (3.14), for every u € H'(M,R) and
y € M, let us define

we have

|lu(y)l

p(u,y) = m,

so that
B*(u) :/ xp(u, x)dvy and / pu,x)dvg =1, Yu € HI(M,]R).
M M

Let us choose a > 0 such that

o < ';7
~ 2diamp; (M)

and let m, be given by Lemma 3.16. Let us choose m € (0, my) and let ¢ € (0, &,).

By Lemma 3.16, for every u € ™™ there exists p, € M such that (3.23)

1
5ZmM(m)+9m

holds. As a consequence, for every u € we obtain
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18*@) — pullgs = H fM (x — pu) (. )dvg

R7

<

(x = pu)p(u, x)dvg

/ (x - Pu)p(u,x)dvg + H/
B(pu.pum!/m) R M\B(py,um!/m)

1/n

RA

+ adiamp; (M) < um'/m 4+ T

< um
s )

As a consequence, choosing m» € (0, m,) such that

1/n r
m < -,
pumy = 5
for all m € (0, m») and for all ¢ € (0, &), with &) = &,, we obtain
IB*w) = pullgs <r.  Vu e EMmimtom

and we are done. O

Remark 3.18 By Lemma 3.17 and the compactness of d M, there exists r; > 0 such
that, choosing m>(M, g, r1, diamgz) > 0 and &2(M, g, r1, m) > 0 as in the lemma,
for every m € (0, mp) and & € (0, £2), the map B = myy o f*: 5;’,,’#"””9’” — oM

is well defined and continuous.

3.5 Conclusion of the proof

The following two results, namely, Lemma 3.19 and Lemma 3.20, demonstrate that
the barycenter of a function obtained by applying the photography map to a point
p € dM is in close proximity to p itself when m and ¢ are sufficiently small. As
a result, taking into account the definition of 55 provided in (3.16), the composition
BoPem: dM — M closely approximates the identity map.

Lemma 3.19 Assume that (H1) and (H2) hold. For every r €]0, r1[ there exists m3 =
m3(M, g, r) > Osuchthat foreverym € (0, m3) there existsez = e3(M, g, r,m) > 0
such that

”,B*(Pe,m(P)) —pllgs <1, Vp e oM.

Proof We recall that for every p € dM and every m € (0, vol(M)), the radius r,, 5, is

the one such that
/ ldvy = m.
E

Prp.m

By the compactness of d M, there exists m3 = m3(M, g, r) > 0 such that for every
m € (0, m3) and for every p € 9M we have r, ,, < r/2. As a consequence, for every
x €Ep;,, CMwehave

’
Ix = pligs < 7 (3.27)
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Moreover, we recall that for every m, ¢ > 0 the function P, (p) is defined as the
g—approximation of ug , = 1g,, and that u;", converges to ug  in the L'(M,R)
norm as ¢ — 0. Hence, using also the continuity of 8* with respect to the L!-norm
ensured by Lemma 3.12 and again the compactness of 0 M, we obtain the existence
of a constant e3 = ¢3(M, g, r, m) > 0 such that for every ¢ € (0, £3) and for every
p € IM the following holds:

18" (Pem(p)) — B (ug) ) llgi = 18 ,) — B (ug ) Igi < (3.28)

SRl

As a consequence, using both (3.27) and(3.28), for every m € (0, m3) and for every
e € (0, e3) we obtain

IB*(Pe.m(P)) = pllgi < I1B*(Pe.m(p)) — B*(ug) )lIgis + 18 (ugy. ;) = Pliga

r 1
7+7/ <||x—p|| alul |)du <r, VpeoM,
2 [yl ldvg Ju R0, p1) 708

which concludes the proof. O

Lemma 3.20 Assume that (H1) and (H2) hold. There exists m* = m*(M, g, W) > 0
such that for any m € (0, m*) there exists e* = ¢*(M, g, W, m) > 0 such that for
any ¢ € (0, €*) the composition map

BoPepm: oM — oM

is well defined and homotopic to the identity map.

Proof For p € dM, let exp?jM be the exponential map of d M at p, and let BgM (p, R)
be the geodesic ball of center p and radius R on dM. We denote by inj(d M) the
injectivity radius of 9 M, that is

inj(@M):= inf sup {R>0stexp)™: BI™(p, R) - 9M is a diffeomorphism
pe

which is positive since d M is a compact manifold. Moreover, the compactness of d M
implies that there exists a constant Cyp; > 0 such that

distaumr,g) (P, q) < Camllp —qllgi  Vp,q € M,

where dist(yp,¢) stands for the Riemannian distance on (M, g). Recalling the defi-
nition of 1 > 0 given in Remark 3.18, let

r* = min {rl,inj(E)M)/(4C3M)},
let moy = my(M, g, r*, diampi (M)) > 0 be defined by Lemma 3.17, and for every
m € (0, my), set &, = &3(M, g,r*,m) > 0 in the same way. Moreover, let m3 =

m3(M, g, r*) > 0 and e3 = e3(M, g, r*, m) be similarly defined by Lemma 3.19.
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Recalling Proposition 3.9, let m* = min{m, m,, m3} and for every m € (0, m™*) set
e* = min{ey, &7, &3}.
By Proposition 3.9, forany p € 0 M we have P; ,,(p) € ngn“(m)%m, so we obtain

dist(gs1.g) (B(Pen (). P) < Comllmar (B* (Pen(p))) — pligi
< Com (Imam (B* Pen(p)) — B* Pem(p)llgi + 18 (Pem(p)) — pligi)-
(3.29)

Since m* and * are, respectively, less than m; and &, defined as in Lemma 3.17, we
have

s (B* (Pe,m(P) — B* (Pem (P) llgi < 1%,

and, by applying in an analogous manner Lemma 3.19, we obtain also

1B* (Pen(p)) — pllgs < r*.

Hence, from (3.29) we infer

. 1. .
distor,g) (B(Pen(p)). p) < 2Comr* < Elnj(aM)-

As a consequence, the map F': [0, 1] x 0M — dM, given by

F(t, pyi=expy” (1(expl™) ™ (BPem(p))),

is well-defined, continuous and gives a homotopy equivalence between B o P ,,, and
the identity map in oM. O

Finally, we are ready to prove Theorem A.

Proof of Theorem A For every m, ¢ > 0, the functional & ,, is clearly bounded below
and, by Lemma 2.1, it is of class C ! and satisfies the Palais—Smale condition.

Letus choose m™ as in Lemma 3.20 and, forevery m € (0, m*), let ¢, be equal to &*
of the same lemma and set ¢,,, = o Ij;(m)+6m. By Proposition 3.11 and Remark 3.18,
for every & € (0, &) both Pey: M — &, and B: &7, — M are continuous
and, by Lemma 3.20, their composition is homotopic to the identity. Then, Theorem A
directly follows from Theorem C. In particular, there exist at least cat(d M) critical
points of &, in 527,1 and, recalling that cat(d M) > 1 and H,, is a contractible set
(see Remark 2.2), there exist at least one critical point with energy larger than c,,.
By Lemma 2.1, these critical points are solutions of (1.2). Moreover, if all the critical
points of & ,, are non-degenerate, then Theorem C and Lemma 2.1 ensure that (1.2)
has at least &7 (d M) solutions with energy less than ¢,, and £ (M) — 1 solutions
with energy larger than c¢,,, and we are done. O
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4 Proof of Theorem B

The proof of Theorem B follows essentially the same structure of the proof of The-
orem A, by applying again Theorem C. Relying on some I'-convergence results for
= —=C

Ee.m [36, 46], we can construct the photography map Pe ,: M — Eg,m, where the
value of ¢ can be estimated exploiting the convergence of the isoperimetric problem
on M that takes into account also the boundary d M to the standard Euclidean case as

m goes to 0.

4.1 The isoperimetric problem

We define the functional g: L' (M, R) — R as

— n=l*Q), ifu=1 Q M
Eo(u):z{iH @7Q), ifu=1g, QeC(M),

00, otherwise,

where o € R is as in Sect. 3.1. Let 1 : ]0, vol(M)] — R be the following function:
1y (m):=inf {H"_I(B*Q) : Qe Ce(M)and / lodvg = m} .
M

In other words, the quantity 7 is the isoperimetric profile of M that takes also into
account the boundary oM.

Remark 4.1 ~In the following, it is convenient to extend (M, g) to a closed Riemannian
manifold (M, g) of the same dimension, in such a way that

MCZVI, and gly = g.

In this way, the notion of perimeter given by (3.17), when applied to the subsets of
M, takes into account also the contribution along the boundary of the manifold M. In
other words, any Caccioppoli set € C, (M) can be naturally regarded as a subset of
M, and P(Q2, M) = H""1(3*Q). Such a manifold can be constructed, for instance,
by gluing together two copies of M along their boundaries. We refer to [53, Theorem
A] and its proof for further details on this construction.

For small volumes, the function 7 y; converges to its Euclidean counterpart, which

n—1
is Ipn(m) = c,m n ,where c, is the Euclidean isoperimetric constant. More formally,
we have the following result.

Lemma 4.2 The following equality holds:

Ium) _ . Tulm) _

= 1
m—0+ Ipn(m) m—0t cnmnT

1. (4.1)
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Proof Thanks to the construction given in the Remark 4.1, the thesis is a direct con-
sequence of [45, Theorem 3]. Indeed, since every Caccioppoli subset of M is also a
subset of M, it follows that

T5(m) <Ty(m),  Vm € (0,vol(M)).
We can then apply [45, Theorem 3] to obtain

100
lim M — =
m—0t cym

1.

On the other hand, estimating the perimeter of geodesic balls of volume m centered
at any point p € M, we also get

To(m) < cam™s + o(m),

asm — 071, where this estimate can be found in [45, Lemma 3.10]. Combining these
inequalities, a standard limit argument leads to (4.1). O

4.2 Gamma convergence

Proposition 4.3 (cf. Proposition A and Proposition B of [36]) Assume that (H1)
and (H2) hold. Then, the following statements hold:

(i) Lim-inf: If (s;)reny C10, +00[ is such that e, — 0% and (g ) keN C HO1 (M, R)
is such that ug, — ug in LY (M, R), then liminfi_ oo Esk (ug,) > Eouo);

(ii) Lim-sup: For any ug € L'(M,R) such that uy = lq for some finite perimeter
measurable set Q@ C M and for every sequence (ex)ken CJ0O, +00[ such that
ex — 0T, there exists (g ) ken C Hé (M, R) such that ug, — ug in L' (M, R),

/uskdvg:/ uodve and limsupggk(ugk)ggo(uo).
M M

k—o00

Remark 4.4 Noticing that the compactness result ensured by Theorem 3.3 refers to the
functional & : HY(M,R) — R, as for the case of Neumann boundary condition we
have that if (ex)reny CJ0, +00[ is a sequence such that ep — 07 and if a sequence
(g ) keN C Hp,o satisfies ggk (ug,) < E* for some constant E*, then, up to subse-
quences, (g, )keN converges to a function ug € L'(M,R). By applying the lim-inf
property of Proposition 4.3, we have that Eo(uo) < E*, hence there exists a measurable
and finite perimeter set 2 C M such that uyp = 1 and vol(£2) = fM uodvg, = m.

4.3 Photography map

Since now we are dealing with the Dirichlet boundary condition, namely # = 0 on
dM, the photography map is defined by utilizing a boundary layer. The main idea is
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to associate to each point of the manifold the e—approximation of the characteristic
function of the geodesic ball with prescribed volume centered in the point. However,
when the point is near the boundary, such a ball may intersect with the boundary and
the e—approximation does not satisfy the boundary condition. To avoid this problem,
we construct a boundary layer map £: M — M that slightly moves inside the points
that lie on tubular neighbourhood of d M. In this way, the geodesic ball of prescribed
volume m centered at L£(p) is in the interior of M for every p € M, provided m
sufficiently small.

Let us proceed with a formal construction. Since the boundary of M is smooth and
compact, there exists )7 > 0 such that the map

IM x [0,8m]> (Q, 1) = expy(tNym)

provides a coordinate system in a neighbourhood of d M, where we recall that Ny,
stands for the unit interior normal vector field along d M. Now, for any p € M such
that dist(p, 9M) < 8y, we denote by (Qp, t,) the unique element in 0M x [0, ]
such that

p=¢expg, (tpNaom).

In other words, ¢, is the distance of p to the boundary, while Q, is its projection on
it. Now, let us choose a C* function & : [0, 8y7] — [0, §p/] that is strictly increasing
(hence invertible), 2(0) = 8p7/2, h(8py) = Su and 1’ (8p7) = 1. Our boundary-layer
function £: M — M is defined as follows:

Lo [P0, (h(tp)Nan), if dist(p, dM) € [0, Sp],
p. if dist(p, dM) > Sy

Notice that £ is a C'—map homotopic to the identity.

Since dist(L(p), d(M)) > &p1/2 for every p € M and M is compact, there exists
a sufficiently small volume, say mq > 0, such that for any p € M and m € (0, mq)
the geodesic ball centered at £(p) and with volume m doesn’t intersect the boundary
of the manifold. More formally, denoting by r, ;, > 0 the radius of the geodesic ball
centered at ¢ € M with volume m, hence fB(q,rq‘m) ldv, = m, we have

B(L(p), reepy,m) NOM = 0, Vpe M,m e (0, mg).

Forany p € M andm € (0, mo) let us denote by u;; » the characteristic function of
o o € ‘H,» be e—approximation
of ug’ L) given by the lim-sup property of Proposition 4.3. Since M is compact and
supp ”()mL(p) CC int(M) for every p € M and m € (0, my), there exists &g > 0 such

that for every ¢ €]0, eg[ we have u;”L( ) € Hm,0, hence ug r(py = 0 on M (see
Remark 3.2 for the details about the construction of the e—approximation).

B(L(p), rz(py,m)- Moreover, for every ¢ > 0 let u
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B(L(p), Te)m)

B(L(p), TC(p)Jn)

Fig. 3 The map introduced in Definition 4.5 turns the indicator function L16” L) into the smooth approx-
imation u’E" L) given by I'-convergence (Proposition 4.3). The functions are supported on the balls

B(L(p), r£(p),m)> Whose center L(p) is obtained by sending a point p away from the boundary through
the boundary layer map £

Definition 4.5 Forevery m € (0, mo) and ¢ € (0, &9), we define the photography map
Pem: M — Hy o as follows:

Ps,m (P) = ugﬁ(p)-
See Fig. 3 for a representation of Definition 4.5.

Proposition 4.6 Assume that (H1) and (H2) hold. There exists a functiont: RT — R
such that

T(m) _

lim —— =0

m—0% 5

and there exists m1 = m1(M, g, W, t) € (0, mq) such that for every m € (0, my)
there exists e1 = €1 (M, g, W, m) € (0, g9) such that for every € € (0, 1) we have

EemPem(p)) <oly(m)+1(m), VpeM. (4.2)

Proof By applying some standard results (see, e.g., [45, Lemma 3.10]), since u( L(p)
has compact support in the interior of M for every m € (0, mo) we have

- n-l ntl ntd
Eoluf £py) =0 (cam™ = ySeg(LPIM™T ) +0mT),  asm — 0%,

where ¢, is the Euclidean isoperimetric constant, y,, is a constant which depends only
on the dimension of the manifold and Sc, (£(p)) denotes the scalar curvature of the
metric tensor g at the point £L(p). Since M is compact, there exists a constant @ > 0
and m € (0, mg) such that for every m € (0, m) we have

— n—1 n+l
Eo(ugfﬁ(p)) <ocym —i—a)m%, VpeM.
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Since the last inequality is strict and using again the compactness of M, by the lim-sup
property of Proposition 4.3 there exists e; = €1 (M, g, m) € (0, &p) such that for every
e € (0, &1) we have

— n—1 n+1
Eem@! o) S oCum™™ +om™s | VpeM. (4.3)

By (4.1), the function 7p: Rt — R given by t9(m) = cnmnn;I —Ty(m)isa o(mnn;l)
as m goes to 0. As a consequence, setting t(m) = o to(m)+wm e , (4.3)is equivalent
to (4.2). O

Since £: M — M is a continuous function, one can employ the same construction
of the proof of Proposition 3.11 to obtain the continuity of the photography map, which
is stated by the next result.

Proposition 4.7 Assume that (H1) and (H2) hold. Letm| > 0 and &1 > 0 be defined as
in Proposition 4.6. For everym € (0, m1) and ¢ € (0, €1) the map Pe .y M — Hy0
is continuous.

Proof Cf. Proposition 3.11. O

4.4 Barycenter map

The construction of the barycenter map is analogous to the case of Neumann boundary
condition. In particular, we will use again the function g*: L'(M, R) — R” defined
in (3.14), which gives the “extrinsic” center of mass of a function in the Euclidean space
R where the manifold M is isometrically embedded. In this case, we will compose
this map with the nearest point projection map 7y : R” — M. We need to prove that,
when m and ¢ are sufficiently small, 8*(u) is near the manifold for any function u
that belongs to the sublevel of ?g,m that contains the image of the photography map,
namely for every u € ?Zym with ¢ = o 1y (m) + 7(m) (see Proposition 4.6). To obtain
the last result, we rely on the “concentration property”, namely that as m goes to O the
support of every function in EZ o 18 inside a small ball, up to a negligible part.

Proposition 4.8 There exists @ = (M, g) > 0 such that the following property
holds. For every almost isoperimetric sequence (uy)reny C L'(M, R) with volumes
my =[5, uxdvg — 0, ie.,

&
G (“.4)
k=00 a I py(my)
there exists a sequence (pr)reN C M such that
. 1
lim — / urdvg | =0. 4.5)
k=00 mi \ JM\B(p.um!")
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Proof The proof is analogous to that of Proposition 3.15, and it relies on the compact-
ness result provided by Theorem 3.13. However, in this case we cannot work directly
on M, since the notion of perimeter for Caccioppoli sets accounts only for the portion
lying in the interior of M (see Remark 3.14). To overcome this issue, we consider
the closed manifold M , introduced in Remark 4.1, which contains M as a subset.
Accordingly, we may regard the almost isoperimetric sequence (ux)reny C L' (M, R)
as functions on M, extended by zero outside M. We then denote by (2k)xen C C, (1\7 )
the associated finite perimeter subsets of M such that u; = 1g,.

Let (Xg, gx) = (]VI, m_l/kg), so that 7} () = 1 for every k, where ] denotes
the n—dimensional Hausdorff measure on (Xy, gx). By (4.1) and (4.4), we have also
that

lim P(Qu, Xi) = lim {1 (0* Q) = Irn (D).
k— 00 k— 00

This means that the sequence (k) k<N has uniformly bounded volumes and perimeters
and we can apply Theorem 3.13 to obtain a number N € NU{+-oc}, afamily of pointed
RCD(k, n) spaces (M., di , H", p'), fori = 1,..., N, and subsets QL C M.,
such that

N
D HI(QL) = lim HE() = 1., (4.6)
izl k— 00
and
N .
DML 0% Q) < liminf HIT (37 Q0) = T (1). @.7)

i=1

Since M is a closed manifold (and therefore each rescaled space Xj is also a
closed manifold), every limit space (Méo, déo, HE, p') must be the Euclidean space
R™,d, H",0).

By arguing as in the final part of the proof of Proposition 3.15, and using the fact
that the Euclidean isoperimetric profile Ig»(m) = cnmnn;I is strictly subadditive, we
conclude that the conditions (4.6) and (4.7) can only be satisfied if N = 1. Moreover,
QL. C R"isan isoperimetric set, so it must be an Euclidean ball of unit volume. Since
by Theorem 3.13 we know that Q; — éo in the L'-strong topology as k — oo, and
each Q; C M is contained in M , that is,

H'(Q \ M) =0, Vk e N,
we conclude that, also when regarded as subsets of the rescaled spaces Xk, the sets
Qi concentrate inside M. Therefore, we can find a sequence of points (pi)keny C M

such that (4.5) holds, where  can be chosen as twice the radius of the unit-volume
Euclidean ball in R”. O

@ Springer



3512 D. Corona et al.

Lemma 4.9 Assume that (H1) and (H2) hold and let T : RT — R be given by Propo-
sition 4.6. For every o € (0, 1), there exists my = moy(M, g, W, 0, a) > 0 such that

foreverym € (0, my) there exists ¢, = eq(M, g, W, 0, a, m) > 0 such that for every

o 1y (m)+(m)
m

€ € (0, eq) and for any u € &; there exists a point p, € M such that

B

/ [uldve < am.
M\B(py,pmt/m)

Proof Relying on the concentration result ensured by Proposition 4.8, the proof is
analogous to the one of Lemma 3.16. For the sake of clarity, we report here the main

steps.
Arguing by contradiction, there exists a sequence (m;);cn that goes to 0 and for
e my» With

. . C,
every i € N there exists two sequences (&;, ;) jen and (#; j)jen C 552,_

ci = O’TM(m,') + t(m;) such that g; ; — 0%t as j — oo and

/ 1 lu; jldvg > am;, VpeM,VjeN.
M\Bq (p,um)’™)

Since Eé‘i,j,mi (u;,j) < c¢; for every j, by Theorem 3.3 we have that for every fixed

i € N there exists a characteristic function ug ; € L'(M,R) such that u; j converges
to it, up to subsequences. Therefore, for every i € N there exists j; sufficiently large
such that

o
(lui,ji — u0,i|) dvg < Zml'. 4.8)
M
Moreover, by Remark 4.4 we have

Eoluo.;) -

Ty(m;) < < Iy (mi) + t(m;).

Since t(m) = o(m %) and (4.1) holds, the last chain of inequality implies that

Eoluo,i)
m ——— =1
i—oo ol (m;)

so we can apply Proposition 4.8 and obtain a sequence of points (p;)jen C M such
that

1
lim — / ug,idvg | = 0. 4.9)
1—>+400 m; M\B(Pi;llm,-l/n)
Utilizing the same reasoning employed in the concluding section of the proof for
Lemma 3.16, (4.8) and (4.9) lead us to the intended contradiction. O
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As we have done for the case of Neumann conditions, now that we have the “con-

centration” result ensured by Lemma 4.9, it is possible to prove that if m and ¢ are

i 7
sufficiently small for any u € g‘g’niu (m)+7(m)

of M C R". More formally, setting

we have that $*(u) is in a neighbourhood

M,:{xeRﬁ :distRﬁ(x,M)<r}, vr > 0,

we have the following result.

Lemma 4.10 Assume that (H1) and (H2) hold. For any r > 0, there exists mp =
my(M, g, r,diamp: (M)) > 0 such that for every m € (0, my) there exists another
positive constant ey = €2(M, g, r, m) such that for every ¢ € (0, &) and any u €

T
g:’niu(m)ﬂ(m) we have B*(u) € M,.

Proof Cf.Lemma 3.17. O

Remark 4.11 By the previous lemma and the compactness of M, there exists r; > 0
such that for every r €]0, r[, setting my = my(M, g, r,diampi(M)) and &, =
&2(M, g, r,m) as in the lemma, the map B = my; o f*: Eg’m — M is well defined
and continuous, with ¢ = o1 (m) + t(m).

4.5 Conclusion of the proof

In this section we show that if m and ¢ are sufficiently small then Bo P; ,,,: M — M
is homotopic to the identity map. Then, Theorem B follows as an application of
Theorem C.

Recalling the definition of §yy > 0 given in Sect. 4.3 for the purpose of defining the
photography map P, : M — H, 0, letus also define the map P, : MOM/2 — H,, ¢
as follows:

Pen(p) = ull .

where M%/2 = {p € M : disty(p, 9M) > 8)/2}. With this notation, P, ,, is given
by Pg’m o C.

Lemma 4.12 Assume that (H1) and (H2) hold. For every r €]0, §p1/2[ there exists
m3 = m3(M,g,r) > 0 such that for every m € (0,m3) there exists €3 =
e3(M, g, r,m) > 0 such that

18 (Pen(p)) — Pllgi <, Vp e Mom/2,

Proof Cf. Lemma 3.19. |

Lemma 4.13 Assume that (H1) and (H2) hold, let Pe ,: M — Hp o be given by
Definition 4.5 and let B: H'(M,R) — M be defined as wy; o B*. There exists m* =
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m*(M, g, W) > 0such that forany m € (0, m*) there exists e* = e*(M, g, W, m) >
0 such that for any ¢ € (0, €*) the composition map

BOPa,m:M_)M

is well defined and homotopic to the identity map.

Proof The proof is very similar to the one of Lemma 3.20, but it has to take into
account the action of the boundary layer map £. However, since £ is homotopic to
the identity map, it suffices to show that B o P, : M®/2 — M is homotopic to the
identity map as well, provided that m and ¢ are sufficiently small.

By the compactness of M, there exists a positive constant Cps such that
distar,0) (P, q) < Cullp — qllgi, for every p,q € M, where dist(y ¢y stands for
the Riemannian distance on (M, g). Therefore,. We denote by inj(Ms,,/2) the injec-
tivity radius of M®/? in M, that is

inj(MSM/z):: inf  sup {R > 0 s.t. exp/;l: Béw (p,R) > Misa diffeomorphism}.
I)GM‘SM/2

Note that by this construction we have inj(M®"/2) < §,,/2.
Recalling the definition of 7| given in Remark 4.11, we set

. 1 . [inj(Mom/%) Sm
rr=—mny———,r ¢ < —
2Cy

Letm; =mi(M, g, W,t),my =mo(M, g, r*, diamp: (M)) andmz = m3(M, g, r*)
be the positive constants given by Proposition 4.6, Lemma 4.10 and Lemma 4.12,
respectively. Let m* = min{my, mp, m3} > 0 and for every m € (0, m*) let ¢* =
min{ey, &2, €3}, where ¢; is defined by using the same rquults of m;, er i=1,2,3.
Since m < my, for every p € M%/? we have that P; ,(p) € Ei,m, with ¢ =
GTM(m)N—i— t(m). Since m < ma3, this implies that

|8 (Pe,m(p)) — pliga < r* for every p € Ms,, >. Therefore, we have

dist(at,¢) (BPem(P)), P) < Catllwps (B* (Pem(p))) — plig

< Cu(Ilmm B Pemn(p)) — B* Pem(P)llgi + 18*Pem(p)) — pligi)

5
<2Cyr* < 7M

so the map F': [0, 1] x Ms,, o — M, given by
e M M1 -
F(t. py=exp) (1(expy) ™ (BPem(p)) ).

is well-defined, continuous and gives a homotopy equivalence between B o 738,m and
the identity map in M%¥/2, o

@ Springer



Multiplicity results for mass constrained Allen-Cahn equations... 3515

Proof of Theorem B As previously stated, this proof is based on Theorem C. Indeed,
for every m, ¢ > 0 the functional E&m is bounded below and it satisfies the Palais—
Smale condition (see Lemma 2.1). Moreover, let m* > 0 be given by Lemma 4.13
and for every m € (0, m*) let ¢* > 0 be given by the same lemma. Setting ¢ =
o1y (m) + t(m), where 7: Rt — R is defined in Proposition 4.6, we establish
that the photography map P n: M — Eg’m (as defined in Definition 4.5) and the

barycenter map B3: E;m — M (defined as my; o B*) are well-defined, for every
¢ € (0, ¢*). Furthermore, according to Lemma 4.13, their composition B o P; ,, is
homotopic to the identity map. Then, all the conclusions of Theorem B can be derived
by applying Theorem C. O

5 Generic non-degeneracy

The conclusions of Theorems A and B are stronger if one can ensure that for given
m and ¢ all the solutions of (1.2) and (1.3) are nondegenerate. In many situations,
non-degeneracy of solutions is a generic property, in the sense that it is obtained after
some arbitrary small perturbation of a key parameter of the problem. This is the case
for semilinear elliptic equations as the ones considered in this paper, meaning that
the stronger existence statements of Theorem A and B, based on Morse inequalities,
hold in generic situations. The purpose of this section is to give some insight on how
these genericity properties are obtained from the available literature, which contains
analogous results in similar settings. We present generic non-degeneracy results with
respect to perturbations of the Riemannian metric (Theorem 5.2 below) as well as with
respect to boundary perturbations (Theorem 5.3 below). As it has been noted by the
referee, it would also be interesting in view of possible applications to study whether
one has generic non-degeneracy with respect to perturbations on the mass constraint,
in the spirit of Zhou’s work on the multiplicity one conjecture [62]. The answer to this
interesting question does not seem obvious to us at first glance; therefore, we leave it
open here.

5.1 Abstract transversality result

Generic non-degeneracy is usually obtained by applying Sard—Smale Theorem [57]
and abstract transversality results on infinite-dimensional Banach manifolds, see
Quinn [55], Saut and Temam [56] and Uhlenbeck [60]. Following [56], we now intro-
duce some objects that will be fixed for the rest of this section and recall some standard
definitions. Let X, Y and Z be Banach spaces and U C X, V C Y open subsets. Let
F:U x V — Zbe of class C¥ for k > 1. We will denote by DF (xo, yo) the (total)
differential of F at the point (xg, yo) € U x V and by Dy F (xg, y0), Dy F (xo0, yo)
the differentials with respect to the x and the y components, respectively. Given Z’
a Banach space, U’ C Z’ an open subset and g : Z' — Z of class C!, we say that
z0 € Z is a regular value of g if Dg(z() (the differential of g at z(’)) is onto for any
z(, € U’ such that g(z(,) = zo. The abstract result we use is the following:
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Theorem 5.1 (Theorem 1.1 in [56]) Assume that zo € Z is a regular value of F and
that, moreover:

1. Foranyx € Uandy € V, DxF(x,y) : X — Z is a Fredholm map of index
l <k

2. The set of x € U such that F(x,y) = zo for all y in a compact subset of V is a
relatively compact set of U.

Then, the set
O:={y € V : z¢ is a regular value of F (-, y)},

is a dense open subset of V.

5.2 Generic non-degeneracy with respect to the Riemannian metric

Theorem 5.1 was used in [28] by de Paula Ramos in order to prove generic non-
degeneracy for solutions of (1.1) (i.e., critical points of the C? functionals & , and
E¢.m) With respect to the Riemannian metric. Analogous results for systems were
proven in [6], see also Micheletti and Pistoia [41] for earlier results in related settings.
The result proven in [28] reads as follows:

Theorem 5.2 Let Met™ (M) be the space of C*° Riemannian metrics on M andm € R.
For g € Met™(M) and ¢ € (0, +00), we denote by &, , 5 and E, ,, ; the functionals
Ee.m and Eg’m with respect to the metric g. Then, for any gg € Met® (M) the sets

(g, &) € (0, +00) x Met®™ (M) : any critical point
of Eg g In H;O (M, R) is non-degenerate

and

(g, 8) € (0, +00) x Met®™ (M) : any critical point
of Ec g In Hgl0 (M, R) is non-degenerate
can be written as a countable interesection of open and dense subsets of (0, +00) X

Diff>®(M). In particular, they are residual subsets of (0, +00) x Diff> (M), which
are dense.

The proof of Theorem 5.2 is obtained as an application of the abstract Theorem 5.1
and can be found in [28].

5.3 Generic non-degeneracy with respect to the domain
Notice that Theorem 5.2 has a drawback: In some applications, one might not want

to modify the metric of the problem. For instance, if M is an Euclidean domain
Q2 C R” then it would not make much sense to replace the Euclidean metric on 2 by
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another one. It is therefore reasonable to be interesected in generic non-degeneracy
with respect to a different key parameter. It might be tempting to consider a genericity
result based on modifying the potential instead of the Riemannian metric. However,
Brunovsky and Polac¢ik [19] produced a counterexample for semilinear elliptic equa-
tions on the Euclidean ball with homogeneous Dirichlet boundary conditions. Our
setting is slightly different than theirs (in particular, more restrictive) meaning that
one could still hope to obtain genericity results with respect to the potential. However,
the investigation of this question goes beyond the scope of this paper. Instead, we will
present a genericity result based on perturbation of the domain, obtained by adapting
a result due to Saut and Temam [56] and Henry [34, Chapter 6].

Following [34], let us give the precise statement of the result. For/ € {1, ..., +o00},
let Diff! (M) be the set of maps in Cl(M,R") such that h: M — h(M) is a C'-
diffeomorphism (recall that M is isometrically embedded into R™). In particular, Id €
Diff!(M). For I < +o00, let us endow C/(M, R™) with the usual sup norm, so it is a
Banach space. This induces the usual Whitney topology on C* (M, R"). Then, with
these choices of topologies, Diff! (M) is open in C'(M,R"). For h € Diff! (M) and
e > 0, let & j denote the energy functional with parameter ¢ in the domain /(M ). For
m € R, define & j, » and Eg,m, n as the restriction of & 5, to H,, and H,, o respectively.
The main results then read as follows:

Theorem 5.3 Let m € R. The sets

{(8, h) € (0, +00) x Diff® (M) : any critical point of E¢ 1.1, is non-degenerate}
and

{(8, h) € (0, +00) x Diff* (M) : any critical point ong,m,h is non—degenerate}
can be written as a countable interesection of open and dense subsets of (0, +00) x

Diff®(M). In particular, they are residual subsets of (0, +00) x Diff>*(M), which
are dense.

The proof of Theorem 5.3 follows by combining the ideas in [6, 28] with those in [34,
56]. We give a sketch below.

Sketch of the proof of Theorem 5.3 By Baire’s Theorem, it suffices to prove that for any
| € N* such that/ > 3 and K > 0, the sets

{(8, h) € (0, 400) x Diff’ (M) : any critical point of & ;5 in Boo (0, K)

is non-degenerate} 5.1
and
{(8, h) € (0, 400) x Diffl(M) : any critical point ofgg,m,h in B (0, K)

is non-degenerate} 5.2)
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are open and dense in (0, +00) X Diff? (M), where we have set
Bx(0, K) :={v e L¥(M) : |vllL=m) < K}.

Let !/ and C be as above and fixed. Given~M a Riemannian manifold with boundary of
class C! isometrically embedded into R”, set

Fyp : HX(M) x R x (0, +00) — L*(M) x R

as
R 1,
Fu, ,e):=\—eAqu+-Wiu) -2, u—m
3 M

for (u, 1, ¢) € Hz(M) x R x (0, 400). Subsequently, consider
F : H*(M) x R x Diff!(M) x (0, +00) = L*(M) x R,

defined as

Fu, %, 8, h) := h* Eyn (B *u, 2, 8)
where h* stands for the composition map defined as

h*(u(x)) := u(h(x)), fora.e.x € M,
whenever u € LIIOC(M ) and where /(M) has been endowed with the pull-back metric.
We begin by proving that F satisfies the assumptions of Theorem 5.1 with X =
H*(M) x R, Y = Diff!(M) x (0, +00), Z = L> (M) x R, U = (H>*(M)\R) x R
(so that we are first considering the case of non-constant solutions), V = Y and
zo0 = (0,0) € Z. One easily checks that F is of class C I Tt is also easy to see that
DFx(u, A, &, h) is a Fredholm operator of index 0 on U x V, which establishes 1 in
Theorem 5.1. Condition 2 follows from the fact that the energy functional satisfies the
Palais—Smale condition. It remains only to prove that (0, 0) is a regular value of F.
As in [34, Chapter 6], we argue by contradiction. Assume that there exists (u, A, €, h)
such that DF (u, A, €, h) is not surjective. Arguing as in [34, Page 81], one can assume
that 1 = Idy, by considering (2 ~!)*u instead of u. By assumption, one has a nonzero
element (v, a) in L2(M) x R which is orthogonal to the image of DF (u, A, ¢, h).

After some computations along the lines of [34, Chapter 6], one is lead to the following
overdetermined problem:

—eAY + éw”(u)w =0, onM, (5.3)
% =YW @) —2) =0, ondM. (5.4)
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Moreover, one also obtains that @ = 0, which implies that i is nonzero. By a con-
tradiction argument based on the unique continuation principle, one obtains from
(5.3) and (5.4) that W/ (u) — A = 0 on M and hence Au = 0 on dM. This
implies that u is constant on d M, which yields once again the same contradiction.
As a consequence, we can apply Theorem 5.1 for non-constant solutions. In order
to prove generic non-degeneracy for constant solutions, one argues in a direct man-
ner and the statement then follows from the fact that the set of the eigenvalues of the
Laplacian (with either Dirichlet or Neumann boundary conditions) is discrete, see [28,
Proposition B] for details. This proves the result for the set (5.1). In order to prove the
property for the set (5.2), one argues similarly, see [34, Example 6.5]. O

6 A partial result without the subcritical growth assumption

The sole purpose of the subcritical growth assumption (H3) is to ensure that the varia-
tional problems under consideration are compact (more precisely, that the functionals
Ee.m and Eg,m satisfy the Palais—Smale condition). However, as it was already observed
in [15], it is possible to drop (H3) and obtain weaker versions of Theorems A and B.
More precisely, one has:

Theorem 6.1 Assume that (H1) and (H2) hold. Then, there exists m* > 0 such that
forallm € (0, m™) there exist g, ¢y > 0 such that for any € € (0, &,,) the Neumann
problem (1.2) has at least cat(d M) solutions ug y with E (Ug ) < cm. Moreover, if &
and m as above are such that all critical points of & ,,, are non-degenerate, then (1.2)
has at least 221 (0 M) solutions ug ,, with E(Ue m) < Cp.

Theorem 6.2 Assume that (H1) and (H2) hold. Then, there exists m* > 0 such that
for all m € (0, m™*) there exist ey, ¢y > 0 such that for any ¢ € (0, &,) the Dirichlet
problem (1.3) has at least cat(M) solutions ug m with Ec(Ue m) < cm. Moreover, if &
and m as above are such that all critical points of Eg,m are non-degenerate, then (1.3)
has at least 21 (M) solutions ug m with Ec(Ug.m) < Cm.

The proofs of Theorems 6.1 and 6.2 work essentially like that of [15, Theorem 5.9].
However, the assumptions on the potential that we take in this paper are slightly
different than those in [15]. Therefore, we include the proofs of Theorems 6.1 and
6.2 for completeness. The crucial ingredient is that for small & one can obtain a priori
bounds on the L°° norm of any solution (i, A¢) of the equation

1.
—eAug + -W(ug) = Agon M. 6.1)
P

according to its energy (see Proposition 6.3 below). Such ingredient allows to modify
potentials close to infinity to turn them into potentials with subcritical growth at infinity
to which one may apply Theorems A and B. The a priori bounds imply that the low
energy solutions of the modified potential are also solutions of the original potential.
However, no such thing can be said at this point regarding high energy solutions, hence
the weaker statements of Theorems 6.1 and 6.2.
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Proposition 6.3 Let W e CEOC(R, [0, +00]) be a double-well potential vanishing
exactly on {0, 1} and satisfying (H1) and (H2). There exists ey, > 0 such that for
any ¢ € (0, eyp] and any (ug, Ag) solution of (6.1) such that Esyw(ug) < +00 we
have

luellzoe (v, m) < Cub(eun, €, gy (ue)),
with Cyp (eyp, 58 W(ug)) > 0 a constant depending on the quantities &, and 58 W(Me)
but independent on ¢.
The proof of Proposition 6.3 relies on the following result.

Lemma 6.4 Let W € Cfoc (R, [0, 400]) be a double-well potential vanishing exactly

on {0, 1} and satisfying (H1) and (H2). There exist gest > 0 and Cest > 0 such that
forany ¢ € (0, gest), m € [0, 1] and (ue, 1) a solution of (6.1) we have

|Ael < Cestgg’vf/(us)-

Lemma 6.4 was proven by Chen in [23, Lemma 3.4] in the case of an Euclidean
domain of R” and then extended to the setting of closed manifolds in [15, Proposition
5.3]. In both cases, the proof is obtained by combining standard elliptic estimates with
mollification arguments. As the arguments carry on directly to our setting, we skip the
proof. We are now ready to prove Proposition 6.3, which relies on standard arguments
(see, for instance, [15, Theorem 5.9]).

Proof of Proposition 6.3 Assume thate € (0, gest), With geg¢ as in Lemma 6.4. By (H2),
we find u* (gest, €, 1 (ue)) depending only on gep > 0 and &, 5, (u) such that

1 .

EW/(”) > Cestggyvi/(us)» for all u > u™ (gest, 55,W(M5))
and

1 71 *

EW () < _Cestgg,‘j/(us)a forall u < u™(sest, _&(ug)),

with Cesy > 0 as in Lemma 6.4. Let xp,x € M be a maximum point for u#, and
assume by contradiction that |Jug ||z R) > u*(€est, 55 Vi,(ug)). Then, using (6.1)
and Lemma 6.4 it follows

1 .
—&Aug(Xmax) = As — EW/(Ms(xmax)) <0,

which gives the contradiction. Hence, one has that maxy u < u*(eest, &, y;, (ue)) and,
in an analogous fashion, one finds that miny; u > u*(gegt, &, \ (ug)). This establishes
the result by choosing eyp = €est and Cup (4, EEW(MS)) = u*(Eest, 58,‘5/(“8))- O

At this point, the proof of Theorem 6.1 can be completed as follows.
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Proof of Theorem 6.1 Let ¢ € (0, &yp), with gyp as in Lemma 6.4 and Cyp(&yp, 1) >
0 the constant given by Prqposition 6.3. We can find u* > Cyp(eup, 1) and W €
C3 (R, [0, +00)) such that W—1(0) = {0, 1} which satisfies (H1), (H2) and (H3) with

loc
W(u) = W(u) for all u € [—u*, u*]. We now apply Theorem A to W.In particular,
there exists m* > 0 such that for all m € (0, m*) there exist &,,, ¢, > 0 such
that for all ¢ € (0, &,) we have that there exist cat(dM) solutions of (1.2) (for W)
(te.m, )A\g,m) with 5@,W(’38,m) < ¢,y. Moreover ¢,, can be chosen such that ¢,, — 0 as
m — 0, see the end of Sect. 3.5. Therefore, choose m* < m* such that ¢,, < 1 for all
m € (0, m*). For all such m, let 8m::% min{&,, gest} > 0,¢ € (0, &,) and i ,. Since
Ee(tie.m) < 1 whenever i, ,, is a solution as above, we can apply Proposition 6.3 and
find that [|itg m || Lo, R) < Cub(€ub, 1) < u* which implies that i, ,, is a solution of
(1.2) for W and hence the result. O

The proof of Theorem 6.2 works in the same way, so we skip it.
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