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ABSTRACT

In previous work, comparisons were made between large-scale simulations of the American Wake ExperimeNt (AWAKEN) wind farms con-
ducted using the large-eddy simulation (LES) codes Nalu-Wind and Adaptive Mesh Refinement-Wind, the engineering wind farm model
FLOw Redirection and Induction in Steady State (FLORIS), and the multi-scale Weather Research and Forecasting model. Significant dis-
crepancies were observed in the modeled wake deficits, and the present paper investigates the sources of this model variability using new sim-
ulations with single turbines and smaller domains. From an experimental data set taken from AWAKEN, an idealized neutral stability
condition was defined and single-turbine cases using actuator disk were conducted with the different simulation codes allowing for a compre-
hensive investigation into the similarities and differences between the atmospheric inflow, turbines, and wakes of the simulations.
Improvements to the simulation setups in the present study resulted in significantly higher agreement between the modeled results from the
three LES models and FLORIS.

VC 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (https://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0211729

INTRODUCTION

In a previous study,7,12 a series of numerical simulations of wind
farms using different model fidelities and for different atmospheric sta-
bility conditions were performed as a part of the American WAKE
ExperimeNt (AWAKEN). The simulations included FLOw
Redirection and Induction in Steady State (FLORIS) wake models, a
number of large-eddy simulation (LES) microscale Adaptive Mesh
Refinement (AMR-Wind) and Nalu-Wind runs, as well as idealized
and complex terrain Weather Research and Forecasting (WRF) runs.
The scale of these simulations ranged from small subsets of the indi-
vidual wind farms to immense computations using the AMR-Wind
LES solver to simulate a 100� 100 km2 domain containing all 541 tur-
bines among the five wind farms (King Plains, Chisholm View,
Thunder Ranch, Armadillo Flats, and Breckinridge). Results of these

simulations have been previously used to investigate blockage effects
around wind farms6,11,12 and provide uncertainty quantification of the
dual-Doppler radar system being leveraged for large-scale flow mea-
surements in AWAKEN.9

OBJECTIVES

The primary objectives behind the extensive simulation work of
the AWAKEN project relate to the investigation of seven broad test-
able hypotheses that are a priority to the wind research community
and the wind energy industry. In the previous work of Cheung et al.,12

simulations primarily focused on the subset of the following three
hypotheses below:33,34

(1) Wind farm wakes propagate on land for tens of kilometers and
lower the energy production of neighboring wind farms.
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Characteristics [magnitude and extent of momentum deficits,
magnitude and extent of region of increased turbulent kinetic
energy (TKE)] of wind plant wakes depend primarily on the
spacing of turbines in a wind farm along the primary wind
direction, turbine size, individual turbine power level and hub-
height TKE, wind speed at hub height, and atmospheric
stability. Wind farm wakes can be steered using coordinated
individual turbine yaw control, although topography and yaw-
misalignment will also influence wake propagation.

(2) Wind turbines in the interior of wind farms tend to have more
turbulent inflows resulting in higher damage-equivalent loads
than those on the exterior. The turbulence levels in land based
wind farms asymptote to a fully developed condition after the
first three rows of wind turbines.

(3) The maximum energy produced by a large (>100 MW) wind
farm is constrained by the momentum flux between the sur-
rounding atmosphere and the wind farm.

All simulations for the AWAKEN project were conducted under
stability conditions that are representative of the regional climatology
at the AWAKEN site. Previously, idealized stable and unstable condi-
tions were defined using experimental data taken from the
Atmospheric Radiation Measurement (ARM) site located adjacent to
the AWAKEN wind farms. In the present paper, we define a new ide-
alized stability condition with the AWAKEN lidar and meteorological
tower measurements taken during the experimental campaign. The
method and filtering process behind the selection of the neutral condi-
tions are described in the Simulation Setup section of the paper.

Previous comparisons between simulations under stable and
unstable conditions for the King Plains wind farm using a variety of
codes (AMR-Wind, FLORIS, Nalu-Wind, WRF-LES) showed large
discrepancies among the results. The largest differences were in the
downstream wake profiles as shown in Figs. 1 and 2 for the unstable
and stable cases, respectively.12 The models are shown to differ in
respect to both wake recovery distance as well as the maximum
velocity deficit especially for both WRF-LES and FLORIS in the
unstable case.

One primary motivation for the present study is to advance the
understanding of the wakes of modern utility-scale turbines using a
different suite of models such as WRF-LES and AMR-Wind, through
a more comprehensive investigation of the discrepancies in Ref. 12.
The large differences in the modeled predictions in Ref. 12 are also
problematic as upcoming simulation benchmark activities will also
compare models in reference to the AWAKEN experimental data. The
format of these future benchmarks will be similar to the study of
Doubrawa et al.,18 which compared models across a wide range of
fidelities and assessed the wakes of a single turbine during neutral,
unstable, and stable atmospheric conditions.

The results of Cheung et al.12 demonstrated the need for identify-
ing sources of model uncertainty and error prior to the benchmark
studies as significant discrepancies between modeled results are gener-
ally difficult to investigate due to the differences between simulation
methods. A flow field can be modeled through LES, Reynolds-
Averaged Navier–Stokes (RANS) models, and lower-order wind and
wake models. Turbine models also have varying levels of fidelity rang-
ing from actuator line and fully resolved blade-boundary-layer
schemes to actuator disk and blade element momentum theory
(BEMT). A detailed summary of the different numerical methodolo-
gies and simulation setups in the present study using AMR-Wind,
Nalu-Wind, WRF-LES, and FLORIS is given in the subsequent section.
In addition to the separate ABL models, the individual wind turbine
models used in each code are also discussed. These wind field and
wind turbine models are the same as used in Cheung et al.,12 but with
different simulation methodologies aimed at reducing potential sour-
ces of model differences.

In Ref. 12, it was speculated that one reason for the large discrep-
ancies was the unstable flow condition, as large-scale turbulent struc-
tures in the unstable atmospheric boundary layer (ABL) can cause
sizable local differences in the flow field. Even if the domain-averaged
parameters are similar between simulation runs, the turbines can
potentially experience significantly different incoming wind. Also, the
results compared in Ref. 12 were averaged over a large number of
closely packed wind turbines within the King Plains wind farm. The
complexity of multi-turbine-wake interactions, by itself a potentially
large source of model discrepancy, is another factor to consider.

To remove the model uncertainty accompanying the unstable
ABL condition and multi-turbine–wake interactions, the present study

FIG. 1. The hub-height wake deficit (normalized by the hub-height precursor wind
velocity) measured along the wake centerline (x/D) and averaged for all of the tur-
bines in each simulation for the unstable atmospheric boundary layer (ABL) condi-
tion from Cheung et al.12 Two separate AMR-Wind simulations were run with
different numbers of King Plains turbines. Two WRF-LES simulations (88 turbines)
were performed with and without modeled terrain effects. The Gauss–Curl Hybrid
(GCH) wake model was used in the FLORIS simulations (88 turbines). Reprinted
with permission from Cheung et al., Sandia National Laboratory Report No.
SAND2024-12180R, 2024.

FIG. 2. The hub-height wake deficit (normalized by the hub-height precursor wind
velocity) measured along the wake centerline (x/D) and averaged for all of the tur-
bines in each simulation for the stable ABL condition from Cheung et al.12 The
Gauss–Curl Hybrid (GCH) wake model was used in the FLORIS simulations.
Reprinted with permission from Cheung et al., Sandia National Laboratory Report
No. SAND2024-12180R, 2024.
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employed smaller-scale simulations using a single turbine in a reduced
domain with a neutral stability condition. In addition, specific care was
taken to improve simulation methods and enforce similar conditions
for the domain, atmospheric inflow, and sampling across all model
runs to minimize model discrepancies. It should be noted that the pur-
pose of utilizing field data for the neutral ABL condition in the present
study was not to create a precise validation case for different wind
farm models; rather, it was to ensure a level of realism for the simu-
lated scenarios. The “true” neutral ABL in the field is generally in a
state of nonequilibrium due to the short nature of the day-to-night
transition. Hence, the statistics garnered from experiment will be more
variable and less certain than the quasi-steady-state condition of simu-
lations results.

The literature on idealized LES of neutral boundary layers also
reveals many difficulties associated with the region near the surface
and the consistency with Monin–Obukhov similarity theory
(MOST).10,31 Often, simulations are evaluated on the basis of the non-
dimensional vertical gradient of mean streamwise velocity,
U ¼ j z

u�
@U
@z , where j is the Von K�arm�an constant, z is the height

above ground level, u� the friction velocity, and @U
@z the vertical gradient

of mean streamwise velocity. A consistent treatment of the near-wall
region should produce a constant U in the surface layer. In Andren
et al.,3 four LES codes were used to simulate a neutral boundary layer
with a geostrophic wind speed of 10 m/s. It was noted that the models
displayed an overshoot in U near the surface, which deviated from the
MOST prediction that the value should be constant in the surface
layer. The subgrid-scale (SGS) model with backscatter produced a bet-
ter agreement with MOST. Next, Kosovi�c23 developed a nonlinear SGS
model that represents both the backscatter and anisotropy (NBA) and
was successful in mitigating the overshoot. Its subsequent implementa-
tion in the WRF model was able to mitigate, but not completely
remove, the overshoot in comparison with linear SGS models when
using aspect ratios in the range between 3 and 4.28 In Brasseur and
Wei,8 a theoretical framework was developed to address the physical
and numerical aspects of this overshoot and its relationship with the
SGS model constants, grid resolution, and aspect ratio. This framework
was designed for and successful in making the LES prediction for Law-
of-the-Wall (LOTW)-normalized gradient constant over the surface
layer. In a more recent study, intercomparison for a single wind tur-
bine wake that included neutral conditions, the authors pointed out
that obtaining consistent inflow conditions across models was one of
the main challenges, with pronounced differences in the TKE pro-
files.18 Despite its apparent simplicity, the LES of the neutral boundary
layer over flat terrain can be challenging from the modeling compari-
son point of view.

It must also be noted that a complete discussion regarding the
impact of numerical dissipation from the LES solvers is outside of the
scope of the current work and should be comprehensively addressed
in a separate study. For the sake of comparison, the current study seeks
to compare simulations with closely aligned mesh and model settings
to achieve similar ABL characteristics. Numerical dissipation and dis-
persion, along with the mesh sizes employed, characterizes the effective
resolution of the LES, which determines which turbulence features in
the ABL and wakes that can be captured. For example, the overshoot
of the normalized mean shear in the surface layer of the simulations in
the current study is a known phenomenon but has not yet been quan-
tified. Jayaraman and Brasseur21 demonstrated the dependence of grid

resolution and aspect ratio for this overshoot. Due to innate code dif-
ferences and discrepancies in the applied grid resolutions between
AMR-Wind, Nalu-Wind, and WRF-LES, there are expected deviations
in numerical dissipation in the LES results. In future studies, we hope
to thoroughly document the effects of grid resolution for these codes
on turbulence features of the ABL and wake.

SIMULATION SETUP
Idealized Neutral Stability Condition Definition Process

The inflow conditions studied in this article were selected from
measurements taken at the AWAKEN site and available from the Data
Archive Portal (DAP), also known as the Wind Data Hub (WDH).15

Site A1 is located 300 m from the instrumented turbine of interest (i.e.,
H05 in the King Plains wind farm) that was selected for study, and the
instruments at A1 used for characterization of the inflow velocity pro-
file were a ground-based WindCube v2 profiling lidar (DAP code:
sa1.lidar.z02) and a ground-based Halo XR scanning lidar
(sa1.lidar.z03.c1). Measurements from these instruments
were complemented by a nacelle-mounted, forward-facing WindCube
(rt1.lidar.z01.00) on turbine H05. A surface meteorology sta-
tion located at A1 (sa1.sonic.z01.c0) provided information on
the stability state of the atmosphere.

The targeted atmospheric flow condition for this study was a neu-
tral boundary layer as defined by Krishnamurthy et al.,24 with wind
speed in Region II where there is maximized rotor efficiency. The
10min window selected for study began on September 20, 2023, at
18:30:00 local time [i.e., Greenwich Mean Time-5 (GMT)]. This window,
which occurred 50–60min before sunset during fair conditions, repre-
sents an unstable-to-stable atmospheric transition as suggested by the
local stability parameter, z/L, from surface meteorological data in
Fig. 3. No measure of the ABL height was available for this time period,
and thus a measurement of the global stability, zi/L, is not available.
However, feasible values for the unstable and stable ABL heights at the
AWAKEN site are 2000 and 500 m, respectively,23 from which esti-
mates of zi/L at 17:30 and 19:30 local time are�38 and 13, respectively.
This change in zi/L was a large shift in the global ABL over a short, 2 h
period so that the ABL was likely out of equilibrium during the entire
event. This state of nonequilibrium should be borne in mind when
comparing the data in this validation study where the simulated condi-
tions are in equilibrium for validation purpose.

The mean wind speed and wind direction profiles for the selected
10 min period are shown in Fig. 4. Over the height of the rotor, the
wind speed profile follows an approximately power-law relationship

FIG. 3. Local stability parameter, z/LObukhov, vs local time as measured by the sur-
face meteorological station at site A1. z is 4 m. See text for estimate of the global
stability parameter.
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according to the profiling lidar data, which was deemed more reliable
than that of the scanning lidar for the lower altitudes around rotor
height as the scanning lidar’s coverage did not span the full rotor.
About 70 m above rotor height, the wind speed profile peak suggests
the presence of a low-level jet. The wind direction profile is approxi-
mately linear with only mild veering.

The target atmospheric conditions derived from 10 min measure-
ments are given in Table I. The wind velocity data all derive from the
profiling lidar except for the value of turbulence intensity (TI), which
stems from the nacelle-mounted lidar data at a range of 400 m ahead
of the turbine. This latter measurement, which uses the WindCube
definition of TI,25 was considered preferable to the turbulence intensity
profile from the profiling lidar because of unexpectedly low turbulence
readings from the profiling lidar. In figures below, the TI profile shown
is that of the profiling lidar with a uniform scaling of 5.4 applied so
that the hub-height TI matches that from the nacelle-mounted lidar,
while data from the scanning lidar is not shown due to poor data avail-
ability at heights of interest.

The turbulence level represents the greatest source of uncertainty
in the observed atmospheric condition because of drastically different
values of TI measured by the three lidar instruments, and these differ-
ences between lidars might be explained by the lidar-related phenom-
ena of underestimation of TI due to probe-volume averaging and
overestimation due to cross-contamination as explained in Sathe
et al.,40 as well as by the nonequilibrium state of the lower atmospheric

during transition from unstable to stable that saw the TI level drop by
�0.4% over these 10min of interest according to the nacelle-mounted
lidar.

In the simulation precursor development to follow, we ignore the
possible low-level jet profile and target an idealized power-law relation-
ship with the 0.116 exponent as calculated with a reference height of
90 m and a least squares fit to the wind speed from the profiling lidar
over the rotor height. The veer target is 3.28� over the rotor height as
calculated from a linear least squares fit of the wind direction from the
profiling lidar over the rotor height. Wind direction data from the pro-
filing lidar were also combined with the turbine yaw heading for this
window to calculate a mean yaw misalignment of 4.33�.

AMR-Wind/Nalu-Wind

The LES code bases AMR-Wind41,43 and Nalu-Wind,17,43 both
part of the ExaWind code suite, were used to perform high-fidelity
simulations of the ABL. AMR-Wind solves the incompressible
Navier–Stokes equations using an approximate projection method
used in Incompressible Adaptive Mesh Refinement (IAMR)2 and
incflo.44 It is a semi-staggered scheme with a semi-implicit Crank–
Nicolson approach. An implicit scheme is used for the viscous terms
and the advection term is handled explicitly using an upwind finite-
volume method using the WENO-Z (Z-Type Weighted Essentially
Non-Oscillatory) algorithm. A single-equation turbulent kinetic energy
model is employed for the subgrid scale stresses following the formula-
tion of Moeng.32

The multiphysics, massively parallel code, Nalu-Wind, performs
LES of the ABL using a node-centered finite volume discretization on
an unstructured grid to solve the acoustically incompressible Navier–
Stokes equations. An implicit second-order backward difference
scheme is used for time integration. Similar to AMR-Wind, a one-
equation, constant coefficient, TKE model is used to model the
subgrid-scale stresses.46

Both the AMR-Wind and Nalu-Wind codes have similar
approaches to modeling the ABL. An ABL wall function based on the
Monin–Obukhov theory is used for the bottom boundary, where a
prescribed surface roughness length is used to alter the surface layer
profile. An inflow/outflow boundary condition is used at the top

FIG. 4. Profiles of (left) wind speed and (right) wind direction for the selected 10 min window of interest comparing the profiling WindCube v2 lidar and the scanning Halo XR
lidar at site A1. The reference height for the calculation of the power-law shear exponent was the hub-height value of 90 m.

TABLE I. Targeted atmospheric boundary layer conditions measured during the 10
min window of interest.

Quantity Value Units

Hub-height wind speed 6.27 m/s
Turbulence intensity over rotor 0.097 � � �
Shear exponent over rotor 0.116 � � �
Veer over rotor 3.28 deg
Near-ground temperature of air 305 K
Density of air 1.09 kg/m3
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boundary.45 The inflow/outflow condition uses a potential flow
solution in wavenumber space, which dampens high-frequency distur-
bances at the upper boundary. The boundary condition on the domain
sides is periodic. In place of specifying a mean horizontal pressure gra-
dient, ABL forcing source terms are provided to the momentum equa-
tion to drive the flow to a predetermined velocity at a specific height.

Both AMR-Wind and Nalu-Wind include a Boussinesq buoy-
ancy model and Coriolis source term to capture the effects of atmo-
spheric stratification and wind veer, the Coriolis term using a specified
latitude of 36.572� to match the approximate location of the
AWAKEN wind farms. Both codes solve the potential temperature
form of the acoustically incompressible Navier–Stokes equations and
utilize a potential temperature profile in the initial conditions, where
the capping inversion height was set at 650 m for the present study. At
the lower boundary condition, surface temperature or surface heat flux
may be prescribed and for the present simulations, the surface heat
flux was fixed at 0K/m for both AMR-Wind and Nalu-Wind. Table II
displays the associated mesh sizes and computational costs of AMR-
Wind and Nalu-Wind compared to the third LES code, WRF-LES.
AMR-Wind is shown to be the most scalable and computationally effi-
cient of the three LES codes.

Both AMR-Wind and Nalu-Wind have similar processes for set-
ting up the neutral boundary layer case. This is the same method that
is described in more detail in Ref. 20. A precursor using periodic
boundary conditions with a domain size of 5120� 5120� 960 m3 tall
with an isotropic grid size of 10 m in each Cartesian direction was run
for 20000 s to establish a flow with a forced hub-height wind speed of
6.27 m/s, air density of 1.09 kg/m3, and a near-ground temperature of
305K. The prescribed surface roughness for AMR-Wind and Nalu-
Wind was 0.03 m. After the flow was established in the first 20 000 s,
the simulations were run for another 5000 s to provide a sufficient
search window to find the 10 min statistics that best matched the aver-
age hub-height velocity, shear, veer, and TI listed in Table I. East–west
corresponded to the x-direction and north–south to the y-direction in
the simulation domains. To account for the mean yaw misalignment
of 4.33�, the wind direction was offset that amount to the south from
being purely in the x direction while keeping the turbine aligned with
the grid.

The 10-min window that was chosen for each code was then
rerun on a domain with refinement boxes that decreased the grid size
from 10 to 5 m, and then to 2.5 m closest to the turbine as shown in
Fig. 5. The mesh refinements also retain the cubical nature of the grid
cells. The inflow planes of the 10-min windows were used as inflow
boundary conditions, and the flow for the entire domain at the begin-
ning of the period was used as the initial condition. The OpenFAST
model used for the NREL 2.8-127 was placed at x¼ 2000 m and
y¼ 2560 m to be slightly upstream of center to allow more room for
wake flow. A case using the same mesh was also run without the

turbine so that differences in the flow would be purely caused by the
turbine and not by mesh resolution.

To compare the results from the different codes, a set of sample
planes were agreed upon to be used in each. These included a horizon-
tal x–y slice of the entire domain at the hub-height (z¼ 90 m), the top
tips of the blades (z¼ 153.5 m), and the bottom tips of the blades
(z¼ 26.5 m). Smaller x–y slices that were 30D� 8D (where D is 127
m, the diameter of the rotor) were at heights of 90 m (hub height) and
280.5 m. These were centered around the turbine in the y direction
and started 10D upstream of the turbine. Several vertical slices in the
y–z direction were used to capture flow before and after the turbine at
distances of 10D upstream to 20D downstream at intervals of 2D.
These extended 4D to either side of the rotor center and were 280 m
(2.2D) tall. There were also vertical slices in the x–z direction that were
30D in the x direction and were also 280 m tall. These were placed at
0D as well as 4D and 2D on either side of the turbine. The placement
of these planes can be seen in Fig. 6.

WRF-LES

The simulations used the Advanced-Research WRF model ver-
sion 4.4,42 which solves the compressible Euler equations for the three
spatial dimensions and time. The time integration employs a third-
order Runge–Kutta scheme with a smaller time step for acoustic
effects. The spatial discretization of advective terms employs a fifth-
order scheme for the horizontal direction and a third-order scheme for
the vertical direction. An Arakawa C-grid staggering is used horizon-
tally, whereas the vertical direction employs a hydrostatic pressure-
based coordinate.

TheWRFmodel allows idealized simulations by neglecting physi-
cal processes related to cloud microphysics, radiation, moisture, and

TABLE II. Comparison of the mesh sizes and computational costs associated with
each LES code for simulating the precursors.

Turbine quantity Mesh size (cells) Cores used Wall-time (h)

AMR-Wind 82.6 � 106 4608 6.3
Nalu-Wind 29.2 � 106 1920 29.8
WRF-LES 31.5 � 106 1200 36

FIG. 5. Domain for AMR-Wind and Nalu-Wind cases with refined mesh and turbine
location shown. Level 0 has a grid size of 10 m, Level 1 of 5 m, and Level 2 of 2.5
m. The blue arrow indicates the incoming hub-height wind direction toward the
turbine.
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surface heterogeneity. These are standard simplifications for studies
focused on canonical boundary layers over flat terrain.4,28–30,37,39 WRF
is a multiscale framework that models turbulence differently depend-
ing on the grid resolution. In the mesoscale range, where the grid spac-
ing (dx) is greater than 1 km, turbulence is fully modeled by planetary
boundary layer schemes. In the microscale range (dx< 100 m), the
LES resolves turbulent motions larger than the spatial filter (grid) size,
whereas the effect of the interaction between resolved and unresolved
motions in the resolved-scale velocity field is represented by a subgrid-
scale model.16 Our approach involves microscale LES using the nonlin-
ear backscatter and anisotropy (NBA)18 subgrid-scale model imple-
mented inWRF by Mirocha et al.28

A setup consisting of two computational domains one-way cou-
pled by nesting is used (Fig. 7) for the WRF-LES simulations. The par-
ent and the nest domains have dimensions of 5000� 5100 m and
3500� 2000 m, respectively, with a model top at 1000 m. The main
role of the parent domain is to produce average boundary layer charac-
teristics that are temporally steady, which are then fed into the nest via
one-way coupling. Both domains use a constant horizontal grid resolu-
tion of 10 m and a vertical grid with a constant resolution of 2.54 m in
the first 300 m above ground and stretched out up to 34 m at the
model top. The finer grid in the vertical direction with an aspect ratio
in the range between 3 and 4 was shown beneficial for WRF-LES simu-
lations.30 The maximum vertical grid size in the first 500 m above
ground is limited to 10 m. The single wind turbine, located at x¼ 500
m and y¼ 1000 m in the nest domain, is represented in the simula-
tions using the generalized actuator disk (GAD) that was originally
proposed and implemented in the WRF model by Mirocha et al.29 and
later adapted in Refs. 1 and 4. The GAD method uses turbine control
and blade-section aerodynamic properties tables to compute lift and
drag forces, which are then projected onto the rotor-swept area. The
turbine faces west and the yaw is fixed.

The simulations initialize with nonturbulent, user-specified pro-
files for wind speed components, potential temperature, and water
vapor. Wind direction components were assumed to be constant with
height. The potential temperature profile was the same as prescribed
for AMR-Wind and Nalu-Wind, with the capping inversion height set
at 650 m. The simulations considered dry air, and the water vapor was
set to zero at all heights.

The top boundary condition imposes zero vertical velocity and
free slip for the horizontal velocity. The upper 300 m of the domain
contains a Rayleigh damping layer (damping coefficient of 0.003 s�1)
to avoid the downward reflection of gravity waves. A modified surface
layer model3 computes the drag force at the first grid cell above the
surface using the local horizontal wind components and a drag coeffi-
cient based on universal functions for the MOST.31 This lower bound-
ary condition imposes a shear stress compliant with the MOST
assuming a flat terrain with a homogeneous roughness length of 0.3 m.
A constant sensible heat flux of 0W/m2 is also imposed. Periodic lat-
eral boundary conditions are used for the parent domain to allow the
atmospheric boundary layer winds and turbulence to develop from the
nonturbulent initial condition.

In addition to the adjustment of the initial condition profiles
owing to friction and turbulence, the Coriolis effect also produces an
inertial oscillation that causes temporal variations in the boundary
layer characteristics. Therefore, the approach adopted to produce the
inflow considers enough time to fully develop turbulence and for iner-
tial oscillation effects in the mean wind to be small such as in Ref. 37.
Considering these constraints, the initial conditions’ values were itera-
tively fine-tuned to reach the desired hub-height wind speed, direction,
shear, veer, and TI.

FIG. 6. Visualization of the sampling planes used for AMR-Wind and Nalu-Wind.

FIG. 7. Two computational domains were employed in the WRF-LES simulations:
an outer parent domain (D1) that was 5000� 5100 m and periodic boundary condi-
tions and an inner nest domain (D2) that was 3500� 2000 m with boundary condi-
tions fed by the parent domain via one-way coupling. The wind turbine is located
near the western boundary of the nest domain.
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Horizontal plane averages of selected variables are shown in
Fig. 8. The wind speed (WS90) and direction (WD90) at 90 m height
are computed based on the plane-averaged horizontal wind velocity
components. The wind shear exponent across the rotor (ar) is
obtained with a nonlinear least squares curve fit of the wind speed pro-
file to a power law profile. The veer across the rotor is the subtraction
between the wind directions at the heights of the top and bottom tips
(wr ¼ WD153:5 �WD26:5). The vertical velocity variance (w0w0

90) is
computed based on the vertical velocity averaged across the horizontal
plane (w90) and the local departures from the average (w90

0 ¼ w90

�w90) at 90 m height. These computations were consistent across the
different simulations and field data.

Before the nest domain is activated, to reduce the computational
cost of the parent domain’s spin-up phase, a smaller domain
(2500� 1700 m) with periodic lateral boundary conditions is run for
at least 8 h to fine-tune the initial conditions to match the target wind
profile characteristics. Three iterations were necessary for the initial
conditions for wind speed and direction, which were forcing 1 (7.5 m/s
and 295�), forcing 2 (8.5 m/s and 287�), and forcing 3 (8.5 m/s and
291�). Once this is achieved, the tiling approach31 reconstructs the

initial condition of the original parent domain (5000� 5100 m) using
2� 3 tiles with the end state of the smaller domain (2500� 1700 m).
Starting at 05:00, the parent domain is run for 4 h to break the period-
icity of the turbulence. The differences in the plane-averaged variables
between the small and large domain with forcing 3 are very small and
reveal the effectiveness of the tiling approach. The wind speed and
direction vary slowly after 07:00 and reach the targets between 07:42
and 07:52, whereas the shear stabilizes much earlier and slightly over-
estimates the target. The wind veer stabilizes slightly below the 3.28�

target. The nest domain was activated after 07:30 for 30min from
which the analysis refers to the period between 07:42 and 07:52 (Fig. 8,
gray shaded area). Because the parent and nest domains have the same
spatial resolution, no turbulence spin-up technique is required in the
nest domain.

FLORIS

The FLORIS model is a low-computational-cost, python-based,
engineering tool used to simulate steady-state wind turbine and wake
behavior.19 FLORIS contains an array of turbulence, wake, and user-
defined models that are calibrated to match the characteristics of the
relevant turbine model and atmospheric conditions. In FLORIS, the
velocity fields are represented by analytical solutions to the simplified
Navier–Stokes equations. The wake itself is composed of four separate
mathematical models representing the wake deficit, wake deflection,
wake turbulence, and wake combination. The turbine models are
defined using the design power and thrust curves of the relevant tur-
bine, and are represented by actuator disks in the simulation.

A number of wake turbulence, deficit, combination, and deflec-
tion models are available in FLORIS. In Ref. 12, the selected wake tur-
bulence and deficit models used were the TurbOPark model and
Gauss–Curl Hybrid (GCH) model, respectively. However, these
FLORIS model selections were specifically made for large cluster arrays
of turbines in the previous study configuration. For the one-turbine
simulations in the present study, the primary wake deficit model
instead was varied between the cumulative curl (CC) and the empirical
Gaussian (EMGAUSS) models. The sum of squares freestream super-
position (SOSFS) was applied as the wake combination model, a
Gaussian wake deflection model was used, and the wake turbulence
model chosen was Crespo–Hernandez.14

As a wind farm simulation software designed primarily for opti-
mization and controls-based studies, FLORIS has a significant number
of limitations compared to the aforementioned three LES codes.
Temperature profiles such as at the surface or capping inversion are
not considered in FLORIS, along with more complex atmospheric phe-
nomena such as the impact of Coriolis forcing on veer and estimation
of geostrophic wind. Hence, FLORIS is unable to truly model a “neu-
tral” stability state, merely the specified hub-height wind velocity, wind
direction, rotor shear, and other inputs. However, in contrast to the
high computational cost requirements shown for the LES codes in
Table II, FLORIS is very low cost and efficient, completing simulations
on the order of minutes using a single computer processor.

Using FLORIS, a single NREL 2.8-127 turbine was simulated
using the defined inflow wind conditions listed in Table I. The turbine
was placed in the center of the domain. Due to the specified mean yaw
misalignment of 4.33�, the generated FLORIS mesh for the simulation
was angled. So for post-processing, the results were interpolated onto a
2000� 1000 m2 rectangular grid in x–y with 4 m spacing. For

FIG. 8. Horizontal plane-averaged wind speed (WS90) and direction (WD90) at 90 m
height, shear (ar) and veer (wr) between the rotor bottom and top tips, and vertical
velocity variance at 90 m height (w 0w 0

90 ) for the WRF-LES precursor cases with
different forcing iterations with the small (2500� 1700 m) and the parent large
domains (5000� 5100 m) reinitialization using the tiling approach. The horizontal
dashed lines mark the targeted values for the inflow profile. The gray-shaded area
marks the 10 min window where wind speed and direction best match the observa-
tions, which is used for the wake analysis.
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normalization of hub-height statistics, the input hub-height velocity of
6.27 m/s was used. Sampling plane data were extracted at locations
corresponding to the LES results. Results using both the cumulative
curl and empirical Gaussian wake deficit models are shown due to the
difference in wake structures between the FLORIS simulations.

Turbine representation

The turbine model chosen for the neutral simulations was the
NREL version of the GE 2.8-127 as this model was used in the previous
study of Cheung et al.12 The NREL 2.8-127 OpenFAST36 model was
developed by scaling publicly available reference turbines to match the
correct hub height, rotor size, and power rating of the actual GE tur-
bines at the King Plains wind farm site.38 No proprietary wind farm or
turbine data were used. Similarly, actuator disk models (ADM) cou-
pled to the OpenFAST turbine solver are used to represent the turbine
dynamics for the LES cases using AMR-Wind and Nalu-Wind. Note
that the Nalu-Wind implementation used an actuator disk with a fil-
tered lifting-line correction (FLLC) model26 and included only the
streamwise force component on the actuator disk, while the AMR-
Wind implementation did not use the FLLC model, but included both
the streamwise and azimuthal forces on the actuator disk. For the
WRF model, the wind turbine is represented as a generalized actuator
disk (GAD)29 using the NREL 2.8-127 model. FLORIS also represents
turbines using actuator disks and its turbine model was specified using
the design power and thrust curves of the NREL 2.8-127 model, which
were generated using uniform, steady OpenFAST simulations.

To simulate the hub and nacelle, the three LES codes applied a
Gaussian drag body force model,27 which used a specified drag

coefficient and a reference area corresponding to the hub area of the
NREL 2.8-127 model. FLORIS does not have a nacelle or hub model.

SIMULATION RESULTS
Background flow and inflow comparison

In this section, modeled inflow results along with visualizations
of the background flow are assessed. Figure 9 shows a comparison of
the selected 10 min averaged precursors from the LES codes (AMR-
Wind, Nalu-Wind, WRF-LES) against the profiling lidar data, which
has been scaled in the case of the TI data, from DAP. As the FLORIS
results did not utilize a precursor ABL simulation, FLORIS profiles are
not included in this section. The modeled profiles were taken at 2.0–
2.5D upstream of the turbine. A summary of relevant rotor and hub-
height values from the field data and modeled inflow results is also
shown in Table III.

Figure 9 shows good agreement for the horizontal wind velocity
profiles between the profiling lidar data with the AMR-Wind, Nalu-
Wind, and WRF-LES simulations. The WRF-LES wind profile has
slower winds in the bottom region of the rotor, which produces a shear
exponent that is slightly higher than that derived from the observations
(Table III). For Nalu-Wind and AMR-Wind, the surface roughness
was varied to match TI, veer, and the shear exponent. However, for
WRF-LES, these parameters were only weakly sensitive to roughness
length, preventing much user control. At hub height, veer is similar
between all three models and the field data but none of the LES models
are able to capture the larger variations in wind direction observed at
higher altitudes in the lidar data, indicating a limitation of the present
LES models. Both AMR-Wind and Nalu-Wind have similar TI profiles
with slightly higher values than the field data. The WRF-LES profile

FIG. 9. Comparison of simulated precursor flows against height from the LES codes (AMR-Wind, Nalu-Wind, WRF-LES) to the profiling WindCube v2 lidar. Left shows the 10
min averaged horizontal wind velocity profile. Center compares the veer. Right shows the TI where a uniform scaling has been applied to the profiling lidar data to match the tur-
bulence intensity reading of the nacelle-mounted lidar as described in the text.
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has a lower rotor-averaged TI than the observations, and higher TI
below the rotor in comparison with the other LES codes.

The neutral ABL in all simulation methods had an inversion layer
specified between z¼ 600 m and z¼ 750 m, and used a constant
potential temperature profile of h¼ 305K below the inversion layer
height (see Fig. 10). This ensured that the buoyancy effects would be
negligible near the lower surface and limited the growth of the bound-
ary layer consistently between AMR-Wind, Nalu-Wind, WRF-LES.

All three simulation methods also used Monin–Obukhov similar-
ity theory as a part of the wall model boundary condition applied to
the lower surface. The resulting values for the computed friction veloc-
ity, us, over a 10 min duration of the wind turbine simulation are very
similar between AMR-Wind and Nalu-Wind (Fig. 11). The observed
averaged value of us ¼ 0.34 m/s for WRF-LES is significantly higher
than the horizontally averaged us ¼ 0.29 m/s for both AMR-Wind and
Nalu-Wind. A potential reason for this discrepancy is that both AMR-
Wind and Nalu-Wind use a method from Basu et al.5 to compute the
friction velocity from the horizontally averaged velocity at a specified
height from the lower surface. In contrast, WRF-LES computes the
friction velocity from the local surface shear stress at each grid cell,
which is then averaged in space. This difference in friction velocity cal-
culation also results in a more fluctuating friction velocity profile for

WRF-LES. The friction velocity time series for AMR-Wind and Nalu-
Wind are variable over time, but on a much smaller scale.

Quantitative comparisons of the turbulent structure within the
precursor ABL can be made by examining the single point spectra and
the two-point correlation statistics. The wind spectra, Suu ðf Þ, for the
longitudinal direction can be defined in terms of the standard devia-
tion, ru; of the wind speed through the relation

ru
2 ¼

ð1
0
Suu fð Þ df

with the corresponding definition used for the spectra in the lateral
(Svv) and vertical directions (Sww). The computed wind spectra can be
compared with the Kaimal spectra,22 which is modeled through the
expression

f Suu
us2

¼ ai fz=Uð Þ
1þ bi fz=Uð Þai� �bi

for the directions i¼ u, v, w in the longitudinal, lateral, and vertical
directions, respectively. The constants ai, bi, ai; and bi are given in
Kaimal and Cheynet.13 The comparisons between the simulated spec-
tra and the Kaimal spectra is shown in Fig. 12 for wind spectra sam-
pled at the lower rotor tip height of z¼ 26.5 m. For this neutral ABL
precursor, there was general agreement between all computational
methods and the nondimensional form of the Kaimal spectra, as long
as the frequency, f, was below the maximum resolvable frequency of

TABLE III. Comparison of the inflow field data with the simulated inflow from the models taken at 2.0–2.5D upstream.

Quantity Field data AMR-wind Nalu-wind WRF FLORIS

Hub-height wind speed (m/s) 6.27 6.26 6.16 6.27 6.27
Hub-height wind direction (deg) 265.67 265.73 265.84 265.55 265.67
Turbulence intensity over rotor (-) 0.097 0.109 0.110 0.087 0.097
Shear exponent over rotor (-) 0.116 0.117 0.147 0.137 0.116
Veer over rotor (deg) 3.28 2.33 2.18 2.62 3.28

FIG. 10. Comparison of the time-averaged vertical potential temperature profiles
between the three LES codes for the 10 min bin of interest.

FIG. 11. Comparison of the friction velocity time series between the three LES
codes for the 10 min bin of interest.
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the mesh (gray shaded region in Fig. 12). Note that the size of the pre-
cursor mesh elements (10 m) was designed to capture the large-scale,
integral-length structures of the inflow turbulence, and not the fine-
scale, inertial range eddies, to limit the computational resources
required. For the turbine simulations, additional refinement zones are
included near the rotor to directly resolve the finer scale turbulent fea-
tures before they interact with the turbine and as they develop in the
wakes.

Additional information about the structure of the turbulence in
the ABL precursor can be found from the two-point spatial correlation
function

Rij x; nð Þ ¼ hui 0 x; tð Þuj0 x þ n; tð Þiffiffiffiffiffiffiffiffiffiffiffihui02i
p ffiffiffiffiffiffiffiffiffiffiffihuj02i

p ;

averaged at a point, x, and for a given separation distance, n. The com-
puted two-point correlation functions, Rijðx; nÞ, for each simulation
method, measured at the simulation hub-height z¼ 90 m and spatially
averaged over multiple locations, are shown in Fig. 13. For the longitu-
dinal correlations, with the separation distance aligned in the stream-
wise direction, similar behavior is seen for RijðnÞ for AMR-Wind,
Nalu-Wind, and WRF-LES. The decorrelation distance for turbulence

in the lateral direction for each simulation method is also roughly simi-
lar based on computed lateral RijðnÞ in Fig. 13 (right).

Turbine flow comparison

Figure 14 compares the 10 min averaged velocity contours among
the simulations. The FLORIS EMGAUSS model has a higher wake
velocity deficit than the other models, while the three LES codes have
similar wake shapes and deficits. The streak of high velocity in the
middle of the near-wake region in the three LES models is due to the
nacelle model, which allows some flow to pass through the rotor center
while FLORIS does not. The FLORIS CC model is shown to have a
more similar wake structure compared to the LES than the FLORIS
EMGAUSS model.

Figure 15 compares instantaneous velocity flow fields between
the three LES models. The FLORIS model is steady state and is not
included. The WRF-LES results show some significant differences in
the flow field compared to the others. The coarser resolution of the
WRF model (10 m compared to 2.5 m in Nalu-Wind and AMR-
Wind) causes the smaller-scale structures present in both the Nalu-
Wind and AMR-Wind results to be smeared out. Also, the wake

FIG. 12. Comparison of the normalized single point spectra at z¼ 26.5 m between the three LES codes against the Kaimal spectra. Left: Suu; middle: Svv; right: Sww. The gray
shaded area in each figure corresponds to frequencies above the estimated maximum resolvable frequency for a computational mesh with 10 m grid spacing.

FIG. 13. Comparison of the two-point correlation tensor RuuðnÞ in the longitudinal (left) and lateral (right) directions between the three LES codes.
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persists in the Nalu-Wind and AMR-Wind contours for up to 20D.
For WRF-LES, the wake breaks up into smaller structures around 10D.

The momentum (h) and displacement (d) areas,

d ¼
ð ð

1� Uhoriz

Uhoriz;precursor

� �
dydz; (1)

h ¼
ð ð

Uhoriz

Uhoriz;precursor

� �
1� Uhoriz

Uhoriz;precursor

� �
dydz; (2)

with Uhoriz being the horizontal magnitude of mean velocity, are also
used to assess the impact of the turbine on the ABL momentum flow

FIG. 14. Comparison of 10 min averaged contours of the horizontal velocity magnitude from the simulations. From top to bottom: AMR-Wind, Nalu-Wind, WRF-LES, FLORIS
EMGAUSS, and FLORIS CC.
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rate at a larger scale. These integral quantities portray a more expanded
view of the different simulated flow fields than can be seen in hub-
height only quantities. At x/D¼ 0, the presence of the turbines adds a
body forcing that makes these comparisons less relevant. The momen-
tum and displacement areas were integrated over the entire sampled
y–z planes (8D� 2.2D). Figure 16 shows AMR-Wind having both the
highest displacement and momentum areas among the three LES
codes. Nalu-Wind has the second highest and WRF-LES the smallest.
These results correspond with the higher velocity deficits observed for
AMR-Wind in Fig. 14. The momentum and displacement areas differ-
ences between WRF-LES and Nalu-Wind are notable given the simi-
larities of the respective hub-height contours shown in Figs. 14 and 15.
A lower area also indicates a lower wake strength and the modeled
WRF-LES wake is shown to be weaker than that of AMR-Wind and
Nalu-Wind.

Turbine comparison

The simulated turbine quantities were also assessed among the
four models and the design curve values of the NREL 2.8-127 turbine,
which is used only as a reference for comparison. Table IV summarizes
the power, thrust, and torque coefficients along with tip-speed ratio
(TSR) among the simulations. The FLORIS CC and EMGAUSS runs
produced the same turbine outputs and are summarized as FLORIS

below. Neither FLORIS nor WRF-LES used OpenFAST and their stan-
dard outputs did not include any turbine quantities besides generator
power.

In Table IV, AMR-Wind and WRF-LES are shown to have simi-
lar predictions to the turbine design power coefficient, while Nalu-

FIG. 15. Comparison of instantaneous flow field contours of the horizontal velocity magnitude from the LES models. Top: AMR-Wind; middle: Nalu-Wind; bottom: WRF-LES.

FIG. 16. Comparison of the streamwise profiles of displacement (top) and momen-
tum (bottom) areas, normalized by the rotor area (A), from the LES codes.
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Wind and FLORIS under-predict the power coefficient by �10%. In
Fig. 17, the generator power time series of the four models is shown
and the WRF-LES distribution is shown to have significantly higher-
frequency content in its power profile compared to AMR-Wind and
Nalu-Wind. This is surmised to be a result of AMR-Wind and Nalu-
Wind’s coupling to OpenFAST which has complex and integrated
aero-servo-elastic models that act as a filter for the temporal variations
in turbine power, whereas the simpler GAD model in WRF-LES is sig-
nificantly more reactive to the incoming wind and hence shows a
higher frequency content in the power distribution. AMR-Wind is also
shown to have higher predictions for normalized thrust than Nalu-
Wind in Table IV, although both are slight over-predictions compared
to the turbine design thrust coefficient.

Wake comparison

Figure 18 shows the normalized centerline velocity. Due to differ-
ences in the wake solutions among the codes, the data were taken at
respective hub-height lines taken from the turbine to the location of
maximum wake velocity deficit at 10D distance downstream of the tur-
bine. As this case considers the neutral ABL, we assume the maximum
velocity deficit is located close to the hub-height plane due to the lack
of updraft or downdraft convective structures. This post-processing
centerline calculation method differs from Ref. 12, which considered
both the stable and unstable ABL, and so the results in Figs. 1 and 2
may not include the true maximum velocity deficit due to the presence
of updraft and downdraft structures.

There is an observable spike in velocity immediately downstream
of the turbine that is caused by wind acceleration around the nacelle.
The spike is higher for WRF-LES in comparison with the other codes,
which is possibly related to the differences in spatial resolution.
Neither FLORIS model results capture the impact of upstream turbine

induction like the three LES models, which agree well in the induction
zone. The lack of a nacelle model in FLORIS results in the over-
prediction of the wake deficit immediately downstream of the turbine.
The cumulative curl model in FLORIS captures the profile shape of the
wake much better than the empirical Gaussian model with the latter
predicting maximum velocity deficit at the location of the turbine.

Overall, there is good agreement between AMR-Wind, Nalu-
Wind, WRF-LES, and FLORIS CC for the downstream wake in con-
trast to the corresponding plots in Cheung et al.12 shown in Figs. 1 and
2. Similar to the FLORIS results in Ref. 12, the FLORIS EMGAUSS
profile predicts a higher wake velocity deficit compared with the LES
results in the near wake at x=D < 2. The FLORIS CC, Nalu-Wind, and
WRF-LES profiles have similar maximum velocity deficits and wake
shapes. The models tend to agree in the far-wake region (x=D > 5),
but the wake recovery was faster for WRF-LES. Also, WRF-LES
and AMR-Wind have similar profiles in the near-wake region
(1< x=D< 4).

Potential causes for the better agreement among models relative
to the previous work12 are worth discussing especially regarding the
most pronounced discrepancy in Fig. 1 for the much shorter wake for
WRF-LES in convective conditions. In Ref. 12, the convective WRF-
LES employed a coarse parent domain with periodic boundary condi-
tions that fed the nest domain. To accelerate turbulence spin-up in the
nest domain, the Cell Perturbation Method (CPM)35 was employed.
The approach adopted in the present study employs parent and nest
domains of the same grid resolution and the CPM is unnecessary in
the nest. The latter approach is similar to that used by AMR-Wind
and Nalu-Wind, which would explain, in part, the better agreement in
contrast with the previous work.12 The much faster wake recovery in
the previous study could also be related to high levels of TKE because
of the relatively short spin-up time used for the nest and the somewhat

FIG. 18. Ten-minute time-averaged streamwise normalized centerline velocity com-
parison at hub-height among the models.

TABLE IV. Comparison of 10 min averaged turbine output quantities among the
NREL 2.8-127 turbine design curves and model results. CP is the power coefficient,
CT is the thrust coefficient, TSR is tip-speed ratio, and CQ is the torque coefficient.

Turbine
quantity Design AMR-Wind Nalu-Wind WRF-LES FLORIS

CP 0.459 0.455 0.424 0.462 0.416
CT 0.887 0.944 0.906 � � � � � �
TSR 8.00 7.76 7.59 � � � � � �
CQ 0.0320 0.0324 0.0311 � � � � � �

FIG. 17. Comparison of simulated generator power 10 min time series among the
four models. The FLORIS EMGAUSS and FLORIS CC simulations produced the
same power.
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stronger winds (closer to 10 m/s) in comparison with other models
(close to 9 m/s). Furthermore, with a hub height wind speed in the
range of 9.5–10 m/s, the power curve is close to the knee region after
which the thrust force decreases.

Figure 19 shows comparisons of both normalized hub-height
velocity and wake-added TKE profiles among the models at different
downstream distances from the turbine: 1D, 2D, 4D, 6D, and 8D. Due
to being a steady state model, no FLORIS results are included in the

FIG. 19. Comparison of 10 min time-averaged normalized hub-height wake velocity (left) and wake-added turbulence hub-height profiles (right) among the simulations at differ-
ent downstream distances from the turbine: 1D, 2D, 4D, 6D, and 10D. The wake-added TKE refers to the precursor TKE being subtracted from the turbine simulations’ TKE.
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FIG. 20. Comparison of 10 min averaged y–z plane contours of the horizontal velocity magnitude at different downstream distances (1D, 2D, 4D, 8D, and 10D) among AMR-
Wind (left), Nalu-Wind (middle), and WRF-LES (right). The dotted circles represent the location and area of the turbine rotor.

Journal of Renewable
and Sustainable Energy

ARTICLE pubs.aip.org/aip/rse

J. Renewable Sustainable Energy 17, 023301 (2025); doi: 10.1063/5.0211729 17, 023301-15

VC Author(s) 2025

 12 M
arch 2025 19:09:17

pubs.aip.org/aip/rse


wake-added TKE profiles. Wake-added TKE is the difference between
the average TKE of the turbine simulation vs the average TKE of the
precursor simulation. This quantity represents the turbulence gener-
ated from the tip vortex decay and shear inside the wake profiles and
this can be masked in the overall TKE profiles.

In the near-wake at 1D and 2D, both FLORIS model profiles
show a different Gaussian-like wake shape compared to the LES
results, which is due to the lack of a nacelle model in FLORIS and an
incorrect assumption of the near-wake behavior. However, the
FLORIS velocity profiles do converge onto the LES profiles at farther
downstream distances. AMR-Wind predicts higher wake-added TKE
in the near-wake region compared to Nalu-Wind and WRF-LES,
which potentially is a result of AMR-Wind modeling the swirl compo-
nent of the flow while Nalu-Wind does not. There is good agreement
between all three LES codes for the wake velocity and wake-added
TKE profiles in the far-wake (>5D) region.

Figure 20 shows comparisons of the y–z velocity contours among
the LES models at different downstream distances from the turbine:
0D, 2D, 4D, 8D and 10D. AMR-Wind and Nalu-Wind show higher
wake velocity deficits than WRF-LES, which is most prominent at
x/D¼ 2. Both displacement and momentum areas, along with the y–z
contours, capture the three-dimensional distribution of the wake as
opposed to a single hub-height plane. In both the near-wake and far-
wake regions, AMR-Wind and Nalu-Wind consistently display a
higher vertical and wider horizontal wake extent than WRF-LES. This
is especially apparent in the 10D contours where the WRF-LES wake
has nearly dissipated into the surrounding flow while the wake struc-
ture is still present in Nalu-Wind and AMR-Wind. These results corre-
spond with the profiles in Fig. 16, where AMR-Wind and Nalu-Wind
had the more displacement and momentum area than WRF-LES,
which indicates more momentum is being extracted from the flow for
AMR-Wind and Nalu-Wind.

CONCLUSIONS

A previous model comparison study in Cheung et al.12 using
large-scale simulations of the AWAKEN site under stable and convec-
tive stability states demonstrated large discrepancies among the LES
models of AMR-Wind, Nalu-Wind, WRF-LES, and the engineering
model FLORIS. These discrepancies were most pronounced in the
modeled turbine wakes and the need to have consistent simulation set-
ups between code bases for future AWAKEN benchmark studies
prompted the present study.

The present study aimed to align these simulation setups com-
pared to Ref. 12 to see whether the model discrepancies could be
reduced or more easily understood. The new study used the same four
codes as the previous study and similarly modeled the AWAKEN site
characteristics including its turbines and atmospheric conditions. As
there were concerns about the large-scale convective structures in the
previous study causing local inflow variations among the models, a
new neutral stability condition was defined using AWAKEN lidar and
meteorological instrument data obtained from the DAP to avoid
updraft and downdraft effects. In addition, a smaller-scale one-turbine
simulation was chosen for the simulation setup to eliminate the impact
of upstream turbine waking and ensure consistency among the mod-
eled inflows.

Some improvements were also made to the simulation methodol-
ogies. In FLORIS, it was found that the applied Gauss–Curl Hybrid
wake deficit model in Ref. 12 was not ideal for capturing the

downstream turbine wake structure and a new cumulative curl wake
deficit model was found to better match LES results. In WRF-LES, a
new mesh structure with greater resolution was employed compared
to Ref. 12, and the new wake results showed much better correspon-
dence with the other LES codes. During the simulation setups, strong
emphasis was placed on matching the modeled inflows with the exper-
imental data for a wide range of atmospheric parameters including
wind speed, TI, shear, and veer.

These efforts were successful as greater similarities were observed
in the modeled inflow, turbine, and wake results in the present study
compared to Ref. 12 and the far-wake profiles showed strong agree-
ment among all simulations. The results indicate some combination of
picking a more appropriate FLORIS model, increasing the WRF mesh
resolution, and being more cognizant of matching inflow conditions
(e.g., nonwaked neutral inflow) among models significantly improved
model agreement of the far-wake profiles. This study can potentially
inform future AWAKEN benchmark efforts on best practices.

It should be noted that these models, especially complex LES
codes, are designed with different purpose in mind and it will be diffi-
cult to replicate the exact setup between runs. For example, WRF-LES
includes some atmospheric physics not present in AMR-Wind and
Nalu-Wind, while the latter codes have more detailed turbine repre-
sentations. FLORIS is much more computationally inexpensive but
has significant modeling limitations such as in the near-wake. In the
present study, there were still noticeable inflow differences observed
among the models such as the lower shear exponent and resolved TKE
in the WRF-LES results. These potentially account for discrepancies in
the turbine and wake predictions, such as the relatively high power
predictions and momentum/displacement areas from WRF-LES. A
deeper examination of the wake statistics also showed that, despite the
hub-height wake profiles matching among the LES codes, there were
significant differences in the downstream wake structures that could
be observed in y–z velocity contours. Hence, it is important to be aware
of these sensitivities while performing model benchmarking studies
and to investigate a wider range of wake metrics.
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