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Abstract
In this work, we establish local well-posedness for the Korteweg-de Vries model on a
balanced star graph with a structure represented by semi-infinite edges, by considering
a boundary condition of δ-type at the unique graph-vertex. Additionally, we extend
the linear instability result in Angulo and Cavalcante (Nonlinearity 34:3373–3410,
2021) to one of nonlinear instability. For the proof of local well posedness theory, the
principal new ingredient is the utilization of the special solutions by Faminskii in the
context of half-lines. As far as we are aware, this approach is being used for the first
time in the context of star graphs and can potentially be applied to other boundary
classes. In the case of the nonlinear instability result, the principal ingredients are the
linearized instability known result and the fact that data-to-solution map determined
by the local theory is at least of class C2.
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1 Introduction

The focus of our study to follow will be the well-known Korteweg-de Vries equation
(KdV henceforth)

∂t u + ∂3x u + ∂x u + 2u∂x u = 0 (1.1)

on a metric graph of balanced type (see Fig. 2 below). We recall that an evolution
model on a metric graph is equivalent to a system of PDEs defined on the edges
(intervals) with a coupling given exclusively through the boundary conditions at the
vertices (known as the “topology of the graph”) and which will determine the dynamic
on the network or graph. Moreover, the freedom in setting the topology in a graph
allows us to create different dynamics much closer to the real world applications.

We recall that the KdV was first derived by Korteweg and de Vries (1895) as a
model for long waves propagating on a shallow water surface as well as provided
an explanation of the existence of the Great Wave of Translation a phenomena first
discovered by Russell (1844). Actually, this type of solutions are known as solitary
wave solutions or soliton profiles (Boussinesq 1877; Zabusky and Kruskal 1965). The
KdV equation also arise naturally in themodeling of various types of wave phenomena
in other physical context, such as, the nonlinear mass-spring system (FPU recurrence
phenomenon), ion-acoustic waves in a collisionless plasma and magnetosonic waves
in a magnetized plasma (see Ablowitz and Clarkson 1991 and the references therein).
In particular, in 1987, Sigeo (1987) took the lead in combining nonlinear science with
hemodynamics and derived the KdV equation for the velocity of blood flow. Also, in
Crépeau and Sorine (2007) the KdV equation has been used as a model to study blood
pressure waves in large arteries.

Because of the range of its potential application, dynamics of the KdV equation
from a mathematical context have been well studied in the last decades and a larger
quantity of manuscripts have been published. These studies have generally concen-
trated on aspects of the pure initial-value problem, namely, u = u(x, t), x ∈ R and
t � 0, satisfying (1.1) with the initial condition u(x, 0) = f (x). Thus, the Cauchy
problem for the KdV posed on the real axis, on the torus, on half-lines and on a finite
interval has been studied comprehensively (see Bona et al. 2008; Colliander andKenig
2002; Faminskii 2004; Holmer 2006; Jia et al. 2004; Kenig et al. 1993; Kishimoto
2009; Killip and Visan 2019 and the references therein). Also, closely related to these
studies is the large-time asymptotic behavior of solutions of the KdV equation close
to localized coherent structures such as the solitary wave solutions, namely, solutions
of the KdV equation with the traveling-wave profile us(x, t) = φc(x − ct), c > 1,
where the profile φc is given by

φc(ξ) = 3

2
(c − 1) sech2

(√
c − 1

2
ξ
)
, ξ ∈ R. (1.2)

The principal study associated with the wave profiles φc is the so-called stability in
shape or orbital stability, namely, a slight perturbation of the profile φc will continue
to resemble a solitary wave over the time, rather than evolving into some other wave
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Fig. 1 A Y-junction graph

form (see Boussinesq 1877; Benjamin 1972; Bona et al. 1987; Pego and Weinstein
1994. See also Angulo 2009 for a comprehensive description of these results).

Studies for the KdV equation on networks or branched structures have drawn atten-
tion in recent years. In Ammari and Crépeau (2018) (see also Cerpa et al. 2020), a
control theory for the KdV equation on a finite star-shaped network was established,
which is in connection with the mathematical modeling of the human cardiovascular
system. Namely, they considered a system formed by N -KdV equations in variable u j

in (1.1) posed on bounded intervals (0, L j ), j = 1, ..., N , and with specific bound-
ary conditions at the vertex-graph ν = 0 and on the external nodes L j . Moreover,
recently in Cavalcante (2018), the local well-posedness problem for the KdV equation
in Sobolev spaces Hs(Y) with low regularity was studied on a Y-junction graph with
three semi-infinite edges, given by one negative half-line and two positive half-lines
attached to a common vertex ν = 0 (Fig. 1).

Very recently, Mugnolo et al. (2018) obtained a characterization of all boundary
conditions under which the Airy-type evolution equation

∂t ue(x, t) = αe∂
3
x ue(x, t) + βe∂x ue(x, t), t ∈ R, x = xe ∈ e, e ∈ E, (1.3)

generates either a semigroup or a unitary group on a metric star graph G. Here G
is a structure represented by the set E ≡ E− ∪ E+ where E+ and E− are finite or
countable collections of semi-infinite edges e parametrized by (−∞, 0) or (0,+∞),
respectively. The half-lines are connected at a unique vertex ν = 0. In (1.3) we are
using ue(x, t) in the sense that ue : I × [0, T ] → R for x = xe ∈ I and I is the
half-line determined by e, and by abusing notation, we are using xe ∈ e. Here (αe)e∈E
and (βe)e∈E are two sequences of real numbers.

Thus, one of the objectives of this work is to shed light on the local well-posedness
problem for the KdV equation on a metric graph of balanced type, in other words, we
are interested in the case of the Airy operator

A0 : (ue)e∈E �→
(

αe
d

dx3
ue + βe

d

dx
ue

)

e∈E
(1.4)

defined on a metric graph G when the ingoing half-lines equal to outgoing half-lines
(|E+| = |E−| = n, see Fig. 2). Thus, from Mugnolo et al. (2018) there are many pos-
sible skew-symmetric extensions Aext of A0 and so by Stone’s Theorem the solution
of the following linear equation
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Fig. 2 A balanced star graph
with 6 edges

{
zt = Aext z, t ∈ R

z(0) = z0 ∈ D(Aext )
(1.5)

will be given by a C0-unitary group z(t) = et Aext z0.
In the following, we define the pair (Aext , D(Aext )) which will be of interest here.

By convenience of the reader, we begin with some basic notation. For u = (ue)e∈E,
we denote u(0−) and u(0+) as

u(0−) = (ue(0−))e∈E− and u(0+) ≡ (ue(0+))e∈E+ .

Similarly,we defineu′(0−),u′(0+),u′′(0−), andu′′(0+). Therefore, for (A0, D(A0))

with

D(A0) ≡
⊕
e∈E−

C∞
c (−∞, 0) ⊕

⊕
e∈E+

C∞
c (0,+∞),

i A0 is a densely defined symmetric operator on the Hilbert space L2(G), and for
Z ∈ R − {0} we obtain a family (AZ , D(AZ )) of skew-self-adjoint extension of
(A0, D(A0)) parametrized by Z , where

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

AZu =
(
αe

d3

dx3
ue + βe

d
dx ue

)
e∈E, u = (ue)e∈E

D(AZ ) = {u ∈ H3(G) : u(0−) = u(0+), u′(0+) − u′(0−) = Zu(0−),
Z2

2 u(0−) + Zu′(0−) = u′′(0+) − u′′(0−)},
(1.6)

with

H3(G) =
⊕
e∈E−

H3(−∞, 0) ⊕
⊕
e∈E+

H3(0,+∞).

Moreover, for (αe)e∈E = (α−, α+) ( α− = (αe)e∈E− , α+ = (αe)e∈E+) and (βe)e∈E =
(β−, β+) we need to have α− = α+ and β− = β+. In particular, the system of
boundary condition at the vertex ν = 0 of the graph G,

u(0−) = u(0+) and u′(0+) − u′(0−) = Zu(0−)
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are called δ-interaction type on each two oriented half-lines. A formula for the unitary-
group generated by (AZ , D(AZ )) was obtained in Angulo and Cavalcante (2021). We
recall that as i A0 is a symmetric operator with deficiency indices (3n, 3n), it follows
from the classical vonNeumann-Krein extension theory that the operator (A0, D(A0))

will admit a 9n2-parameter family of skew-self-adjoint extensions generating each one
a unitary dynamics on L2(G) associated to the linear problem (1.5). Our interest in the
operator AZ defined above is due to the study of the non-linear instability of specific
stationary solutions for the KdV with a profile in the domain D(AZ ) (see Angulo and
Cavalcante 2021).

The discussion is now turning more directly to the contributions in the present
manuscript. We begin with the Cauchy problem. We note first that ‘a space-time
function u(x, t) on G × [0, T ] will be denoted as u(x, t) = (ue(x, t))e∈E. Thus, we
are interested in the local well-posedness theory for the following Cauchy problem
for the KdV model on G,
{

∂t ue(x, t) = αe∂
3
x ue(x, t) + βe∂x ue(x, t) + 2ue(x, t)∂x ue(x, t), e ∈ E, t ∈ (0, T )

u(x, 0) = u0(x) ∈ Hs(G) ∩ N0,Z (s),

(1.7)

with s � 1, and u satisfying,

⎧⎪⎪⎨
⎪⎪⎩

u(0−, t) = u(0+, t), in the sense of H
s+1
3 (0, T );

u′(0+, t) − u′(0−, t) = Zu(0−, t), in the sense of H
s
3 (0, T );

Z2

2 u(0−, t) + Zu′(0−, t) = u′′(0+, t) − u′′(0−, t), in the sense ofH
s−1
3 (0, T ),

(1.8)

moreover the set N0,Z (s) determines the following compatibility conditions on the
vertex ν = 0,

N0,Z (s) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

{v : G → R : v(0−) = v(0+)}, if s ∈ ( 12 , 3
2 )

{v : G → R : v(0−) = v(0+), v′(0+) − v′(0−) = Zv(0−)}, if s ∈ ( 32 , 5
2 ]

{v : G → R : v(0−) = v(0+), v′(0+) − v′(0−) = Zv(0−),

Z2

2 v(0−) + Zv′(0−) = v′′(0+) − v′′(0−)}, if s > 5
2

(1.9)

We note by (1.6), that D(AZ ) ⊂ N0,Z (s), for all s � 1.
For solving the Cauchy problem (1.7)–(1.8) we will consider the following func-

tional space Xs,b,β,σ (T ), T > 0, s � 1,

Xs,b,β,σ (T ) =
{
w : G × [0, T ] → R : w ∈ C

([0, T ]; Hs (G)
)

∩C
(
G; H

s+1
3 ([0, T ])

)
∩ X s,b,β,σ ,

∂xw ∈ C
(
G; H

s
3 ([0, T ])

)
, ∂2xw ∈ C

(
G; H

s−1
3 ([0, T ])

)}
,

(1.10)
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with X s,b,β,σ being the local Bourgain’s space in (2.4), and for r � 0 we define
C (G; Hr ([0, T ])) as

C
(
G; Hr ([0, T ])) = {u : G × [0, T ] → R : for u

= (ue(x, t))e∈E we have for each fixed x

and e ∈ E, ue(x, ·) ∈ Hr ([0, T ])} ,

(1.11)

with the norm given by

‖u‖C(G;Hr ([0,T ])) =
∑
e∈E+

‖ue‖C(R+;Hs (0,T )) +
∑
e∈E−

‖ue‖C(R−;Hs (0,T )).

Remark 1.1 In the spirit of Faminskii works (Faminskii 2004, 2007) on the context of
half-lines, we get the required estimates on the space Xs,b,β,σ ⊂ C([0, T ]; Hs) for
some (s, b, β, σ ) satisfying s > 0, b < 1

2 , σ > 1
2 . In order to shorten the notation, in

this paper we sometimes denote the space Xs,b,β,σ only by Xs .

We note that Xs(T ) becomes a Banach space with the norm

‖w‖Xs (T ) := ‖w‖C([0,T ];Hs (G)) + ‖w‖
C

(
G;H

s+1
3 ([0,T ])

) + ‖∂xw‖
C
(
G;H

s
3 ([0,T ])

)

+ ‖∂2xw‖
C

(
G;H

s−1
3 ([0,T ])

) + ‖w‖X s,b,β,σ .

Our local well-posedness theory for the Cauchy problem in (1.7)–(1.8) is the fol-
lowing,

Theorem 1.2 Let s � 1, Z �= 0, and u0 ∈ Hs(G) ∩ N0,Z (s). Then there exists
T = T (‖u0‖s) and a unique solution u of the IVP (1.7)–(1.8) in the class Xs(T )

such that u(0) = u0. Furthermore, for any T0 ∈ (0, T ) there exists a neighborhood
W0 ⊂ Hs(G) ∩ N0,Z (s) of u0 such that the data-to-solution map

w0 ∈ W0 �→ w ∈ Xs(T0)

is Lipschitz.

The strategy for proving Theorem 1.2 will be considering the case of only two
edges, i.e. |E−| = 1 and |E+| = 1, and by using an auxiliary extended problem in the
spirit of the paper of the second author Cavalcante (2018) (see Sect. 3 below), where
the solution will be obtained in the sense of the distributions and it is the restriction of
a convenient extended problem for all line R. It extended problem comes from every
edge on the balanced star graph G. The extension of the problem in each edge on all
of R is non trivial since we need to recover the original boundary conditions (1.8).
The use of potentials for the linearized KdV equations on the positive and negative
half-lines is fundamental here, since the exact formula of these potential permit us
to define an appropriate integral equation that solves the problem on the distribution
sense and satisfying (1.8).
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Remark 1.3 The natural regularity assumptions for the trace of the functions given by
(1.8) are motivated by the Kato smoothing effects obtained by Kenig, Ponce and Vega
Kenig et al. (1991).

Remark 1.4 The boundary conditions in (1.9) are based in a previous authors paper
Angulo and Cavalcante (2021) concern to the instability properties of stationary solu-
tions for KdV equation on balanced graphs with a profile determined by the domain
D(AZ ) in (1.6) (see Sect. 6 below).

Remark 1.5 The approach based on the Riemann-Liouville integration operator used
in the work Cavalcante (2018) does not apply to the present context, as the boundary
condition (1.8) involves interactions between derivatives of different orders, prevent-
ing the construction of a integral formula by considering only a inversion of Riemann
fractional integration. Thus, the approach considered here viewed as being more gen-
eral in the sense of applications for more complicated boundary conditions.

Remark 1.6 The result of Theorem 1.2 has the bound s ≥ 1, which is necessary for
ensuring that ∂2xu(0, t)will belong to L2(0, T ). As a consequence, the boundary condi-
tion (1.8) gains amore comprehensible meaning. Since regularity of this trace function

is H
s−1
3 (0, T ). It is possible to extend the result to a lower regularity assumption, more

precisely, for s ≥ 0, although the function ∂2xu(0, t)would have a distributional sense.

Next, we establish that the mapping data-to-solution is not only Lipschitz but at
least of classC2 for s = 1. This will be sufficient for obtaining our nonlinear instability
results for specific stationary solutions of the KdV model on balanced graphs.

Theorem 1.7 Let Z �= 0, and u0 ∈ H1(G) ∩ N0,Z (1). Then for T = T (‖u0‖1) > 0
given by Theorem 1.2, there is a neighborhood V0 ⊂ H1(G) ∩ N0,Z (1) of u0 such
that the data-to-solution map associated to problem in (1.7)–(1.8)

w0 ∈ V0 �→ w ∈ Xs(T )

is of class C2.

The proof of Theorem 1.7 is based in the Implicit Function Theorem and the estimates
used in the proof of Theorem 1.2. In Sect. 5 below, for completeness in the exposition,
we give an idea of the proof.

In the following we describe our second main result in this manuscript which is
associated to the nonlinear instability of some specific stationary solutions for the KdV
model. We recall that solutions of stationary type for the KdV on a balanced graph G
are determined in the form

(ue(x, t))e∈E = (φe(x))e∈E, for all t,

where for e ∈ E− the profile φe : (−∞, 0) → R satisfies φe(−∞) = 0, and for
e ∈ E+, φe: (0,+∞) → R satisfies φe(+∞) = 0. Thus, from the the condition
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5 Page 8 of 39 J. A. Pava, M. Cavalcante

Fig. 3 UZ , Z > 0, bump
profiles

Fig. 4 UZ , Z < 0, tail profiles

φe(±∞) = 0 we have that every component φe satisfies a priori the following non-
linear elliptic equation

αe
d2

dx2
φe(x) + βeφe(x) + φ2

e (x) = 0, for all e ∈ E.

For αe > 0 and βe < 0, and for each e ∈ E, we can obtain several families of profiles
based on the classical soliton of the KdV on the full line,

φe(x) = c (αe, βe) sech
2 (d (αe, βe) x + pe) , e ∈ E, (1.12)

where the specific values of the shift pe will depend on which other conditions are
given for the profile φe on the vertex ofG, ν = 0. In Angulo and Cavalcante (2021) was
studied the case of the stationary profile (φe)e∈E belongs to the domain of the family
of skew-self-adjoint extension (AZ , D(AZ )) defined in (1.6) and with the constants
sequences (αe)e∈E = (α+) and (βe)e∈E = (β+), with α+ > 0 and β+ < 0. Thus, for
Z �= 0, ω ≡ −β+

α+ > Z2

4 and the half-soliton profiles φ± defined by (see (1.2))

φ+(x) = −3β+
2

sech2
(√

ω

2
x − tanh−1

( Z

2
√

ω

))
, x > 0 (1.13)

and φ−(x) ≡ φ+(−x) for x < 0, we obtain for the constants sequences of functions

u− = (φ−)e∈E− , u+ = (φ+)e∈E+ , (1.14)

that UZ = (u−, u+) represents one family of stationary profiles for the KdV model
on a balanced graph and satisfying UZ ∈ D(AZ ). For Z > 0, UZ represents one
family of stationary bump profiles (Fig. 3) and for Z < 0, UZ represents a family of
stationary tail profiles (Fig. 4).

123



Dynamics of the Korteweg–de Vries Equation on a Balanced... Page 9 of 39 5

Now, in Angulo and Cavalcante (2021) was also established a criterion for the
linear instability of stationary solutions for the KdV on arbitrary metric star graphs.
This criterion was then applied to the case of the profiles of type tail and bumpUZ and
so established that they are linearly unstable stationary solutions for the KdV model
on balanced graphs (see Theorem 6.2 in Angulo and Cavalcante 2021).

In the following we establish that the linear instability result in Theorem 6.2 of
Angulo and Cavalcante (2021) becomes a nonlinear instability behavior. Thus we
have the following definition.

Definition 1.8 A stationary solution � = (φe)e∈E ∈ D(AZ ) is said to be nonlinearly
unstable in X ≡ H1(G)-norm by the flow of the Korteweg-de Vries model on G if
there is ε > 0, such that for every δ > 0 there are a initial data u0 with ‖�−u0‖X < δ

and an instant t0 = t0(u0) such that ‖u(t0)−�‖X > ε, where u = u(t) is the solution
of the Korteweg-de Vries problem in (1.7) with initial data u(0) = u0.

Our nonlinear instability result is the following.

Theorem 1.9 Let Z �= 0, α+ > 0, β+ < 0, and −β+
α+ > Z2

4 . Then for the profiles
φ± in (1.13) we have that the family of tails and bumps profiles UZ = (φe)e∈E with
φe = φ− for e ∈ E− and φe = φ+ for e ∈ E+, are nonlinearly unstable for the flow
associated to the Korteweg-de Vries equation on a balanced graph.

The strategy for provingTheorem1.9 is to use the linear instability result inTheorem
6.2 belowand to apply the approachbyHenry et al. (1982). Thekeypoint of thismethod
is to use the fact that if the mapping data-solution associated to the Korteweg-de Vries
model is of class C2 on H1(G), then we obtain the nonlinear instability from a result
of linear instability (see Sect. 6 below).

Lastly, the paper is organized as follows. In the Preliminaries (Sect. 2), we introduce
some notations, the functional spaces used in this work, the free group associated with
the Airy equation, the Duhamel inhomogeneous operator, and we enunciate some
known estimates associated with functional spaces. A review concerning potentials
for a linearizedKdV equation on the positive and negative half-lines is given on Sect. 3.
Sections4 and 5 are devoted to the proof of Theorems 1.2 and 1.7. Finally, Sect. 6 is
devoted to the proof of Theorem of nonlinear instability.

2 Preliminaries

2.1 Sobolev Spaces onR
± andG

We denote by Hs(
) the classical Sobolev spaces on an open set 
, 
 ⊂ R, with
the usual norm, and by G the metric star graph constituted by |E−| + |E+| half-lines
(where |E−| denotes the number of half-lines of the form (−∞, 0) and |E+| denotes
the number of half-lines of the form (0,+∞)) attached to a common vertex ν = 0.
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For s ≥ 0 we say that φ ∈ Hs(R+) if exists φ̃ ∈ Hs(R) such that φ = φ̃|R+. In
this case, we set ‖φ‖Hs (R+) := inf

φ̃

‖φ̃‖Hs (R). For s ≥ 0 define

Hs
0 (R+) =

{
φ ∈ Hs(R+); supp(φ) ⊂ [0,+∞)

}
.

For s < 0, define Hs(R+) and Hs
0 (R+) as the dual space of H−s

0 (R+) and H−s(R+),
respectively.

Also, define

C∞
0 (R+) =

{
φ ∈ C∞(R); supp(φ) ⊂ [0,+∞)

}

and C∞
0,c(R

+) as those members of C∞
0 (R+) with compact support. We recall that

C∞
0,c(R

+) is dense in Hs
0 (R+) for all s ∈ R. A definition for Hs(R−) and Hs

0 (R−)

can be given analogous to that for Hs(R+) and Hs
0 (R+).

On the graph G we define the classical spaces

L p(G) =
⊕
e∈E−

L p(−∞, 0) ⊕
⊕
e∈E+

L p(0,+∞), p > 1,

and for s ≥ 0

Hs(G) =
⊕
e∈E−

Hs(−∞, 0) ⊕
⊕
e∈E+

Hs(0,+∞)

with the natural norms. We emphasize that in these definitions we are not assuming
any condition on the values of the functions at the vertex point ν = 0. For u =
(ue)e∈E, v = (ve)e∈E ∈ L2(G), we also define

〈u, v〉 ≡
∑
e∈E−

∫ 0

−∞
ue(x)ve(x)dx +

∑
e∈E+

∫ ∞

0
ue(x)ve(x)dx,

which turns L2(G) into a Hilbert space. Depending on the context we will use the
following notations for different objects. By || · || we denote the norm in L2(R) or in
L2(G). By || · ||p we denote the norm in L p(R) or in L p(G).

2.2 Bourgain Spaces

Since our approach is based on replacing the original problem in (1.7) with a conve-
niently extended problem on each edge, extending over all of R, we will need to use
appropriate Bourgain spaces defined in all of R. The principal idea is to construct an
operator which is a contraction in these functional spaces. Thus, in this section we
define and describe the principal properties of these spaces.
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Thus, for a function f in the Schwartz space S(R)we denote the Fourier transform
and the inverse transform of f , respectively by

f̂ (ξ) =
∫

R

e−iξ x f (x)dx, F−1[ f ](x) = f ∨(x) = 1

2π

∫

R

eiξ x f (ξ)dξ.

The classical Sobolev space based in L2(R) is given by

Hs(R) =
{

f ∈ S ′(R) : F−1
[
(1 + |ξ |)s f̂ (ξ)

]
∈ L2(R)

}
,

where S ′(R) denotes the spaces of tempered distributions.
Now we introduce special modified Bourgain spaces introduced by Faminskii. For

s ≥ 0, a ∈ R, b ∈ (0, 1/2), σ ∈ (1/2, 2/3) define the following Bourgain type spaces
in the context of Faminskii works Faminskii (2004) and Faminskii (2007)

Xs,b,β,σ =
{

f (t, x) ∈ S′ (
R
2
)

:

‖ f ‖Xs,b,β,σ =
(∫∫

R2

(
1 + |ξ | + |τ |1/3

)2s
ν2(τ, ξ)| f̂ (τ, ξ)|2dξdτ

)1/2
< ∞

}
,

where the function ν is given by

ν(τ, ξ) = νβ,b,σ (τ, ξ) ≡
(
1 +

∣∣∣τ − ξ3 + βξ

∣∣∣
)b + χ[−1,1](ξ)(1 + |τ |)σ , (2.1)

Y s,b,β,σ =
{

f (t, x) ∈ S′ (
R
2
)

:

‖ f ‖Y s,b,β,σ =
(∫∫

R2

(
1 + |ξ | + |τ |1/3

)2s
γ 2(τ, ξ)| f̂ (τ, ξ)|2dξdτ

)1/2
< ∞

}
,

(2.2)

where the function γ is defined as

γ (τ, ξ) = γb,β,σ (τ, ξ) ≡ 1(
1 + ∣∣τ − ξ3 + βξ

∣∣)b + χ[−1,1](ξ)

(1 + |τ |)1−σ
. (2.3)

If 
 is a domain in R
2, then define by Xs,b,β,σ (
) and Y s,b,β,σ (
) restrictions of

Xs,b,β,σ and Y s,b,β,σ on 
, respectively, with natural restriction norms.
On the context of a balanced star graph G we consider the Bourgain spaces

X s,b,β,σ (G × (0, T )) by

X s,b,β,σ (G × (0, T ))

=
⊕
e∈E−

Xs,b,β,σ ((−∞, 0) × (0, T )) ⊕
⊕
e∈E+

Xs,b,β,σ ((0,∞) × (0, T )). (2.4)
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2.3 Linear Group

For convenience in the notation, we will consider the following linearized KdV equa-
tion,

∂t u + ∂3x u + β∂x u = 0, x ∈ R (2.5)

for β ∈ R. Then, the linear group Sβ(t) := e−t(∂3x +β∂x ) : S′(R) → S′(R) associated
with equation in (2.5) is defined by

e−t
(
∂3x +β∂x

)
φ(x) =

(
eit
(
ξ3−βξ

)
φ̂(ξ)

)∨
(x),

and will satisfy

{(
∂t + ∂3x + β∂x

)
Sβ(t)φ(x) = 0 for (x, t) ∈ R × R,

Sβ(0)φ(x) = φ(x) for x ∈ R.

In the rest of the paper, the function ψ : R → R will denote a cutt off regular
function supported in the set [−2, 2] such that ψ ≡ 1 on the set [−1, 1]. Also we
denote ψT (t) = 1

T ψ( t
T ).

The next estimates were proven in Faminskii (2004).

Lemma 2.1 Let s ≥ 0 and 0 < b < 1. If φ ∈ Hs(R), then hold following estimates

∥∥ψ(t)Sβ(t)φ(x)
∥∥

C(Rt ;Hs (Rx ))
+

2∑
j=0

∥∥∥ψ(t)∂ j
x Sβ(t)φ(x)

∥∥∥
C(Rx ;H (s+1− j)/3(Rt ))

+ ∥∥ψ(t)Sβ(t)φ(x)
∥∥

Xs,b,β,σ � ‖φ‖Hs (R). (2.6)

2.4 Duhamel Operator

The known inhomogeneous solution operator K associated with the KdV equation,
for any w ∈ L1

loc

(
R, S′(R)

)
is given by

Kw(x, t) =
∫ t

0
e−(t−t ′)

(
∂3x +β∂x

)
w
(
x, t ′

)
dt ′, (2.7)

which satisfies in the sense of distributions

{(
∂t + ∂3x + β∂x

)
Kw(x, t) = w(x, t) for (x, t) ∈ R × R;

Kw(x, 0) = 0 for x ∈ R.

Now, we summarize some useful estimates for the Duhamel inhomogeneous solution
operatorsK that will be used later in the proof of the main results and its proof can be
seen in Faminskii (2004).
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Lemma 2.2 For all s ∈ R, we have the following estimate

‖ψ(t)Kw(x, t)‖C(Rt ;Hs (Rx )) +
2∑

j=0

∥∥∥ψ(t)∂ j
x Kw(x, t)

∥∥∥
C(Rx ;H (s+1)/3(Rt ))

+ ‖ψ(t)Kw(x, t)‖Xs,b,β,σ � ‖w‖Y s,b,β,σ .

The following lemma states an estimate concern the Xs,b,β,σ spaces.

Lemma 2.3 For f ∈ Xs,b,β,σ , T > 0 holds

‖ψT (t) f (t, x)‖Xs,b,β,σ ≤ c(s, b, β, σ )T 1/2−σ−s/3‖ f (t, x)‖Xs,b,β,σ .

Remark 2.4 In our context, we will work with σ > 1
2 . Therefore, the exponent r :=

1
2 − σ − s

3 can become negative depending on the value of s. In the case where this
exponent is negative, we can modify the time to T̃ = T −θ for any θ > 0. Thus, in

Lemma 2.3, we obtain the new term T̃
1
2−σ− s

3 = T
−θ
(
1
2−σ− s

3

)
. We use this argument

occasionally, as in the fixed-point argument, we require a positive power of time.

Next, we state a nonlinear estimate, in the context of the KdV equation equation,
for b < 1

2 , which was derived by Faminskii (2004).

Lemma 2.5 Let b ∈ [7/16, 1/2), σ ∈ (1/2, 2/3), s ≥ 0, we have

‖ψ(t)∂x (v1v2)‖Y s,b,β,σ � ‖v1‖Xs,b,β,σ ‖v2‖Xs,b,β,σ .

3 A Review Concern Potentials for a Linearized KdV Equation on the
Positive and Negative Half-Lines

An important point in this paper is the use of the corresponding linear problems asso-
ciated with the KdV equation on the positive and negative half-lines. More precisely,
we consider the following IBVPs associated with the linearized KdV on the positive
half-line

⎧⎨
⎩

∂tv + ∂3x v + β∂xv = 0, x ∈ (0,+∞), t ∈ (0, T );
v(x, 0) = v0(x), x ∈ (0,+∞);
v(0, t) = f (t), t ∈ (0, T )

(3.1)

and the negative half-line

⎧⎪⎪⎨
⎪⎪⎩

∂tw + ∂3x w + β∂xw = 0, x ∈ (−∞, 0), t ∈ (0, T );
w(x, 0) = w0(x), x ∈ (−∞, 0);
w(0, t) = g(t), t ∈ (0, T );
∂xw(0, t) = h(t), t ∈ (0, T ).

(3.2)
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Here, we assume that v0 ∈ Hs(R+), w0 ∈ Hs(R−), f , g ∈ H
s+1
3 (0, T ) and

h ∈ H
s
3 (0, T ).

The presence of one boundary condition on the right half-line problem (3.1) versus
twoboundary conditions on the left half-line problem (3.2) can bemotivated by integral
identities on smooth solutions to the linearized KdV equation, for details the reader
can see Holmer (2006).

For a complete survey about the problems (3.1) and (3.2) the reader can see Caval-
cante (2019). Also, results of orbital stability and asymptotic stability can be seen in
Cavalcante and Muñoz (2019) and Cavalcante and Muñoz (2023).

In this section, we describe explicitly the solutions for the linearized KdV equation
and its properties based in some potentials. For the first time, such potentials were
introduced in the paper by Cattabriga (1959). Later, Faminskii (2004) used these
potential solutions to solve the nonlinear problems for the KdV on the positive and
the negative half-lines. The interesting point in these papers is that the proof of the
global existence of solutions for the KdV equations on the half-lines by assuming
more natural conditions for the boundary functions.

In the rest of this section we assume β < 0 in (3.1) and (3.2). In order to get
the exact formulas for the IBVPs (3.1) and (3.2), by following the Faminskii works (
Faminskii 2004, 2007), we need to study the following algebraic equation

z3 + βz + ε + iτ = 0. (3.3)

If ε > 0, for any fixed τ , then this equation has one root z0 such that Re z0 < 0, and
two roots z1 and z2 such that Re z1 > 0 and Re z2 > 0. Let

r j (τ ) = r j (τ ;β) = lim
ε→+0

z j (ε + iτ), j = 0, 1, 2.

The Faminskii papers (Faminskii 2004, 2007) gives the following exact formula

r0(τ ) = −p(τ ) + iq(τ ),

r1(τ ) = p(τ ) + iq(τ ),

r2(τ ) = ikβ(τ ),

(3.4)

where p and q are real valued functions and kβ is the inverse of function φβ = ξ3−βξ .
It is possible to show the following estimate for j = 0, 1, 2,

∣∣r j (τ )
∣∣ ≤ c

(
|τ |1/3 + |β|1/2

)
. (3.5)

For a certain constant c > 0

p(τ ), q(τ ) ≥ c
(
|τ |1/3 + |β|1/2

)
∀τ ∈ R. (3.6)

Now, we give the exact formulas for the IBVPs (3.1) and (3.2). We star by denoting
h̃, f̃ and g̃ as the extensions of the functions h, f , and g, respectively, on all real line
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R, satisfying

‖ f̃ ‖
H

s+1
3 (R+)

� ‖ f ‖
H

s+1
3 (0,T )

, ‖g̃‖
H

s+1
3 (R+)

� ‖g‖
H

s+1
3 (0,T )

and ‖h̃‖
H

s
3 (R+)

� ‖h‖Hs (0,T ).

For h̃ ∈ S′(R), t ∈ R and x > 0 we define

Rβ(t, x; h̃) = F−1
t

[
er0(τ )x ˆ̃h(τ )

]
(t). (3.7)

For f̃ , g̃ ∈ S ′(R) define for t ∈ R and x ≤ 0

L1
β(t, x; f̃ ) ≡ F−1

t

[
r1(τ )er2(τ )x − r2(τ )er1(τ )x

r1(τ ) − r2(τ )

ˆ̃f (τ )

]
(t) (3.8)

and

L2
β(t, x; g̃) ≡ F−1

t

[
er1(τ )x − er2(τ )x

r1(τ ) − r2(τ )
ˆ̃g(τ )

]
(t). (3.9)

As the consequence of (3.7), (3.8) and (3.9) we have the following essential traces for
the functions Rβ h̃, L1

β f̃ , L1
β g̃ and its spatial derivatives,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Rβ h̃(0, t) = h̃(t), L1
β f̃ (0, t) = f̃ (t),L2

β g̃(0, t), t ∈ R;
∂x (Rβ h̃)(0, t) = F−1

t

[
r0(τ )ĥ

]
(t), t ∈ R;

∂x

(
L1

β f̃
)

(0, t) = 0, ∂x

(
L2

β g̃
)

(0, t) = g̃(t), t ∈ R;
∂2x (Rβ h̃)(0, t) = F−1

t

(
r20 (τ )h̃

)
(t), t ∈ R;

∂2x

(
L1

β f̃
)

(0, t) = −F−1
(

r1(τ )r2(τ )
ˆ̃f
)

(t), t ∈ R;
∂2x

(
L2

β g̃
)

(0, t) = F−1
t

(
(r1(τ ) + r2(τ )) ˆ̃g

)
(t), t ∈ R; .

(3.10)

Remark 3.1 The values of the traces given in (3.10) will be essential in the construction
of an integral formula equivalent to the problem (1.7) satisfying the boundary condition
(1.8).

Lemma 3.2 For any h ∈ H
s+1
3 (R+) and s ≥ 0 we have that Rh ∈ C(R+; Hs(R+)).

Moreover, holds the following inequality

‖Rh(·, t)‖C(R+;Hs (R+)) ≤ c(β, s)‖h‖
H

s+1
3 (R+)

. (3.11)

Proof This result was obtained in Faminskii (2004). We only provide a sketch of the
proof, as the argument of the proof will be used to make appropriate extensions of the
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functionRh on the entire plane R
2. The following calculations will be usefull in this

work. Without loss of generality, we assume h ∈ C∞
0 (R+). Let n a nonegative integer

number. By using (3.7) for x > 0, t ≥ 0

Dn
xRβ(t, x; h) = 1

2π

∫

R

eiλt (r(λ))ner(λ)x ĥ(λ)dλ,

where by abusing notation we consider h the extension for zero on the negative half-
line. Now, we consider β > 0, then

Dn
xRβ(t, x; h) = 1

2π

∫

|λ|<2(β/3)3/2
eiλt (r(λ))ner(λ)x ĥ(λ)dλ

+ 1

2π

∫

|λ|>2(β/3)3/2
eiλt (r(λ))ner(λ)x ĥ(λ)dλ

≡ I1 + I2.

Consider first I1 (in this case r(λ) = iq(λ) ). Changing variables ξ = q(λ) we find

I1 = 1

2π

∫

R

ei
(
ξ3−βξ

)
t eiξ x v̂n(ξ)dξ = Sβ (t, x; vn) ,

where

vn(x) ≡ −F−1
x

[
χ
√

β/3(ξ)
(

r
(
ξ3 − βξ

))n (
3ξ2 − β

)
ĥ
(
ξ3 − βξ

)]
(x).

(3.12)

and according to the Parseval equality

‖I1(t, ·)‖L2(R+) ≤ ‖I1(t, ·)‖L2(R) ≤ ∥∥v̂n
∥∥

L2(R)
≤ c(β, n)‖h‖L2(R+).

For I2 changing variable ξ = κβ(λ) we find, that

I2 = 1

2π

∫

|ξ |>2
√

β/3
ei
(
ξ3−βξ

)
t
(

r
(
ξ3 − βξ

))n
er
(
ξ3−βξ

)
x ĥ
(
ξ3 − βξ

) (
3ξ2 − β

)
dξ.

Byusing the following inequality fromBona et al. (2022) if certain continuous function
γ (λ) satisfies an inequality �γ (λ) ≤ −ε|λ| for some ε > 0 and all λ ∈ R, then

∥∥∥∥
∫

R

eγ (λ)x f (λ)dλ

∥∥∥∥
L2(R+)

≤ c(ε)‖ f ‖L2(R).

By following Faminskii (2004) we have that

‖I2(t, ·)‖L2(R+) ≤
∥∥∥
(
1 − χ2

√
β/3(ξ)

) (
r
(
ξ3 − βξ

))n
ĥ
(
ξ3 − βξ

) (
3ξ2 − β

)∥∥∥
L2(R)

≤ c1‖h‖
H (n+1)/3
0 (R+)
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Combining the obtained estimates we derive (3.29) for s = n and β > 0. Finally, the
case β < 0 the partition of the integral is unnecessary. ��

The following lemma obtained in Faminskii (2004, 2007) gives the solutions for
the linearized problems (3.1) and (3.2).

Lemma 3.3 Let f ∈ H
s+1
3
(
R

+) , g ∈ H
s+1
3
(
R

+)and h ∈ H
s+1
3
(
R

+).
(i) For any extension h̃ ∈ H

s+1
3 (R) of h on the entire line R, the function

Rβ h̃
∣∣∣
(0,∞)×(0,T )

is the generalized solution of IBVP (3.1).

(ii) For any extensions f̃ , g̃ ∈ H
s+1
3 (R) of the functions f and g on the entire line

the function
(
L1

β f̃ + L2
β g̃
)∣∣∣

(−∞,0)×(0,T )
is the generalized solution of the IBVP

(3.2).

Remark 3.4 By using the result of uniqueness of Faminskii (2004, 2007) we have that
the restriction on the set [0, T ] of the formulas obtained in Lemma 3.3 for the solutions
of (3.1) and (3.2) do not depend on the extensions f̃ , g̃, and h̃.

Remark 3.5 (Extensions on all of R
2) Now, to work within the context of Bourgain

spaces, we need to extend the formulas (3.7) for x < 0 and t < 0, as well as extend
the formula (3.8) for x > 0 and t < 0. This extension is performed following the
methods outlined in the works by Faminskii (2004, 2007). First, to deal with (3.7),
we define the following function,

σ(x) = σ(x; λ) ≡
{

ep(λ)x , x ≥ 0,
c0e−p(λ)x + c1e−p(λ)x/2 + · · · + cne−p(λ)x/2n

, x ≤ 0,

where the coefficients c0, c1, . . . cn are chosen such, that

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

c0 + c1 + · · · + cn = 1,
(−1)

(
c0 + 1

2c1 + · · · + 1
2n cn

) = 1,
· · · · · · · · · · · · · · · · · · · · · · · ·
(−1)n

(
c0 + 1

2n c1 + · · · · · · + 1
2n2

cn

)
= 1.

Note that the system above has a solution, and with these coefficients, the function
ρ ∈ Hn+1(R). Thus, we put for any (x, t) ∈ R

2 in the case β ≤ 0

Rβ(t, x; h̃) ≡ F−1
t

[
σ(x; λ)eiq(λ)x ˆ̃h(λ)

]
(t),

and in the case β > 0

Rβ(t, x;μ) ≡ Sβ (t, x; v0) + F−1
t

[
σ(x; λ)eiq(λ)x μ̂(λ)

(
1 − χ2(β/3)3/2(λ)

)]
(t)

≡ Sβ (t, x; v0) + J0β(t, x;μ),

where v0 is given by (3.12). An extension of the functions L1
β f̃ and L2

β g̃ can be done
in a similar way, for more details the reader can see Faminskii (2007).
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Remark 3.6 Given any functions f ∈ H
s+1
3
(
R

+) , g ∈ H
s+1
3
(
R

+) and h ∈
H

s+1
3
(
R

+), in the rest of the paper we can consider the functionsRh, defined on the
set (x, t) ∈ R

+ × R
+, as well the functions L1

β f +L2
βg on the set (x, t) ∈ R

− × R
+.

Sometimes,wewill consider its appropriate extensions denotedbyRh̃ andL1
β f̃ +L2

βg,

respectively, in all plane R
2 in the spirit of Remark 3.5.

The following lemma states the fundamental estimates for the potential solutions
and was obtained by Faminskii (2004, 2007).

Lemma 3.7 Let s ≥ 0. For any functions f , h ∈ H
s+1
3 (R+) and g ∈ H

s
3 (R+) the

following estimates are ensured:

(a)

‖ψ(t)Rβ h̃(x, t)‖C(Rt ;Hs (Rx )) +
∥∥∥ψ(t)∂n

x (Rβ h̃(x, t))
∥∥∥

C

(
Rx ;H

s+1−n
3 (Rt )

)

+ ‖ψ(t)Rβ h̃(x, t)‖Xs,b,β,σ
� ‖h‖

H
s+1
3 (R+)

, (n = 1, 2, . . .)

(b)

∥∥∥ψ(t)L1
β f̃ (x, t)

∥∥∥
C(Rt ;Hs (Rx ))

+
∥∥∥ψ(t)∂n

x

(
L1

β f̃ (x, t)
)∥∥∥

C

(
Rx ;H

s+1−n
3 (Rt )

)

+
∥∥∥ψ(t)L1

β f̃ (x, t)
∥∥∥

Xs,b,β,σ

� ‖ f ‖
H

s+1
3 (R+)

, (n = 1, 2, . . .)

(c)

∥∥∥(ψ(t))L2
β g̃(x, t)

∥∥∥
C(Rt ;Hs (Rx ))

+
∥∥∥(ψ(t))∂n

x

(
L2

β g̃(x, t)
)∥∥∥

C

(
Rx ;H

s+1−n
3 (Rt )

)

+
∥∥∥L2

β g̃(x, t)
∥∥∥

Xs,b,β,σ

� ‖g‖Hs/3(R+), (n = 1, 2, . . .).

4 An Integral Equation that Solves the Problem on a Balanced Graph

We note that it is sufficient for our proof of Theorem 1.2 to consider the case of only
two edges, i.e. |E−| = 1 and |E+| = 1, because on the general case of a balanced
graph G the conditions (1.8) in the vectorial notation takes the following form (for
u = (u1, ..., un, v1, ..., vn))

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(u1(0−, t), u2(0−, t), ..., un (0−, t)) = (v1(0+, t), ..., vn (0+, t), in the sense of H
s+1
3 (0, T );

v′
k (0+, t) − u′

k (0−, t) = Zuk (0−, t), (k = 1, ..., n) in the sense of H
s
3 (0, T );

Z2
2 uk (0−, t) + Zu′

k (0−, t) = v′′
k (0+, t) − u′′

k (0−, t), (k = 1, ..., n) in the sense of H
s−1
3 (0, T ).

(4.1)

Now, fix s ≥ 1, b ∈ [7/16, 1/2) and α ∈ (1/2, 2/3). Our strategy is to extend
the problem to all lines R along each edge, aiming to derive an integral equation that
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solves the extended problem. This solution should be such that when restricted to
each edge, it solves the original problem (1.7)–(1.8) in the sense of distributions. In
this context, our solution will be denoted as u = (u, v) = (

ũ|R+×(0,T ) , ṽ|R−×(0,T )

)
,

where ũ and ṽ are solutions of the corresponding extended problem for all of R along
each edge, in the sense of distributions.

To do this, we start by taking extensions ũ0 and ṽ0 of the initial data u0 and v0
satisfying

‖ũ0‖Hs (R) ≤ c ‖u0‖Hs(R+) and ‖̃v0‖Hs (R) ≤ c ‖v0‖Hs(R−) .

We will find solutions for the Cauchy problem (1.7)–(1.8) as the restriction of the
functions satisfying following integral equations

ũ(x, t) = ψ(t)Sβ(t)ũ0 + ψ(t)K(ψ2
T (t)ũũx ) + ψ(t)Rβh(x, t) (4.2)

and

ṽ(x, t) = ψ(t)Sβ(t)ṽ0 + ψ(t)K(ψ2
T (t)ṽṽx ) + ψ(t)L1

β f (x, t) + ψ(t)L2
βg(x, t),

(4.3)

where the functions f , g, and h depend on the initial conditions ũ0 and ṽ0, aswell as the
unknown functions ũ and ṽ. These functions will be chosen in a way that satisfies the
boundary conditions (1.8). Here,K represents the classical Duhamel operator defined
in (5.19). With suitable choices for f , g, and h, we will observe that equations (4.2)
and (4.3) become integral equations for the Cauchy problem (1.7)–(1.8).

In order to simplify the notation we denote

F1(x, t) := F1(ũ0, ũ, x, t) = ψ(t)Sβ(t)ũ0 + ψ(t)K(ψ2
T (t)ũũx ) (4.4)

and

F2(x, t) := F2(ṽ0, ṽ, x, t) = ψ(t)Sβ(t)ṽ0 + ψ(t)K(ψ2
T (t)ṽṽx ). (4.5)

Now, we start the process of choices of unknown functions by making use of the
boundary conditions (1.8). So, by using (4.2), (4.3) and the boundary conditions (1.8)
we impose that the functions f , g, and h must satisfy the following relations

ũ(0, t) = ṽ(0, t) �⇒ h(t) + F1(0, t) = F2(0, t) + f (t) �⇒ ĥ − f̂ = F̂2(0, τ ) − F̂1(0, τ ),

(4.6)
ũ′(0, t) − ṽ′(0, t) = Z ˜̃v(0, t) �⇒ r0ĥ + ∂x F̂1(0, t) − ĝ − ∂x F̂2(0, t) = Z( f̂ + F̂2)

�⇒ r0ĥ − ĝ − Z f̂ = −∂x F̂2(0, τ ) + Z F̂2 + ∂x F̂2(0, τ )
(4.7)

123



5 Page 20 of 39 J. A. Pava, M. Cavalcante

and

ũ′′(0, t) − ṽ′′(0, t) = Z2

2
v(0, t) + Zv′(0, t)

�⇒ r20 (τ )ĥ + ∂2x F̂1 + r1(τ )r2(τ ) f̂ − (r1(τ ) + r2(τ ))ĝ − ∂2x F̂2

= Z2

2
( f̂ + F̂2) + Z(ĝ + ∂x F̂2).

(4.8)

Here “ ˆ ” denotes the Fourier transform on the variable t .
The expressions (4.6), (4.7) and (4.8) are written in the context of matrices in the

following form:

⎡
⎣

1 −1 0
r0(τ ) −Z −1

r20 (τ ) r1(τ )r2(τ ) − Z2

2 −(r1(τ ) + r2(τ ) + Z)

⎤
⎦
⎡
⎣

ĥ
f̂
ĝ

⎤
⎦

=
⎡
⎢⎣

F̂2 − F̂1

−∂x F̂1 + ∂x F̂x + Z F̂2

−∂2x F̂1 + ∂2x F̂2 + Z2

2 F̂2 + Z∂x F̂2

⎤
⎥⎦ . (4.9)

We denote this in the reducing form

Mf := M(r0(τ ), r1(τ ), r2(τ ), Z)f = F̂, (4.10)

where M denotes the first matrix in (4.9), f denotes de column vector with coordinates
ĥ, f̂ , and ĝ, and F̂ the column vector with entries F̂2 − F̂1, −∂x F̂1 + ∂x F̂2 + z F̂2 and
−∂2x F̂1 + ∂2x F̂2 + Z2

2 F̂2 + Z∂x F̂2.
The determinant of M is given by

det M = Z2

2
+ (r1(τ ) + r2(τ ) − r0(τ )) + r1(τ )r2(τ ) − r0(τ )r1(τ ) − r0(τ )r2(τ ).

(4.11)

Now, denotes kβ the inverse of function φβ(ξ) = ξ3 −βξ . By using (3.4) we have

r1 + r2 − r0 = 2p + ikβ

r1r2 = −qkβ + ikβ p

− r0r1 = q2 + p2,

− r0r2 = qkβ − pkβ i .

(4.12)

It follows that

r1(τ )r2(τ ) − r0(τ )r1(τ ) − r0(τ )r2(τ ) = q2(τ ) + p2(τ ) (4.13)
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and

det M(r0(τ ), r1(τ ), r2(τ ), Z) = Z2

2
+ q2(τ ) + p2(τ ) + 2p(τ ) + ikβ(τ ).

(4.14)

Now, we will prove that, for any τ the matrix function M(τ ) is invertible. It follows
from the fact that function kβ has an unique root τ = 0. Then for τ �= 0 the determinant
of M is nonzero. Now, for τ = 0, we have that

det M(r0(0), r1(0), r2(0), Z) = Z2

2
+ q2(0) + p2(0) + 2p(0). (4.15)

By using (3.6) we have that p(0) > 0 under the assumption β < 0, then the
expression (4.15) is nonzero.

Thus, we have proved that the matrix M in invertible for any τ f i xed, then follows
by (4.10) that

f = M−1F̂, (4.16)

where M−1(τ ) denotes the inverse of matrix function M(τ ). Then, formula (4.16)
defines the functions f , g, and h in terms of the initial conditions ũ0 and ṽ0, the
unknown functions ũ and ṽ and satisfy the boundary conditions (1.8). Finally, (4.2)
and (4.3) joint with (4.16) define the integral equation that solve the Cauchy problem
(1.7)–(1.8).

5 Energy Estimates for the Boundary Functions f , g, and h

In this section, we will estimate the boundary vector function f = ( f , g, h). More
precisely, we will demonstrate that the previously obtained functions f , g, and h

belong to the trace spaces H
s+1
3 (R+), given the assumptions ũ0, ṽ0 ∈ Hs(R), and

that the functions ũ and ṽ are in C([0, T ]; Hs(R)). To simplify the computations we
will consider Z = 1. An elementary computation yields the following formula for the
matrix inverse of M

M−1 = 1

n1

⎡
⎢⎢⎣

a11
n2

a12 a13
a21
n2

a22 a23

a31 a32 a33

⎤
⎥⎥⎦ , (5.1)

where the entries of the matrix are functions on the variable τ and they depend on the
roots of algebraic equation (3.3) and they are given by
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

n1 = 2r20 − 2r0r1 − 2r0 − 2r0r2 + 2r1 + 2r1r2 + 2r2 + 1,

n2 = 1 − 2r20 − 2r1r2,

a11 = −4r20 r1 − 4r20 r2 − 4r20 r1r2 − 2r20 + 2r1 − 4r1r22 − 4r21 r22 − 4r21 r2 + 2r2 + 1,

a21 = −2r30 − 2r20 r1 − 2r20 r2 + 2r0r1r2 − r0 + r1 − 2r1r22 − 2r21 + 2r2 − 2r1r2 + 1,

a31 = r0(1 − 2r0 − 2r1r2),

a12 = a22 = 2(r1 + r2 + 1),

a32 = 1 − 2r20 − 2r1r2,

a13 = a23 = 2,

a33 = 2(r0 − 1).

(5.2)

Thus, we have the following exact expressions for the functions ĥ, f̂ , and ĝ:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ĥ(τ ) = 1
n1

(
a11
n2

(
F̂1(0, τ ) − F̂2(0, τ ) + a12

(
−∂x F̂1(0, τ ) + ∂x F̂2(0, τ )

)

+a13
(
−∂2x F̂1(0, τ ) + ∂2x F̂1(0, τ ) + Z2

2 F̂2(0, τ ) + Z∂x F̂2(0, τ )
))

f̂ (τ ) = 1
n1

(
a21
n2

(
F̂1(0, τ ) − F̂2(0, τ ) + a22

(
−∂x F̂1(0, τ ) + ∂x F̂2(0, τ )

)

+a23
(
−∂2x F̂1(0, τ ) + ∂2x F̂1(0, τ ) + Z2

2 F̂2(0, τ ) + Z∂x F̂2(0, τ )
))

ĝ(τ ) = 1
n1

(
a31

(
F̂1(0, τ ) − F̂2(0, τ ) + a32

(
−∂x F̂1(0, τ ) + ∂x F̂2(0, τ )

)

+a33
(
−∂2x F̂1(0, τ ) + ∂2x F̂1(0, τ ) + Z2

2 F̂2(0, τ ) + Z∂x F̂2(0, τ )
))

.

(5.3)
The following lemma provides the necessary estimates for the functions that appear
in (5.2) at high frequencies.

Lemma 5.1 Let ni = ni (τ ) given as in (5.2), (i = 1, 2) and ai j = ai j (τ ), (i, j ∈
{1, 2, 3}) the functions given by (5.2) then hold

|ni (τ )| � 〈τ 〉 2
3 , (i = 1, 2) for all |τ | > 2;

|a11(τ )| � 〈τ 〉4/3 for all |τ | > 2;
|a21(τ )| + |a31(τ )| � 〈τ 〉 for all |τ | > 2;

|a12(τ )| + |a22(τ )| + |a33| � 〈τ 〉1/3 for all |τ | > 2;
|a32(τ )| � 〈τ 〉1/3 for all |τ | > 2;

|a13(τ )| + |a23(τ )| � 1 for all τ ∈ R.

Proof The estimates of each ai j follows directly from the explict formulas given by
(5.2) and the estimates for r0, r1 and r2 given in (3.5). The proof of ni term follows
from the explicit formulas for r0, r1 and r2 we have that Re n1(τ ) = (2p(τ ) + 1)2.
Then the estimate (3.6) proves the lemma. ��

The next step is to show that the unknown functions f and g are in H
s+1
3 (R) and

h are contained in H
s
3 (R). To do this we use the decay of functions r0, r1, and r2. By

using Lemma 5.1 we have the following lemma.
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Lemma 5.2 Assume that ũ and ṽ are in C ([0, T ]; Hs(R)), then for the functions f ,

g, and h given by the formula (5.3) hold the following estimate

‖ f ‖
H

s+1
3 (R+)

+ ‖h‖
H

s+1
3 (R+)

+ ‖g‖
H

s
3 (R+)

≤ ‖F1(0, t)‖
H

s+1
3 (R+)

+ ‖F2(0, t)‖H s+1
3 (R+)

+ ‖∂x F1(0, t)‖
H

s
3 (R+)

+ ‖∂x F2(0, t)‖H s
3 (R+)

+
∥∥∥∂2x F1(0, t)

∥∥∥
H

s−1
3 (R+)

+
∥∥∥∂2x F2(0, t)

∥∥∥
H

s−1
3 (R+)

.

Proof The proof follows from the estimates

∣∣∣ a11
n1n2

∣∣∣ � 1,
∣∣∣ a12

n1

∣∣∣ � 〈τ 〉− 1
3 ,

∣∣∣ a13
n1

∣∣∣ � 〈τ 〉− 2
3∣∣∣ a21

n1n2

∣∣∣ � 〈τ 〉−1,

∣∣∣ a22
n1

∣∣∣ � 〈τ 〉− 1
3 ,

∣∣∣ a13
n1

∣∣∣ � 〈τ 〉− 2
3∣∣∣ a31

n1

∣∣∣ � 〈τ 〉1/3,
∣∣∣ a32

n1

∣∣∣ � 1,
∣∣∣ a33

n1

∣∣∣ � (τ )− 2
3 ,

which is a direct consequence of Lemma 5.1. ��
Moreover, as the consequence of Lemmas 2.1 and 2.2, we have the following

estimate for the trace functions:

‖F1(0, t)‖
H

s+1
3 (R+)

+ ‖∂x F1(0, t)‖
H

s
3 (R+)

+
∥∥∥∂2x F1(0, t)

∥∥∥
H

s−1
3 (R+)

� ‖u0‖Hs (R+) + ‖u‖2X1
s
;

‖F2(0, t)‖
H

s+1
3 (R+)

+ ‖∂x F2(0, t)‖
H

s
3 (R+)

+
∥∥∥∂2x F2(0, t)

∥∥∥
H

s−1
3 (R+)

� ‖v0‖Hs (R−) + ‖v‖2X2
s
. (5.4)

5.1 Proof of Theorem 1.2

Proof The proof will be based in the Banach’s Fixed Point Theorem. By convenience
in the exposition, we will consider |E−| = |E+| = 1. Let u0 = (u0, v0) ∈ Hs(G) ∩
N0,Z (s) with ũ0 = (ũ0, ṽ0) ∈ Hs(R) × Hs(R) such that ũ0|R+ = u0, ṽ0|R− = v0,
and ‖ũ0‖Hs (R) ≤ c‖u0‖Hs (R+), ‖ṽ0‖Hs (R) ≤ c‖v0‖Hs (R−). We consider the Banach
space X1

s (R
2)

X1
s (R

2) =
{
w : R

2 → R : ‖w‖X1
s

≡ N (w) < ∞
}

, (5.5)

where

N (w) = max
{
‖w‖C(Rt ;Hs (Rx )), ‖w‖

C

(
Rx ;H

s+1
3 (Rt )

),
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‖w‖Xs,b,β,σ , ‖wx‖C
(
Rx ;H

s
3 (Rt )

), ‖wxx‖
C

(
Rx ;H

s−1
3 (Rt )

)
}

For Xs = X1
s (R

2) × X1
s (R

2) and u = (ũ, ṽ) ∈ Xs we will consider ‖u‖Xs =
‖ũ‖X1

s
+ ‖ṽ‖X1

s
. Next, we define �ũ0 : Xs → Xs as

�ũ0(u) = (�1(ũ),�2(ṽ))

with

�1(ũ)(x, t) = ψ(t)Sβ(t)ũ0 + ψ(t)K
(
ψ2

T (t)ũ∂x ũ
)

+ ψ(t)Rβh(x, t) (5.6)

and

�2ṽ(x, t) = ψ(t)Sβ(t)ṽ0 + ψ(t)K
(
ψ2

T (t)ṽ∂x ṽ
)

+ψ(t)L1
β f (x, t) + ψ(t)L2

βg(x, t), (5.7)

with Rβ, L j
β defined in (3.7)-(3.8)-(3.9), and h = h(t), f = f (t), g = g(t) are

given via the Fourier transform with regard to t by the formulas in (5.3), with F̂j

representing the Fourier transform with regard to t of the functions Fj = Fj (x, t),
i = 1, 2, given by the formulas (4.4) and (4.5).

Remark 5.3 Here, we consider the extended version on all R
2 of the functions Rβh,

L1
β f , and L2

βg given in Remark 3.5. Also, we note that the operator � depends
on the extensions ũ0 and ṽ0, but by Remark 3.4 we see that the restriction of the
function�u |G×(0,T )=

(
�1(ũ) |R+×(0,T ), �2(ṽ) |R−×(0,T )

)
does not depend on these

extensions. Moreover, the extension of the initial data u0 is necessary to apply the keys
to strategy of Bourgain (1993) on whole the line and of Faminskii (2004, 2007) on
half-line, and it do not bring problems of uniqueness of solutions.

Next, we show that there is a γ > 0 such that for u ∈ B̄γ (0) = {w ∈ Xs : ‖w‖Xs ≤
γ }, we have �ũ0(u) ∈ Bγ (0) and �ũ0 : B̄γ (0) → B̄γ (0) is a contraction.

Firstly, we start by estimating ‖�1(ũ)‖X1
s
. We have from definition of Fi at (4.4)

and (4.5), Lemmas 5.1–5.2, and Lemmas 2.1, 2.2, 2.3 and 2.5 that for h in (5.3)

‖h‖
H

s+1
3 (Rt )

≤ D1
∑2

j=0 ‖∂ j
x Fi (0, τ )‖

H
s+1− j

3 (Rt )

≤ D1
∑2

j=0 ‖∂ j
x Fi (x, τ )‖

C(Rx :H s+1− j
3 (Rt ))

≤ C0D1(‖ũ0‖Hs (R) + ‖ṽ0‖Hs (R)) + D2(T r )2(‖ũ‖2
Xs,b,β,σ + ‖ṽ‖2

Xs,b,β,σ )

≤ C3‖u0‖Hs (G) + D3(T r )2‖u‖2Xs
,

(5.8)

with Di , C0 and C3 are generic positive constants depending on Z and s which appear
in Lemmas 5.3 and 5.4, and the power r > 0 of T is obtained in Lemma 2.3 or Remark
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2.4. Thus, from Lemmas 2.1, 2.2, 2.3, Lemma 3.3 and 5.8 we get,

‖ψ(t)Sβ(t)ũ0 + ψ(t)K(ψ2
T ∂x (ũũ)) + ψ(t)Rβh‖C(Rt ;Hs (Rx ))

≤ C0‖ũ0‖Hs (R) + C1‖ψ2
T ∂x (ũũ))‖Y s,b,β,σ + C2‖h‖

H
s+1
3 (Rt )≤ C3‖u0‖Hs (G) + D4(T r )2‖u‖2Xs

.

(5.9)

Similarly, we have

∑2
j=0 ‖ψ(t)∂ j

x Sβ(t)ũ0 + ψ(t)∂ j
x K(ψ2

T ∂x (ũũ)) + ψ(t)∂ j
x Rβh‖

C(Rx ;H
s+1− j

3 (Rt ))

≤ C0‖ũ0‖Hs (R) + C1‖ψ2
T ∂x (ũũ))‖Y s,b,β,σ + C2‖h‖

H
s+1
3 (Rt )≤ C3‖u0‖Hs (G) + D4(T r )2‖u‖2Xs

(5.10)

and

‖ψ(t)Sβ(t)ũ0 + ψ(t)K(ψ2
T ∂x (ũũ)) + ψ(t)Rβh‖Xs,b,β,σ

≤ C0‖ũ0‖Hs (R) + C1‖ψ2
T ∂x (ũũ))‖Y s,b,β,σ + C2‖h‖

H
s+1
3 (Rt )≤ C3‖u0‖Hs (G) + D4(T r )2‖u‖2Xs

.

(5.11)

Therefore, from (5.9)–(5.10)–(5.11) follows

‖�1(ũ)‖X1
s

≤ C3‖u0‖Hs (G) + D4(T
r )2‖u‖2Xs

.

Similarly, we obtain ‖�2(ṽ)‖X1
s

≤ C3‖u0‖Hs (G) + D4(T r )2‖u‖2Xs
. Then,

‖�ũ0(u)‖Xs ≤ C3‖u0‖Hs (G) + 2D4(T
r )2‖u‖2Xs

.

Thus, by choosing first γ = 2C3‖u0‖Hs (G) and then T such that 2D4(T r )2γ < 1
16 ,

we obtain ‖�ũ0(u)‖Xs ≤ γ . Therefore, �ũ0(B̄γ (0)) ⊂ B̄γ (0).
Now, to show that �ũ0 is a contraction on B̄γ (0), we argue as above and we get for

u,w ∈ B̄γ (0)

‖�ũ0(u) − �ũ0(w)‖Xs ≤ 8γ D4(T
r )2‖u − w‖Xs <

1

4
‖u − w‖Xs . (5.12)

By convenience of the reader, we show the former estimate in the case of ‖�1(ũ) −
�1(w1)‖C(Rt ;Hs (Rx )) with w = (w1, w2). Indeed, initially we have

‖ψ(t)K(ψ2
T ∂x (ũ

2 − w1
2))‖C(Rt ;Hs (Rx )) ≤ C1‖ψ2

T ∂x [(ũ − w1)(ũ + w1)]‖Y s,b,β,σ

≤ D4(T
r )2‖ũ − w1‖Xs ‖ũ + w1‖Xs ≤ 2γ D4(T

r )2‖u − w‖Xs , (5.13)
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and

‖ψ(t)Rβ(h − j)‖C(Rt ;Hs (Rx )) ≤ C2‖h − j‖
H

s+1
3 (Rt )

with j defined similarly as h in (5.3) with F1 and F2 changed, respectively, by

F3(ũ0, w1, x, t) = ψ(t)Sβ(t)ũ0 + ψ(t)K(ψ2
T ∂x (w1)

2)

and

F4(ũ0, w2, x, t) = ψ(t)Sβ(t)ṽ0 + ψ(t)K(ψ2
T ∂x (w2)

2).

Thus, by following a similar argument as in (5.8) and (5.13) (with the same generic

constants) we obtain for Z = C(Rx ; H
s+1− j

3 (Rt ))

‖h − j‖
H

s+1
3 (Rt )

≤ D1

∑2

j=0
‖ψ(t)∂ j

x K(ψ2
T ∂x (ũ

2 − w1
2))‖Z

+ D1

∑2

j=0
‖ψ(t)∂ j

x K(ψ2
T ∂x (ṽ

2 − w2
2))‖Z

≤ D3(T
r )2‖ũ − w1‖Xs ‖ũ + w1‖Xs + D3(T

r )2‖ṽ − w2‖Xs ‖ṽ + w2‖Xs

≤ 2γ D3(T
r )2‖u − w‖Xs . (5.14)

Therefore,

‖�1(ũ) − �1(w1)‖C(Rt ;Hs (Rx )) ≤ 4γ D4(T
r )2‖u − w‖Xs .

Thus, by (5.12) there is a unique u ∈ B̄γ (0) ⊂ Xs such that �ũ0(u) = u. Hence, as
the linear restriction-mapping

R : Xs → Xs(T )

w �→ w|G×[0,T ]

satisfies ‖Rw‖Xs (T ) ≤ 2‖w‖Xs , we obtain that

(ue)e∈E = u|G×(0,T ) ∈ Xs(T ) (5.15)

with T < 1, represents a strong solution of (1.7) and satisfies (1.8), moreover,
(ue(·, 0))e∈E = u0. Similarly, using the argument leading to (5.12), we obtain for
T0 ∈ (0, T ) that

‖�ũ0(u) − �p̃0(p)‖Xs ≤ C3‖ũ0 − p̃0‖Hs (R)×Hs (R) + 8γ D4(T
r
0 )2‖u − p‖Xs .

(5.16)

Thus, forU0 = Bδ(ũ0) ⊂ Hs(R)× Hs(R)with δ > 0 such that C3δ +8γ D4(T r
0 )2 <

1
4 , we get for p̃0 ∈ U0 thatp is a fixed point for�p̃0 , and so themap p̃0 ∈ U0 �→ p ∈ Xs
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is Lipschitz. We also note that by using standard arguments, we can obtain uniqueness
of u in the class Xs (see Kenig, Ponce and Vega Kenig et al. (1991)).

Next, let T0 ∈ (0, T ) and we consider for δ0 > 0 (to be chosen) the open ball
W0 = Bδ0(u0) ∩ N0,Z (s) ⊂ Hs(G). For p0 ∈ W0 we consider a extension p̃0 ∈
Hs(R)× Hs(R) of p0 such that ‖ũ0−p̃0‖Hs (R)×Hs(R) ≤ 2‖u0−p0‖Hs (G). Therefore,
by choosing δ0 such that 2δ0 < δ we obtain p̃0 ∈ U0 and for q ∈ Xs such that
Rp ∈ Xs(T0) is the solution of (1.7) satisfying (1.8) and Rp(·, 0) = p0, we have from
(5.16)

‖Rp − Ru‖Xs (T0) ≤ 2‖p − u‖Xs ≤ 2C3‖ũ0 − p̃0‖Hs (R)×Hs (R) ≤ 4C3‖u0 − p0‖Hs (G).

This shows that the mapping data-solution p0 ∈ W0 �→ Rp ∈ Xs(T0) is Lipschitz.
This finishes the proof. ��
Remark 5.4 As the consequence of our proof we have an exact formula for the group
associated to the Airy operator AZ . More precisely, we can define S(t) : D(AZ ) ⊂
H3(G) → L2(G) by

S(t)w0 =
(

(Sβ(t)ũ0 + Rβh(x, t))

∣∣∣∣
R+×(0,T )

, (Sβ(t)ṽ0 + L1
β f (x, t) + L2

β g(x, t))

∣∣∣∣
R−×(0,T )

)
,

(5.17)

where w0 = (u0, v0) and

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ĥ(τ ) = 1
n1

(
a11
n2

(
F̂1(0, τ ) − F̂2(0, τ ) + a12

(
−∂x F̂1(0, τ ) + ∂x F̂2(0, τ )

)

+a13
(
−∂2x F̂1(0, τ ) + ∂2x F̂1(0, τ ) + Z2

2 F̂2(0, τ ) + Z∂x F̂2(0, τ )
))

f̂ (τ ) = 1
n1

(
a21
n2

(
F̂1(0, τ ) − F̂2(0, τ ) + a22

(
−∂x F̂1(0, τ ) + ∂x F̂2(0, τ )

)

+a23
(
−∂2x F̂1(0, τ ) + ∂2x F̂1(0, τ ) + Z2

2 F̂2(0, τ ) + Z∂x F̂2(0, τ )
))

ĝ(τ ) = 1
n1

(
a31

(
F̂1(0, τ ) − F̂2(0, τ ) + a32

(
−∂x F̂1(0, τ ) + ∂x F̂2(0, τ )

)

+a33
(
−∂2x F̂1(0, τ ) + ∂2x F̂1(0, τ ) + Z2

2 F̂2(0, τ ) + Z∂x F̂2(0, τ )
))

,

(5.18)
where, the functions F1 and F2 are given by

F1(ũ0, x, t) = Sβ(t)ũ0(x)

and

F2(ṽ0, x, t) = Sβ(t)ṽ0(x).

Remark 5.5 Since the Airy operator AZ is skew self adjoint on D(AZ ) follows from
the theory of semigroups that AZ is the generator of a unique unitary group {S(t)}t∈R
on L2(G). Then, we have that S(t) defined in (5.17) is the only group associated to
Airy operator AZ .
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Also, combining (5.6) and (5.7) with (5.17) we point out that it is possible to rewrite
the Duhamel integral formula associated to (1.7), for t ∈ [0, T ] as the following

u(t) = S(t)u0 +
∫ t

0
S(t − t ′)(uux )dt ′, (5.19)

where we denote u := (u, v).

5.2 Proof of Theorem 1.7

Proof The proof will be based in the Implicit Function Theorem and our estimates
used in the proof of Theorem 1.2. By convenience in the exposition, we will consider
|E−| = |E+| = 1. Let u0 = (u0, v0) ∈ H1(G) ∩ N0,Z (1), and u ∈ X1(T ), T =
T (‖u0‖1), the unique solution of the IVP (1.7)-(1.8), on the class Xs(T ), given by
Theorem 1.2 with initial data u0. Moreover, for u = (u, v) = ( ũ|R+ , ṽ|R−), where
ũ = (ũ, ṽ) is the fixed point obtained for � = (�1,�2) on X1 and �i determined by
(5.6)–(5.7).

Next, letW ⊂ H1(R) × H1(R) be a neighborhood of the extension ũ0 = (ũ0, ṽ0)

of u0 such that ũ0|R+ = u0, ṽ0|R− = v0, and ‖ũ0‖H1(R) ≤ c‖u0‖H1(R+), ‖ṽ0‖H1(R) ≤
c‖v0‖H1(R−). For X1 = X1

1(R
2)×X1

1(R
2)with X1

1(R
2) determined in (5.5), we define

the mapping

H : W × X1 → X1

for (w0,w) ∈ W × X1 as

H(w0,w)(t) ≡ w(t) −
(
ψ(t)Sβ(t)w0 + ψ(t)D(w)

)
,

where for w0 = (φ0, ψ0) we have

Sβ(t)w0 =
(

Sβ(t)φ0, Sβ(t)ψ0

)
, (5.20)

and D(w) is defined for w = (w1, w2) ∈ X1 by

D(w) =
(
K(ψ2

T (t)w1∂xw1) + Rβ H ,K(ψ2
T (t)w2∂xw2) + L1

β F + L2
βG
)

(5.21)

with Rβ, L j
β defined in (3.7)–(3.8)–(3.9), with H = H(t), F = F(t), G = G(t)

given via the Fourier transform with regard to t by the formulas in (5.3), with F̂j

representing the Fourier transform with regard to t of the function Fj = Fj (x, t),
i = 1, 2, determined for (x, t) ∈ R by

{
F1(x, t) ≡ F1(φ0, w1, x, t) = ψ(t)Sβ(t)φ0(x) + ψ(t)K(ψ2

T w1∂xw1)(x, t),

F2(x, t) ≡ F2(ψ0, w2, x, t) = ψ(t)Sβ(t)ψ0(x) + ψ(t)K(ψ2
T w2∂xw2)(x, t).

(5.22)

123



Dynamics of the Korteweg–de Vries Equation on a Balanced... Page 29 of 39 5

Thus, by the analysis in the proof of Theorem 1.2 we get for the fixed point ũ = (ũ, ṽ)

of � that H(ũ0, ũ) = 0.
Next, we show that the linear application D2H(ũ0, ũ) ≡ ∂wH(ũ0, ũ) is invertible.

Indeed, we start by determining one formula for the expresssion

D2H(ũ0, ũ)(w) = d

dε
H(ũ0, ũ + εw)|ε=0

with w ∈ X1. Thus, we get

D2H(ũ0, ũ)(w) = w − ψ(t)
d

dε
D(ũ + εw)|ε=0. (5.23)

Next, by (5.21) we get the following first relation for w = (w1, w2)

d

dε
(
1

2
K(ψ2

T ∂x (ũ + εw1)
2),

1

2
K(ψ2

T ∂x (ṽ + εw2)
2)|ε=0

= (K(ψ2
T ∂x (ũw1)),K(ψ2

T ∂x (ṽw2)). (5.24)

Now, by (5.22) we get for F1,ε = F1(φ0, ũ + εw1, x, t) and F2,ε = F2(ψ0, ṽ +
εw2, x, t) that

{ d
dε

F̂1,ε(x, τ )|ε=0 = [ψ(t)K(ψ2
T ∂x (ũw1))]∧(x, τ ) ≡ M̂1(x, τ )

d
dε

F̂2,ε(x, τ )|ε=0 = [ψ(t)K(ψ2
T ∂x (ṽw2))]∧(x, τ ) ≡ M̂2(x, τ )

(5.25)

Thus, we establish that

{
M̂1(0, τ ) = [ψ(t)K(ψ2

T ∂x (ũw1))]∧(0, τ )

M̂2(0, τ ) = [ψ(t)K(ψ2
T ∂x (ṽw2))]∧(0, τ ).

(5.26)

Similarly, we obtain from the notation ∂
j
x J (0, τ ) = limx→0 ∂

j
x J (x, τ ), that for j =

1, 2,

⎧⎨
⎩

̂
∂

j
x M1(0, τ ) = d

dε
∂

j
x F̂1,ε(0, τ )|ε=0 = [ψ(t)∂ j

x K(ψ2
T ∂x (ũw1))]∧(0, τ )

̂
∂

j
x M2(0, τ ) = d

dε
∂

j
x F̂2,ε(0, τ )|ε=0 = [ψ(t)∂ j

x K(ψ2
T ∂x (ṽw2))]∧(0, τ ),

(5.27)

we recall that “̂ ” represents the Fourier transform with regard to the time. Therefore,
for M = M(t) we obtain

d

dε
Rβ H |ε=0(x, t) = Rβ M(x, t),

where

M̂(τ ) = 1
n1

( a11
n2

(
M̂1(0, τ ) − M̂2(0, τ ) + a12

(− ∂̂x M1(0, τ ) + ∂̂x M2(0, τ )
)

+a13
(− ∂̂2x M1(0, τ ) + ∂̂2x M2(0, τ ) + Z2

2 M̂2(0, τ ) + Z ∂̂x M2(0, τ )
))

.
(5.28)
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Similarly, for N = N (t) and P = P(t) we have

d

dε
L1

β F |ε=0(x, t) = L1
β N (x, t),

d

dε
L2

βG|ε=0(x, t) = L2
β P(x, t)

where

N̂ (τ ) = 1
n1

( a21
n2

(
M̂1(0, τ ) − M̂2(0, τ ) + a22

(− ∂̂x M1(0, τ ) + ∂̂x M2(0, τ )
)

+a23
(− ∂̂2x M1(0, τ ) + ∂̂2x M2(0, τ ) + Z2

2 M̂2(0, τ ) + Z ∂̂x M2(0, τ )
))

,

P̂(τ ) = 1
n1

(
a31
(
M̂1(0, τ ) − M̂2(0, τ ) + a32

(− ∂̂x M1(0, τ ) + ∂̂x M2(0, τ )
)

+a33
(− ∂̂2x M1(0, τ ) + ∂̂2x M2(0, τ ) + Z2

2 M̂2(0, τ ) + Z ∂̂x M2(0, τ )
))

.

(5.29)

Therefore, from (5.23)–(5.24) and (5.28)–(5.29) we get

D2H(ũ0, ũ)(w) = w − ψ(t)(K(ψ2
T ∂x (ũw1))

+Rβ M,K(ψ2
T ∂x (ṽw2)) + L1

β N + L2
β P). (5.30)

Now, we show that ‖D2H(ũ0, ũ) − I‖X1 < 1 and therefore D2H(ũ0, ũ) will be
invertible. Thus, we need to estimate every component in (5.30) in the normof X1

1(R
2).

For the first component, by (5.28), definition of Mi at (5.25), Lemmas 5.1, 5.2, and
Lemmas 2.2, 2.3, and (2.5) we obtain for s = 1

‖M‖
H

s+1
3 (Rt )

≤ D1
∑2

j=0 ‖∂ j
x Mi (0, τ )‖

H
s+1− j

3 (Rt )

≤ D1
∑2

j=0 ‖∂ j
x Mi (x, τ )‖

C(Rx :H s+1− j
3 (Rt ))≤ D2(T r )2‖ũ‖Xs,b,β,σ ‖w‖Xs,b,β,σ ≤ D2(T r )2‖ũ‖X1‖w‖X1 .

(5.31)

with Di generic positive constants depending on Z and from the estimative-constants
in Lemmas 2.2, 2.3, and 2.5. Thus, from Lemmas 2.2, 2.3, 2.5, Lemma 3.3, and (5.31)
we get for s = 1,

‖ψ(t)K(ψ2
T ∂x (ũw1)) + ψ(t)Rβ M‖C(Rt ;Hs (Rx ))

≤ C1‖ψ2
T ∂x (ũw1))‖Y s,b,β,σ + C2‖M‖

H
s+1
3 (Rt )≤ D3(T r )2‖ũ‖X1‖w‖X1 .

(5.32)

Similarly we obtain for s = 1 that

∑2
j=0 ‖ψ(t)∂ j

x K(ψ2
T ∂x (ũw1)) + ψ(t)∂ j

x Rβ M‖
C(Rx ;H

s+1− j
3 (Rt ))≤ C1‖ψ2

T ∂x (ũw1))‖Y s,b,β,σ + C2‖M‖
H

s+1
3 (Rt )≤ D3(T r )2‖ũ‖X1‖w‖X1 .

(5.33)

123



Dynamics of the Korteweg–de Vries Equation on a Balanced... Page 31 of 39 5

Next, we obtain again by Lemmas 2.2,2.3, 3.3, and (5.31) that for s = 1

‖ψ(t)K(ψ2
T ∂x (ũw1)) + ψ(t)Rβ M‖Xs,b,β,σ

≤ C1‖ψ2
T ∂x (ũw1))‖Y s,b,β,σ + C2‖M‖

H
s+1
3 (Rt )≤ D3(T r )2‖ũ‖X1‖w‖X1 .

(5.34)

Therefore from (5.32)-(5.33)-(5.34) we have for the first component,

‖ψ(t)K(ψ2
T ∂x (ũw1)) + ψ(t)Rβ M‖X1

1
≤ D3(T

r )2‖ũ‖X1‖w‖X1 .

Similarly for the second component,

‖K(ψ2
T ∂x (ṽw2)) + L1

β N + L2
β P‖X1

1
≤ D3(T

r )2‖ũ‖X1‖w‖X1 .

Now, by the proof of Theorem 1.1, we know ũ ∈ Bγ (0) = {p ∈ X1 : ‖p‖X1 < γ }
(γ = 2c‖u0‖H1(G)) and 2D3(T r )2γ < 1

16 . Therefore,

‖D2H(ũ0, ũ)(w) − w‖X1 ≤ 2D3(T
r )2‖ũ‖X1‖w‖X1 <

1

16
‖w‖X1 .

Therefore, from operator’s theory we conclude that D2H(ũ0, ũ) is invertible.
Next, it is not difficult to show thatH is of classC2. Therefore, there exists a unique

continuous map of class C2, � : W0 → X1, defined on an open ball W0 = Bδ(ũ0)
of ũ0 such that �(ũ0) = ũ andH(z0,�(z0)) = 0 for all z0 = (p0, q0) ∈ W0. Hence,
for z = �(z0) it follows from the definition of the functional H that z satisfies the
equation

z(t) = ψ(t)Sβ(t)z0 + ψ(t)D(z), t ∈ R

with D(z) defined for z = (z1, z2) ∈ X1 by (5.21), and H , F, G by the formulas in
(5.3), with F̂j determined by F1(p0, z1, x, t) and F2(q0, z2, x, t) in (5.22).

In the following we show that the following mapping data-solution associated to
(1.7)–(1.8)

� : B δ
2
(u0) ⊂ H1(G) ∩ N0,Z (1) → X1(T )

j = ( f0, g0) �→ z = �(z0)|G×[0,T ]
(5.35)

is of class C2, where z0 = (p0, q0) ∈ Bδ(ũ0) represents the even-extension of
j, namely, p0, q0 are even functions on whole of the line with p0|H1(R+) = f0,
q0|H1(R−) = g0 and ‖p0‖H1(R) ≤ 2‖ f0‖H1(R+), ‖q0‖H1(R) ≤ 2‖g0‖H1(R−). We
note that we can choose without loss of generality that ũ0 is the par-extension of
u0. For showing that � in (5.35) is of class C2 we will write it as a composition of
C2-maps. We start by considering the even-extension mapping

E : B δ
2
(u0) ⊂ H1(G) ∩ N0,Z (1) → Bδ(ũ0)
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which is well defined because ‖E(j) − ũ0‖Hs (R)×Hs (R) = ‖E(j− u0)‖Hs (R)×Hs(R) ≤√
2‖j−u0)‖Hs (G) <

√
2 δ
2 < δ. Moreover, it is not difficult to see that E is a Lipschitz

mapping of class C∞. Next, we consider the linear restriction-mapping

R : X1 → X1(T )

w �→ w|G×[0,T ]

which is well-defined and continuous. Indeed, we have ‖Rw‖X1(T ) ≤ 2‖w‖X1 . The
proof of the former inequality follows by using the restriction-norm associated to
every norm in X1. For instance, in the case of the norm ‖ · ‖C([0,T ];H1(G)) we have for
w = ( f , g) ∈ X1 and for every t ∈ [0, T ] fixed,

‖ f (t)‖H1(R+) = in f {‖q‖H1(Rx ) : q|R+ = f (t)} ≤ ‖ f (t)‖H1(Rx ) ≤ ‖w‖C(Rt ;H1(Rx ))

and

‖g(t)‖H1(R−) ≤ ‖w‖C(Rt ;H1(Rx )).

Therefore, ‖Rw‖C([0,T ];H1(G)) ≤ 2‖w‖X1 . Moreover, R is a C∞-mapping. Lastly,
since � = R ◦ � ◦ E follows that � is of class C2. This finishes the proof. ��

6 Nonlinear Instability

The focus of this section is to show the nonlinear instability result in Theorem 1.9.
For convenience of the reader we give a brief review of the results in Angulo and
Cavalcante (2021) which will be sufficient in our proof.

We consider the family of stationary profiles for the KdV model on a balanced
graph given by (φe(x))e∈E = UZ = (u−, u+) ∈ D(AZ ) with u− = (φ−)e∈E− ,
u+ = (φ+)e∈E+ defined in (1.14) and Z �= 0. Next, we suppose for e ∈ E, that ue
satisfy formally the KdV equation in (1.7) and define

ve(x, t) ≡ ue(x, t) − φe(x). (6.1)

Then, for each e ∈ E we have the equation

∂tve = αe∂
3
x ve + βe∂xve + 2∂x (veφe) + ∂x (v

2
e ). (6.2)

Thus, we have that the following system (where we are abusing notation)

∂tve(x, t) = αe∂
3
x ve(x, t) + βe∂xve(x, t) + 2∂x (ve(x, t)φe(x)), (6.3)

represents the linearized equation for the KdV in (1.7) around (φe(x))e∈E. Next, we
looking for a growing mode solution of (6.3) with the form

ve(x, t) = eλtψe and Re(λ) > 0.
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In other words, we need to solve the formal system for e ∈ E (we recall (αe)e∈E =
(α+), (βe)e∈E = (β+), α+ > 0 and β+ < 0),

λψe = −∂xLeψe, Le = −α+∂2x − β+ − 2φe, (6.4)

Next, we write our eigenvalue problem in (6.4) in an Hamiltonian matrix. Indeed,
for ψ = (ψ−, ψ+) with ψ− = (ψe)e∈E− and ψ+ = (ψe)e∈E+ , we set (Le)e∈E =
(L−,L+) where

L−ψ− = (−α+∂2x ψe − β+ψe − 2φeψe)e∈E− ,

L+ψ+ = (−α+∂2x ψe − β+ψe − 2φeψe)e∈E+ .

(6.5)

Thus, eigenvalue problem in (6.4) can be written in a Hamiltonian vectorial form

λ

(
ψ−
ψ+

)
=
(−∂xL− 0

0 −∂xL+

)(
ψ−
ψ+

)
≡ N E

(
ψ−
ψ+

)
(6.6)

where we are identifyingL± as a n×n-diagonal matrix and N , E are 2n×2n-diagonal
matrix defined by

N =
(−∂x I 0

0 −∂x I

)
, E =

(
L− 0
0 L+

)
, (6.7)

with I being the n × n-identity matrix and ∂x the n × n-diagonal matrix ∂x =
diag

(
∂x , ..., ∂x )

If we denote by σ(N E) = σp(N E) ∪ σess(N E) the spectrum of N E (namely,
λ ∈ σp(N E) if λ is isolated with finite multiplicity, and σess(N E) is the essential
spectrum), the later discussion suggests the usefulness of the following definition:

Definition 6.1 The stationary vector solution (φe)e∈E ∈ D(HZ ) is said to be linearly
stable for model (1.7) if the spectrum of N E , σ(N E), satisfies σ(N E) ⊂ iR. Other-
wise, the stationary solution (φe)e∈E is said to be linearly unstable.

It is standard to show that σ(N E) is symmetric with respect to both the real and
imaginary axes and σess(N E) ⊂ iR by supposing N skew-symmetric and E self-
adjoint (see, for instance, (Grillakis et al. 1990 Lemma 5.6 and Theorem 5.8) ). Thus,
by considering for u = (ue)e∈E the notation

u = (u1,−, ..., un,−, u1,+, ..., un,+),

we define the set of elements of L2(G) continuous at the graph-vertex ν = 0 as

C = {u ∈ L2(G) : u1,−(0−) = ... = un,−(0−) = u1,+(0+) = ... = un,+(0+)}.
(6.8)
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Then from Lemma 6.4 and Proposition 7.4 in Angulo and Cavalcante (2021), we
obtain that for the following domain

D(E) =
{

u ∈ H2(G) ∩ C :
∑
e∈E+

u′
e(0+) −

∑
e∈E−

u′
e(0−) = Znu1,+(0+)

}
, (6.9)

E in (6.7) is a self-adjoint operator.Moreover, N in (6.7)will be skew-symmetric in the
domain H1(G) ∩ C. Hence, by the comments above follows that will be equivalent to
say that (φe)e∈E ∈ D(AZ ) is linearly stable ifσp(N E) ⊂ iR, and it is linearly unstable
if σp(N E) contains points λ with Re(λ) > 0. We note that D(AZ ) ∩ C ⊂ D(E) and
(φe)e∈E = UZ ∈ D(E).

Thus from Theorems 4.4, 4.6, and 6.1 in Angulo and Cavalcante (2021), we have
the following linear instability result.

Theorem 6.2 Let Z �= 0. For α+ > 0, β+ < 0, and −β+
α+ > Z2

4 , we consider the
profiles φ± in (1.13). Define UZ = (φe)e∈E ∈ D(AZ ) with φe = φ− for e ∈ E− and
φe = φ+ for e ∈ E+. Then,

�Z (x, t) = UZ (x)

defines a family of linearly unstable stationary solutions for the Korteweg–de Vries
equation in (1.7). Moreover, the operator N E in (6.7) has a real positive eigenvalue,
namely, there is λ > 0, �λ ∈ D(AZ ) ∩ C, �λ �= 0, such that N E�λ = λ�λ.

The strategy of proof for Theorem 1.9 is to use the linear instability result in
Theorem 6.2, the approach by Henry et al. (1982), and that the mapping data-solution
associated to the IVP in (1.7) is of class C2 on H1(G) ∩ N0,Z (1) (see Theorems 1.7
and 1.9). For convenience of the reader, we establish the following theorem which is
the link to obtain nonlinear instability from a linear instability result (see Henry et al.
(1982); Angulo and Natali (2016); Angulo et al. (2008)).

Theorem 6.3 (Henry et al. 1982) Let Y be a Banach space and 
 ⊂ Y an open
set containing 0. Suppose T : 
 → Y has T (0) = 0, and for some p > 1 and
continuous linear operatorLwith spectral radius r(L) > 1we have ‖T (x)−Lx‖Y =
O(‖x‖p

Y ) as x → 0. Then 0 is unstable as a fixed point of T .

Remark 6.4 The statement in Theorem 6.3 establishes the instability of 0 as a fixed
point of T ; in other words, it shows the existence of points moving away from 0 under
successive applications of T

Theorem 6.3 can be recast in a more suitable form for applications to nonlinear
wave instability (see also Angulo and Natali (2014, 2016)).

Corollary 6.5 Let S : 
1 ⊂ Y → Y be a C2 map defined in an open neighborhood
of a fixed point φ of S. If there is an element μ ∈ σ(S′(φ)) with |μ| > 1 then φ is an
unstable fixed point of S.
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Proof For x ∈ 
 ≡ {y −φ : y ∈ 
1}we consider the mapping T (x) ≡ S(x +φ)−φ.
Then, clearly, T (0) = 0 and T is of class C2 in 
. Define D ≡ S′(φ). Then, by
hypothesis, there is an eigenvalue μ ∈ σ(D) with 1 < |μ| ≤ r(D). By Taylor’s
formula

T (x) = T (0) + T ′(0)x + O(‖x‖2Y ) = Dx + O(‖x‖2Y )

provided that ‖x‖Y � 1. Then Theorem 6.3 implies the existence of ε0 > 0 such
that, for any ball Bη(φ), with radius η > 0 and arbitrarily large N0 ∈ N, there exists
n ≥ N0 and y ∈ Bη(φ) such that ‖Sn(y) − φ‖Y ≥ ε0. This completes the proof. ��
.

Before proving our Theorem 1.9, we need to specify the particular mapping S in
Corollary 6.5 suitable for our needs. We start by introducing the following notation:
The unique solution u to the Cauchy problem (1.7)–(1.8) with initial datum ϕ ∈
H1(G) ∩ N0,Z (1) given by Theorem 1.2 will denoted as u = ϒ(ϕ) ∈ X1(T ) ⊂
C([0, T ] : H1(G) ∩ N0,Z (1)). The former relation follows from the first relation in
(1.8) and Sobolev’s embedding.

Let us now define a mapping which plays the role of the operator S in the abstract
Corollary 6.5. Let � = (φe)e∈E be a stationary profile for equation (1.7), and B the
ball B = Bε(�) = {ϕ ∈ H1(G) ∩ N0,Z (1) : ‖ϕ − �‖1 < ε} with ε > 0. For each
ϕ ∈ B, set

S : B → H1(G) ∩ N0,Z (1),

S(ϕ) := ϒ(ϕ)(1)
(6.10)

where ϒ(ϕ) ∈ C([0, 1]; H1(G) ∩ N0,Z (1)) is the unique solution to the Cauchy
problem (1.7)-(1.8) with ϒ(ϕ)(0) = ϕ. We are choosing T = 1 in Theorem 1.2
without loss of generality. We recall that by the continuity property of the mapping
data-to-solution given in Theorem 1.2, we can choose ε small enough such that the
solution ϒ(ϕ) for every ϕ ∈ Bε(�) can be defined on [0, 1] because the stationary
solution � is defined for all t ∈ R. Thus, S is a well-defined mapping.

Lemma 6.6 (properties of S) Let � = (φe)e∈E ∈ D(AZ ) be a stationary profile for
equation the KdV model in (1.7). The mapping S defined in (6.10) satisfies:

(a) S(�) = �.
(b) S is twice Fréchet differentiable in an open neighborhood of �.
(c) For every ϕ ∈ H1(G) ∩ N0,Z (1)) there holds

S′(�)ϕ = Vϕ(1), (6.11)

where Vϕ ∈ X1(1), denotes the unique solution to the following linear Cauchy
problem

⎧
⎨
⎩

d

dt
V(t) = N EV(t), t ∈ (0, 1),

V(0) = ϕ,

(6.12)
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with N and E defined in (6.5)–(6.7).

Proof First, it is obvious that S(�) = �. Now, from Theorem 1.7 (by choosing ε

small enough again) we know that the data-to-solution map ϕ �→ ϒ(ϕ) ∈ X1(1) is of
class C2. Hence, S is twice Fréchet differentiable on Bε(�). This proves (b).

Next, we obtain the Fréchet derivative’s formula in (6.11) by computing theGâteaux
derivative, namely,

S′(�)ϕ = d

dε
S(� + εϕ)

∣∣
ε=0 = Vϕ(1), (6.13)

for any arbitrary ϕ ∈ H1(G)∩N0,Z (1). The proof of the equality in (6.13) is standard
and it is essentially based on a good representation of the solutionϒ(ϕ). Some calcula-
tionsmade a priori and based in the representation induced by the relations (5.6)–(5.7)
showus that is possible to obtain the relation in (6.13), butwill require long calculations
based on strategics of extensions and restrictions of solutions. Thus, by convenience
of the reader, we will take advantage of the results established in Propositions 7.8 and
7.10 in Angulo and Cavalcante (2021) about the unitary group {W (t)}t∈R generated
by (AZ , D(AZ )) in (1.6). In particular, we get the invariance of H1(G) ∩N0,Z (1) by
W (t). Now, we observe by definition that S(� + εϕ) = ϒ(� + εϕ)(1) and since ϒ

is of class C2 around � on the Banach space X1(1) we make the Taylor’s expansion

ϒ(� + εϕ) = ϒ(�) + εϒ ′(�)ϕ + O(ε2). (6.14)

Next, we determine an expression for ϒ ′(�)ϕ (we recall that ϒ ′(�) ∈ L(H1(G) ∩
N0,Z (1); X1(1))). Indeed, by using the Duhamel’s integral representation for ϒ(� +
εϕ) we know that

ϒ(� + εϕ)(t) = W (t)(� + εϕ) + 2
∫ t

0
W (t − τ)ϒ(� + εϕ)(τ )∂x

ϒ(� + εϕ)(τ ) dτ, for t ∈ [0, 1]

then from (6.14)

ϒ(� + εϕ)(t) = W (t)� + 2
∫ t

0
W (t − τ)[ϒ(�)∂xϒ(�)](τ ) dτ + εV�,ϕ(t)

+O(ε2), for t ∈ [0, 1] (6.15)

where

V�,ϕ(t) = W (t)ϕ + 2
∫ t

0
W (t − τ)[∂x (ϒ(�)(ϒ ′(�)ϕ)(τ ))] dτ, for t ∈ [0, 1].

V�,ϕ(t) = (ϒ ′(�)ϕ)(t) for all t ∈ [0, 1], (6.16)
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and so V�,ϕ ∈ X1(1) and satisfies the integral equation

V�,ϕ(t) = W (t)ϕ + 2
∫ t

0
W (t − τ)[∂x (ϒ(�)V�,ϕ(τ ))] dτ,

with V�,ϕ(0) = ϕ. Then, since ϒ(�) = � and for ζ = (ζe)e∈E

N Eζ = AZζ + 2diag((∂x (φeζe))δi j ), 1 ≤ i, j ≤ |E−| + |E+|,

follows that V�,ϕ is the solution to the linearized Cauchy problem (6.12) in the distri-
butional sense. Lastly, from (6.13), (6.14), and (6.16) we get S′(�)ϕ = V�,ϕ(1), for
any ϕ ∈ H1(G) ∩ N0,Z (1). This shows (c) and the lemma is proved. ��

We are now able to prove our main instability result.

Proof (Theorem 1.9) Let us consider the eigenfunction �λ of the linearized operator
N E in (6.7) associated to the positive eigenvalue λ given by Theorem 6.2. Then, since
�λ ∈ D(N E) ∩ C = D(AZ ) ∩ C follows �λ ∈ H1(G) ∩ N0,Z (1). Moreover, for
V(t) = eλt�λ, V ∈ C(R; H3(G) ∩ N0,Z (1)) and satisfies

∂tV(t) = λeλt�λ = eλt N E�λ = N E
(
eλt�λ

) = N EV(t),

with V(0) = �λ. Furthermore, V ∈ X1(1) in (1.10). In fact, we have that for
�λ = (ψe)e∈E ∈ D(AZ ), then ∂3x ψe ∈ L2(I ), I = (−∞, 0) or I = (0,∞), and also
by choosing a cutoff regular function φ(t) : R → R supported on the set [−2, 2],
such that φ ≡ 1 on the set [−1, 1] we have that each coordinate function of φ(t)V
given by φ(t)eλtψe(x) is in X1,b,β,σ (R2). It follows immediately that V ∈ X1(1).

Now, define μ := eλ. This yields by Lemma 6.6,

S′(�)�λ = V(1) = eλ�λ = μ�λ.

This shows that μ ∈ σ(S′(�)) with |μ| > 1 because λ > 0. Thus, the mapping
defined in (6.10) on an open neighborhood of � satisfies the hypotheses of Corollary
6.5. Therefore, the profiles� = UZ of either tail or bump type are nonlinearly unstable
by the flow of the Korteweg-de Vries model in H1(G)-norm. The proof is complete.
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