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derive a Bartlett correction to such a test, and also to a test obtained from a modified profile
likelihood function. Our results generalize those in [Zucker, D.M., Lieberman, O., Manor,
0., 2000. Improved small sample inference in the mixed linear model: Bartlett correction
and adjusted likelihood. Journal of the Royal Statistical Society B, 62, 827-838] by allowing
the parameter of interest to be vector-valued. Additionally, our Bartlett corrections allow
for random effects nonlinear covariance matrix structure. We report simulation results
which show that the proposed tests display superior finite sample behavior relative to the
standard likelihood ratio test. An application is also presented and discussed.
© 2008 Elsevier B.V. All rights reserved.

1. Introduction

In recent years, repeated measures of data have been widely analyzed in many fields, including biology and medicine.
In such studies, the observations are obtained from different experimental units, each unit being observed more than once
(Brown and Prescott, 2006). In particular, some of these studies use longitudinal data (Verbeke and Molenberghs, 2000), in
which the observations are collected over time. Mixed linear models have been extensively used by practitioners to analyze
repeated measures, since they account for within units correlation . It is also noteworthy that there is available software,
specifically designed for the estimation of such models; see Pinheiro and Bates (2000) and Littel et al. (2006).

A common shortcoming lies in the fact that, in many studies, the sample size is small, which renders approximate
inferential procedures unreliable. Improved inference may be based on the theory of higher order asymptotics. Practical
applications of such theory may be found in Brazzale et al. (2007). The likelihood ratio test, which is commonly used to
make inference on the fixed effects parameters, quite often displays large size distortions when the sample size is small.
This happens because its null distribution is poorly approximated by the limiting x? distribution, from which critical values
are obtained. It is possible to obtain a Bartlett correction factor and use it to modify the likelihood ratio test statistic in such
a way as to bring its null distribution closer to its limiting counterpart; the approximation error is reduced from O(n~!) to
0(n~2), where n is the sample size, thus making any size distortion vanish at a faster rate.

Another shortcoming relates to the effect of the nuisance parameters on the resulting inference on the parameters of
interest. Different modifications to the profile likelihood function have been proposed with the aim of reducing such effect.
For a review, see Severini (2000, Chapter 9); see also Sartori et al. (1999) and Sartori (2003). The adjustment proposed by
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Cox and Reid (1987) can be used whenever the nuisance and interest parameters are orthogonal. DiCiccio and Stern (1994)
have shown that the Cox-Reid test statistic can be Bartlett-corrected, just as the likelihood ratio test statistic. The combined
use of modified profile likelihoods and Bartlett correction can deliver accurate and reliable inference in small samples, as
evidenced by the results in Ferrari et al. (2004, 2005) and Cysneiros and Ferrari (2006).

Zucker et al. (2000) obtained improved likelihood ratio testing inference by deriving Bartlett corrections to the profile,
and modified (Cox-Reid) profile likelihood ratio tests on the fixed effects parameters in mixed linear models. Their results,
however, are only applicable for testing one parameter at a time, since they only allow for a scalar parameter of interest.
In many studies, nonetheless, practitioners wish to perform joint testing inference on a set of parameters, especially when
comparing three or more treatments in medical trials. Also, they derived the Bartlett correction to the profile likelihood ratio
test only for the situation where the covariance matrix for the random effects has a linear structure. Hence, their results are
not fully applicable in many situations of interest (e.g. when the responses of a single subject are measured sequentially and
the errors are assumed to be autocorrelated). Our chief goal is to generalize their results so that they are valid in situations
where the parameter of interest is vector-valued and the covariance matrix for the random effects is allowed to have a non-
linear structure. We obtain the Cox-Reid profile likelihood adjustment, and also Bartlett correction factors for the profile
and adjusted profile likelihood ratio test statistics.

The paper unfolds as follows. Section 2 introduces the mixed linear model, Section 3 contains the three improved tests
(Cox-Reid and Bartlett-corrected tests), and Section 4 presents a simulation study on the finite sample behavior of the
standard likelihood ratio test and its modified counterparts. An application that uses real data is presented and discussed in
Section 5. Finally, Section 6 concludes the paper. Technical details are collected in two appendices.

2. Mixed linear models

The mixed linear model is given by
y,:XiB+Z,-b,-+e,-, i:],...,N, (1)

where y; = Vi, Yi2, - - - ,y,-fi)T is a 7; x 1 vector of responses on the ith experimental unit, § is an n-vector of fixed
effects parameters, X; is a t; x n known matrix, b; is a random effects vector (¢ x 1), Z; is a known 7; x g matrix, and
€ = (€1, €2,y . . . el-,l.)T isa 7; x 1vector of random errors. It is often assumed that €; ~ A, (0, azlri), where I; denotes the
7; X 7; identity matrix and 0 is a vector of zeros. It is also assumed that b; ~ #;(0, G), where by, b,, ..., by, €1, €2, ..., €y
are independent and G = G(g) is a g x g positive definite matrix, @ being an m x 1 vector of unknown parameters. Model
(1) can be written in matrix form as

Y=XB+Zb+e, )

i1 T X =X/, X;, .. XT)T isaT x nmatrix,Z isaT x Nq diagonal
matrix given by Z = diag(Z, Zo, ..., Zy),b = (b] ,b,, ..., b{) T isan Ng-vectorand e = (¢] , €] , ..., &))" is T x 1. Thus,
b ~ Ny (0, Iy ® G), where ® denotes the Kronecker product and € ~ A7 (0, o%I7); b and € are independent.

It is possible to write model (2) as

Y=XB+e, (3)

where e = Zb + €. Hence, e ~ N7 (0, X), where ¥ = X(w) = Z(Iy @ O)ZT + 0%, 0 = (0", 0% T beingan (m 4+ 1) x 1
vector of unknown parameters. Hence, the log-likelihood function for model (3) can be expressed as

whereY = (y],yJ,...,y0) isT x 1, with T = 3"

T 1 1
€@, ;Y) = —= log(2m) — ~ log | 2| — S (Y —XB) "= (Y — XB), (4)

where | - | denotes matrix determinant.

let® = (¥',g",®")7 be the (n + m + 1)-vector of parameters, where ¥ = (B1, B2, ..., fB,) " is the p-vector
(p < n) containing the first p elements of p and (¢, w")T is the (n — p + m 4+ 1) x 1 vector of nuisance parameters
with g = (Bps1, Bpt2s - -+ » B:) . In what follows, we shall focus on fixed effects inference. In particular, we wish to test
Jo ¥ = ¥ against #; : ¥ # ¥, where ¢ © is a given p-vector.

We follow Zucker et al. (2000) and use a reparameterization in which the nuisance ((¢7, ")) and interest ()
parameters are orthogonal. In particular, we transform 6 = (¥ ", ¢", @) Tinto = (Y, &', @")T, with

=g+ X X Xop) X, XX, (5)

where )N(p denotes the matrix formed out of the first p columns of X and )N(,, _p contains the remaining (n—p) columns of X. It is
easy to show that ¥ is orthogonaltop = (¢, w ") T, i.e. the expected values of 320(9;Y)/0ydE " and 92£(9; Y)/0¥dw;, for
j=1,2,..., m+1,are matrices of zeros. By partitioning X as (Xp, Xn p)andpas (1|rT ¢, wecanwrite Xp = X 1lr—|—Xn S-
Using (5) we obtam

XB = XU + Xn_pE,
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where )’ZIQ =[Ir — )?n,p ()”(’,LP):—155,1,,,)*12;},):—1]7(,3. It follows that the log-likelihood function in (4) can be written as

T 1 1+,
=LY = ) log(2m) — 3 log | Z| — EZ Yz, (6)

wherez =z(Y, X, %) =Y — 3(,”[ - )?,.,,pg.
3. Improved likelihood ratio tests

3.1. Bartlett correction

The profile likelihood function, which only involves the vector of parameters of interest, is defined as £,(¥) =
LV, o)), where ¢p(¥) is the maximum likelihood estimator of ¢ for a fixed value of V. The likelihood ratio statistic
for testing #¢ is

LR = LROAF®) =2 {6,(F) — £,(¥ ™)},
where @ denotes the maximum likelihood estimator of ¥. Under the standard regularity conditions and under #,, LR
converges in distribution to sz. This first order approximation may not work well in small samples, however. In order

to achieve more accuracy, Bartlett (1937) proposed multiplying LR by a constant, (1 4+ C/p)~", thus obtaining what is now
known as the Bartlett-corrected test statistic:

. LR
T 14+C/p’

where C is a constant of order n~! chosen such that, under #,, E(LR*) = p + 0(n—3/?). In regular problems, and under the

null hypothesis LR* is sz distributed up to an error of order n~2; see Barndorff-Nielsen and Hall (1988). A general expression

for C in terms of log-likelihood cumulants up to the fourth order was obtained by Lawley (1956).

One of our goals is to obtain the Bartlett correction term C for testing #, : ¥ = ¥© against #; : ¥ # ¥ for mixed
linear models. This is done in Appendix A using Lawley’s results; see (A.1). For simplicity, here we only give the expression
for C when the ¥© = 0, which is common in practical applications:

c—tr<D—1 (—1M+1P—1( —|—v)rT>> (7)
N 2 4 2V '

where tr(-) is the trace operator. Here, D, M and P are (m 4+ 1) x (m + 1) matrices given by
D ={(1/2) r(¥' 5},
M = (X=X T XTER 4 2% EX)))),
P={tr(XEX)X X)X ER)KTEX) )
and 7, y and v are (m + 1)-vectors whose jth elements are tr(()?lgTE‘l)?l;)*l ()?;T Z'Jj)?l;)), tr(D'AY) and tr(()a(danp):‘1)?,1,[,)*1

()?J_p )fj)?n_p)), respectively. Note that we give the (j, k) element of each matrix. In our notation, A? is the (m+ 1) x (m+1)
matrix given by

AD = [(1/2) te(E'E) — (1/2) r(E*Ep) — (172) e (F 8}

Also, 3 = 9%/0w;, ¥ = 9371/dw; = —X7 15371, 5 = 92%/dejdwn 3 = 9257 /dwde, = —2553 1 —
2 s and X! = 0X) /90 = —Xap (X, E 7 X)X, EX.

It is noteworthy that (7) generalizes the result in Zucker et al. (2000, Eq. (3)). Their expression is only valid when the
parameter under test is scalar and the covariance matrix for the random effects has a linear structure and so does X,
ie, X =Y ;Q;, where Q; are known matrices. Note that when ¥ has a linear structure, we have ¥; = Q;, Vj, £j = 0, ¥j, k,
and Eq. (7) becomes

C=tr(D! —1M+1P—1urT ) (8)
2 4 2

Additionally, when v is scalar, our expression (8) reduces to Eq. (3) in Zucker et al. (2000). Also, when the null hypothesis
is 7, : B = B, (8) reduces to

1 1
C=tr|D _5M1+ZP1 ,
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where
My = {tr(X 7= X TE %))
and

Py = [t (XXX T KT EX)XTETIX) ).

3.2. Cox-Reid profile likelihood adjustment

Cox and Reid (1987) proposed an adjustment to the profile likelihood function which can be used when the nuisance and
interest parameters are orthogonal. The Cox-Reid adjusted profile log-likelihood function is given by

1
L) = &09) — - log {|~Las (2(W)]}.
where {44 is the matrix of second derivatives of £ with respect to ¢. The corresponding likelihood ratio test statistic is
LR (W) = 2 {£a(W) — LW ™)} .

where J is the maximizer of £p, (V).

The Cox-Reid test statistic is sz distributed under #, up to an error of order n~!, just like the standard likelihood ratio
test statistic. DiCiccio and Stern (1994) defined a Bartlett correction to this test statistic which reduces the order of the
approximation error to O(n~2). The corrected test statistic is

LRcr
1+C*/p’
where C* is a constant of order n~! such that, under #, E(LRE) =p+ 0(n~3/?). A general expression for C* can be found

in DiCiccio and Stern (1994, Eq. (25)). In Appendix B, we obtain C* for testing #, in mixed linear models; see (B.1). Here, we
give the expression for C* for the case where ",(0) =0:

LR, =

1
C*=tr <D_1 {—M + ZP + y*tT}> , (9)

where D, M, P and T were given above and the jth element of the vector y* is tr(D~1C%), with C? being an (m+1) x (m+1)
matrix given by

€O = (—a(EEEE) + (1/2) r(FE) + (1/2) wE ).

Our expression for C* generalizes the result in Zucker et al. (2000, Eq. (4)), since their formula is only valid when p = 1.
We notice that their formula remains valid when the covariance matrix for the random effects has a nonlinear structure. As
expected, (9) reduces to equation (4) of Zucker et al. (2000) when p = 1. Also, for testing #, : § = B(O) against J¢; : B # B(O),
C* reduces to (9) with M and P replaced by M, and Py, respectively, and t replaced by 7y, with 7; being the (m + 1)-vector
whose jth element is tr((X T 'X) "' (X T £'X)).

The expressions we give for C and C* in (7) and (9), respectively, only involve simple operations on vectors and matrices.
Therefore, they can be easily computed with the aid of a programming language or software which can perform such
operations, e.g. 0x (Cribari-Neto and Zarkos, 2003; Doornik, 2006) and R (Ihaka and Gentleman, 1996). We note that C
and C* only depend on X, on the inverse covariance matrix £~!, on the covariance matrix ¥ and its first two derivatives
with respect to .

4. Simulation study

In this section we shall present the results of Monte Carlo simulation experiments in which we evaluate the finite sample
performances of the likelihood ratio test (LR), its Bartlett-corrected version (LR*), the adjusted profile likelihood ratio test
(LRcr) and its Bartlett-corrected counterpart (LR7).

The simulations were based on the following mixed linear model:

Vi = Bo + Bty + Baxai + Bsxai + boi + ity + €,

forj=1,2,...,ywithy; € {2,3,4,5,6,7,8,9}andi = 1, 2, ..., N.The values of t;; were obtained as random draws from
the standard uniform distribution U(0, 1); x1; and x,; are dummy variables. The fixed effects parameters are Bg, B1, 82, Bs3-
Also, b; = (by; b)) T ~ N> (0, G) with

w :
G= [w; wj ) (10)
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Table 1
Null rejection rates of the tests of #, : ¢ = 0; entries are percentages.
N w2 w3 a = 5% o — 10%
LR LR* LRcg LR%, LR LR* LRcg LR%,
12 0 0.50 13.0 7.6 45 53 20.8 13.1 9.2 10.2
0 1 134 7.8 4.8 5.9 21.7 13.5 9.6 10.8
0.25 0.50 11.2 6.0 34 4.1 19.0 11.2 7.5 85
0.25 1 13.8 7.9 5.1 5.8 219 13.9 9.6 10.7
24 0 0.50 8.3 5.6 4.7 5.0 14.6 10.9 9.5 10.0
0 1 8.5 5.8 49 5.1 14.6 11.1 10.1 10.5
0.25 0.50 8.6 5.7 4.8 5.1 14.8 11.1 9.6 10.2
0.25 1 8.7 6.0 48 5.1 15.0 114 10.1 10.6
36 0 0.50 6.4 4.6 42 4.4 12.8 10.1 9.5 9.8
0 1 6.1 49 4.4 47 12.6 9.8 9.0 9.4
0.25 0.50 6.7 4.8 43 4.6 124 10.0 9.3 9.6
0.25 1 6.4 4.7 43 4.4 12.6 9.8 9.1 9.4
08— LR
- R
> LR,
g - LRy
T 0.6
o
o
o 0.4 -
—
©
=
o 024 el
g e i e _
©
0.0

o

4 6 8
Asymptotic quantile

Fig. 1. Relative quantile discrepancies plot: N = 12, w, = 0 and w3 = 0.50.

Additionally, the €;'s are independent from the b;’s, and €; ~ Ny, (0, waly,). We test #, : Y = 0 against #; : ¢ # 0, where
v==B B3

All simulations were performed using the 0x matrix programming language (Cribari-Neto and Zarkos, 2003; Doornik,
2006). The number of Monte Carlo replications was 5000 and the sample sizes considered were N = 12, 24 and 36. The
parameter values are 8o = 0,81 = 0.2, 5, = 0,3 = 0,w; = 1, w, = 0and 0.25, w3 = 0.5 and 1, and w4 = 0.05. All tests
were carried out at the following nominal levels: « = 5% and a = 10%.

The null rejection rates of the four tests under evaluation are displayed in Table 1. We note that the likelihood ratio test
is liberal. For instance, when w, = 0, w3 = 0.50, N = 12 and « = 10%, its rejection rate exceeds 20%. It is noteworthy that
the three alternative tests outperform the standard likelihood ratio test. For N = 12 and N = 24, the two best performing
tests are LRcg and LRYy; LR* is slightly oversized. For example, when w; = 0, w3 = 0.50, N = 12 and « = 5%, the null
rejection rates of LRcg, LR, and LR* are, respectively, 4.5%, 5.3% and 7.6% (LR: 13.0%). It is not possible to single out a global
winner between LR and LRE;,. When N = 36, the Cox-Reid and the two Bartlett-corrected tests still outperform LR; here,
LR* slightly outperforms the other two alternative tests, LR, being the second best performing test.

Fig. 1 plots the relative quantile discrepancies against the asymptotic quantiles for N = 12, the smallest sample size,
where the corrections are mostly needed. Relative quantile discrepancies are defined as differences between exact and
asymptotic ( XZZ) quantiles divided by the latter. The closer to zero these discrepancies, the better the approximation used
in the test. We note that the test statistics with the smallest relative quantile discrepancies are LRcz and LRf;,. We also note
that quantiles of LR are approximately 50% larger than the respective asymptotic ( Xzz) quantiles.

Note that the simulated model and the hypothesis under test have practical applications, for instance, when the
practitioner wishes to compare two different treatments and the experimental units are observed in different points in
time. Here, we assume that the time horizon of the study is limited. This is why we used a bounded distribution for choosing
values for t;;. We performed simulations under other situations. We varied the values of all the parameters and considered
a gamma distribution with mean 3 and variance 1.5 for choosing values for ;. Also, we considered an extended model in
which interactions between t;; and the dummy variables were included. In this case, we tested the interactions effects. For
the sake of brevity, the results are not shown. In short, the Cox-Reid and the two Bartlett-corrected tests outperformed LR.
For instance, our simulation experiment with 8y = 0.2, 8y = 0.4, 8, = 83 = 0,w; = 1.5, w; = 0.05, w3 = 1.2, w4 = 0.10
and N = 24 yielded the following null rejection rates at the 10% nominal level: 14.7% (LR), 10.6% (LR*), 9.4% (LRcg) and
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Fig. 2. Blood pressure against time for each rat.

9.8% (LR%;). Also, for an extended model which includes two parameters, 4 and s, representing interactions between t;;
and the dummy variables, we obtained 7.1% (LR), 5.4% (LR*), 3.3% (LRcz) and 5.0% (LR%;) for « = 5% and N = 24. Here,
Bo=0.2,6, =04, 8, =0.3, 3 =0.5 B4 = B5s = 0and the same values for wy, . .., w4 as before.

5. Blood pressure data

We shall now present an application that uses a real data set. The data consist of a randomly selected subset of the data
used by Crepeau et al. (1985). Heart attacks were induced in rats exposed to four different low concentrations of halothane;
group 1: 0% (control), group 2: 0.25%, group 3: 0.50% and group 4: 1.0%. Our sample consists of 23 rats. The blood pressure
of each rat (in mm Hg) is recorded over different points in time, from 1 to 9 recordings, after the induced heart attack. The
main goal is to investigate the effect of halothane on the blood pressure.

Fig. 2 shows plots of blood pressure versus time for each rat. Clearly, the profiles differ on the intercept. However, the
slopes are not markedly different. At the outset, we consider a model where blood pressure varies linearly with time, possibly
with different intercepts and slopes for each concentration of halothane, and with intercept and slope random effects to
account for animal-to-animal variation. As we will see later, the usual likelihood ratio test rejects the null hypothesis of
common slope at the 10% nominal level, unlike the modified tests.

The mixed linear model considered here is

Vi = Bo + Bty + v02Goi + v03Gai + v0aGai + v12Gaitii + v13Gaitij + v1aGaityj + boi + byity + €, (11)

withi = 1,2,...,23andj = 1,2,..., 7;, where y; is the blood pressure of the ith rat at time j, t; is the jth point
in time (in minutes) in which the ith rat blood pressure was recorded, and Gy; is a dummy variable that equals 1 if the

ith rat belongs to group 2 and 0 otherwise. Also, G3; and G4 equal 1 for groups 3 and 4, respectively. We assume that

bi = (bei bi)T tg- MN>(0, G), where G is given in (10). Additionally, €; Hg- N (0, ws), the €;’s being independent of

the b;’s. . .

The maximum likelihood estimates of the fixed effects parameters are By = 104.360, 8; = 0.004, ¥, = —0.719,
Yo3 = 0.203, Y4 = —15.211, 1, = 0.022, 13 = 0.109 and 714 = —0.019. We wish to make inference on y13, y13 and y4.
More specifically, we wish to test #, : ¢ = 0 against #; : ¥ # 0, where ¢ = (y12, Y13, ¥14) ' . Note that under the null
hypothesis, the mean slopes are equal for the different halothane concentrations. The adjusted profile maximum likelihood
estimates of y13, y13 and yy4 are ¥, = 0.020, Y13 = 0.101 and y14 = —0.030, respectively. The test statistics assume the
following values: LR = 6.522 (p-value: 0.089), LR* = 5.678 (p-value: 0.128), LR, = 5.287 (p-value: 0.152) and LR, = 6.168
(p-value: 0.104). The standard likelihood ratio test rejects the null hypothesis at the 10% nominal level, i.e., it suggests that
there are differences in mean slopes for different dosages. The three modified tests, however, suggest otherwise, i.e., the
null hypothesis is not rejected by these tests at the same nominal level.

We now consider the following reduced model:

Yii = Bo + Bitij + v02Gai + v03G3i + v0aGai + boi + bty + €55,

withi=1,2,...,23andj = 1,2, ..., 7. We wish totest #; : ¥* = 0against #] : ¥* # 0, where ¥* = (yo2, 03, Yoa) .
Note that we are testing whether the mean blood pressures are equal across the different dosages. The fixed effects
maximum likelihood estimates are 8y = 99.531, 8; = 0.006, o, = —0.525, Yy3 = 2.318 and Y4 = —13.357. The adjusted
profile maximum likelihood estimates of yy;, 103 and yy4 are, respectively, Y9, = —0.823, Yp3 = 2.079 and yp4 = —12.573.
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We now have LR = 6.143 (p-value: 0.105), LR* = 5.174 (p-value: 0.159), LR, = 4.002 (p-value: 0.261) and LRE; = 4.167
(p-value: 0.244). All tests yield the same inference, namely: the null hypothesis is not rejected at the 10% nominal level.

Therefore, we conclude that there is no group effect. In other words, the analysis carried out using the modified tests
suggests that the blood pressure is not affected by the administration of halothane at the concentrations considered in the
experiment. This conclusion agrees with the findings of Crepeau et al. (1985).

6. Concluding remarks

We addressed the issue of performing likelihood-based testing inference on the fixed effects parameters of mixed linear
models when the sample contains a small number of observations. The standard likelihood ratio test is liberal, as evidenced
by our Monte Carlo results. We obtained three alternative tests, namely: an adjusted profile likelihood ratio test, its Bartlett-
corrected version and also the Bartlett-corrected likelihood ratio test. Our results generalize those in Zucker et al. (2000)
in two directions. First, we allow practitioners to test joint restrictions on one or more fixed effects parameters, whereas
their results only hold for tests on a parameter at a time. Second, unlike Zucker et al. (2000), we do not assume that the
covariance matrix of the random effects is linear when deriving the Bartlett correction to the profile likelihood ratio test.
Our main results are stated through closed-form formulas that only involve simple operations on vectors and matrices, and
hence they can be easily implemented in matrix programming languages and statistical software. The simulation study we
report clearly show that the proposed tests outperform the standard likelihood ratio test, especially when the sample size is
small. It shows that the three alternative tests yield reliable inferences even for unbalanced data. In particular, the adjusted
profile likelihood ratio test and its Bartlett-corrected version improve the type I error rate, especially when the number of
observations is small.
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Appendix A. Derivation of C
We use the following tensor notation for log-likelihood cumulants:

. 32¢ . 33 nd . 3¢
KT = il Kr = " a aa Aa Kr == —_— s
s 39,00, o 39,090,090, s 39,09,09,00,

¥, being the rth element of . The notation used for derivatives of cumulants is the following:

Okcrs Okcrst Okcrs
—, K = and (k = .
39, (Krst ) TS (Krs) 99,09,
In what follows, we shall use similar notation for derivatives of matrices formed out of cumulants. Note that —«; is the (r, s)
element of Fisher’s information matrix; the (r, s) element of its inverse is denoted by —«™.

Lawley’s (1956) formula for C is

C= Z (lrstu - lrstuvw) - Z(lrstu - lrstuvw) =C -G,
v.&w §.0

where G = Zw.é,w lrstu - Zé,w lrstu and G = Z,/,,g‘a) lrstuvw - Zé,w lrstuvw with

(krs)e =

1
s = K"k {ZKrstu — (Krst)y — (Krt)su}
and

1 IS, tu,_vw 1 _ 1 _
rstuvw = KKK Krty 6Ksuw (Ksw)y | + Kru 4stw (Ksw)y ) + (ere)y (Ksw)y + )y (Ksw)y f

where the indices r, s, t, u, v, w refer to the components of ¥ = (IlfT, ET, ®")T. Here, Z‘// £ denotes summation over
all possible combinations of the n + m + 1 parameters in @, and Zg », denotes summation over the combinations of the

n—p+m+ 1parametersin (7, w") . We use indices a, b, c, d in reference to the components of v, indices f, g for the
components of £, and indices j, k, 1, o for the elements of w. Further notation used here is given in Sections 2 and 3.
The first-order derivatives of the log-likelihood function in (6) are

00(v0; Y ~ 00(0; Y ~ _
g =X’T2711, g =XL b 12’

ar b 13 P
3L(9;Y) _ 1

. 1 i .
—— (') — —2' Yz 4+ X2z
3w TEE) — vX
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The second-order derivatives are

200 Y ~ ~ 20(0; Y ~ ~ 320(0; Y

Do ey, LU0 oReR, S0

ERER ) dE0E doE

200 Y . ~r e 20(0:Y)  ~r oy ~

FEDY) _ KTz '+ XT3z, IV =X (Y- X, ,8),

a‘lll‘a(’.)j J L4 323(1)_,' P

(@ Y) 1 1 -1¥ Ty Ty—1y T3 Ty—1 | v/ Ty | Tk 1 75k
Frv o = —5tr(2"):k)— 5tr(): i) =0 XX AT KT X X TRz - 52 3,

where
'/

X!

; ~ ~ o~ o~ .~ ~ o~ o~ . i~ ~ ~ o~ o~ ik~
= ﬁ = 2Xnp (X, = X)X E X (X2 X)) X EX - X, (X, 2T X)X E X
k

Additionally, the third-order derivatives are

e Y o i %Y ~ i
# — _XTT—p Xn—pv # — _XI/;TE]XI/Jﬂ
dEdE dw; AV dw;
PL®:Y) %@ Y) 3e(¥;Y) _FT S )

- - £ - — n— £
IpoE 08 9ok dw; dEdwjdwy, P P
% Y) T e Tk ST ek

5 — (XTy X/TZJ X_/TZ X/TZJ z

i Xiy +X' T +X T4 XE)
PUON LR a3 + i + s S0 1275
W - 5( l‘( j) + l‘( Ij) + l‘( ]k) + l‘( ]kl) +z jklz)

.. .7 . ..l' .. .l . . k . ..lk . ..k' . _
YT XY X X E KT X TE 4 XTE 4+ K2z,

where ¥ = 8 ¥./dw; and j&j/kl = 8Xj/k /dw,. Finally, the fourth-order derivatives can be shown to be

9 Y i STk
Y xR RTERR)
81[;8\]; 8(.!)_,'8(1),(

U@ Y) B W Y)

oY 908, IV 9 dw; OVOV' 0E
Taking expected values of second, third and fourth derivatives, we obtain

3%e(0: Y ~ ~
Kyy =E <(7T)> = _sz—lxlg,
ol

3309 Y) o el
Kego, =E| ———2 ) = —x" ¥'X,_,,
Ej (agagTawj np A

K e ( %49 Y)
vveree = E Gyaw T dwdwr
In similar fashion, it follows that

) = 2% ¥X - XTEX.

K = =X, 2 Xop,  Keoy =X, ZX¥,  Kyo, =0,
Kyyo, = —X,TEX), Kygy, = Kyoy = 0,
~—|— .. k~
Kyoor =0, Kewjo, =X, 5 X0, Kyyee, = Kyyepop = 0.
Additionally,
1 .. L
Kit = 5tr():J):,{) - XTZTIX,
e g 1 .. 1 g 1 ..
Kk = —2tr(T 5,278 + 3 tr(X' Ey) + 3 tr(X° %)) + 3 tr(E ).

Consider the following matrices formed out of minus Fisher’s information inverse: K¥¥ = K,;]}/, K?® = (Kup —
KK Kew) ™ K = K+ K Keo KK K7 and K& = KT = —K;;'Ke, KT, where the jth column of K, is
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ngj and the (j, k)th element of K,,, is «j. It can be shown that
(Kew), = —XTEX, (Kyy), = -2 2% - XT8'X,
(Kee), = —X 8%, Keo =X, 5w+ X7 EX0y,
() = —tr(E' 525 + 5tr(\b"}i,k) + 5tr()’:’iijk).

It follows from the orthogonality between v and (67, ") " that k¥ = k% = (kyf)jp = (kgj)p = 0. Also, kijry = Kjfap = O.
Hence,

G = Z (labed + labsg + Laby + Lavir + Labjk + gab + likab) »

where ) ranges over all parameter combinations induced by the indices a, b, c, d, f, g, j, k. It is possible to show that
labed = labgs = labg = labjs = lggar = 0. Thus,

71 1,
Cr = (layje + ljar) = Y {K“bK’k (ZKabjk - (Kabj)k) + 4KJkKabKjkab} :
Since kapjx = (Kapj), = Kjkab, C1 reduces to
1 .
—5 Z KabKijabjk.
As for G, we have that

G = Z(labcdjk + labjked + liktoab + likabio + likabed + jakab + lkgab + ikiab
+ likgeab + Liksiab + likigab + lifavgk + lisabke =+ Lisabit + likabge + likabt =+ likabir)

1 1
ab, .cd, jk
= E {—4/< ki Kegpjkedr + 2/( bS8 ik KabjKfek

3 1
— ki1 <Z(Kﬂ<): — 5Kﬂd> + 5K”bKﬂ‘K Kavj (o — 2(Kit)o )}
Therefore, C reduces to

1 1 1
ab ab, cd, jk ab, jk
C= E {—ZK 1 capiie + K K Kapjkcedr — 7% 11 ke gby (kc1ok — 2 (K1) 1)

; 3 1
+KabKﬂ<KﬂKabj (2(Kﬂc)l _ E’Cﬂd) _ 2 ab ngJ K ijfgk}

We now arrive at the matrix expression given by

1 1 1 1
C=tr(K°{—-M+-P—(-p—6+- ). A1
(e gme e (-0 30) 7)) &

Here, p, § and n are (m + 1)-vectors whose jth elements are, respectively, tr(K“°A?), tr(Kf‘”TB("))‘ and
tr(—K% (X, ¥'X,_p))- In our notation, B? is a matrix that contains the m+-1 column vectors (1/2X,, f}'kX!; +2X,, X))
and A9 is defined in Section 3.1. For testing #, : ¥ = 0, C reduces to Eq. (7).

Appendix B. Derivation of C*

We shall now obtain C*, which is used to Bartlett-correct the adjusted profile likelihood ratio test statistic. DiCiccio and
Stern (1994, Eq. (25)) give the following general expression:

1
C* = Z {4‘L'm‘l.'5thsm _ I(ru‘L'St(l(m)u + (KruKsr — Py st) (Krs)
v.éo

1 1
_ <4Km‘CSt vw + 2Kru,L,sr,u_L,[v _ 3Trul,sw1,tv KrstKuvw + (Krul,stKvw + KruszKtu vruKsu vtv) Krst (Kuv)w

_ (KruKstKvw _ vruvst vw) (Krs) (Kuv)w _ (KruszKtv vruvswvtv) (Krs)t(Kuv)w} ,
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where v = k™ — ", " = K”’K”aqb, ogp being the (a, b) element of the inverse of K¥¥. From the orthogonality between

¥ and ¢ we have that o8 = o/ = ¢J = t% = 19 = 0. Also, % = . Thus,

1 1 1
d_ b b ¢ t b, cd d, b
C* = E {ZKG k" kaped — kK™K (Krap)u + (KmKS —p™y* ) (Krs)tu — ZK”’K“ K+ EK'“K“ k) KrapKucd

—{—I(mKabKvamb (Kuv)w + (KruK[v _ 1)ruvtu) szlfrst (Kuv)w } .

We have that k™™ — vyt = g™t ™ — T and (kpg), = Kpar- Hence,

ru, .tv ru tv ,.sw ab .cd, jk
E (K K- =V )K Krst (Kuv)wZE K Vi KajcKbdk-

Since kaped = Kabe = Kjab = (Kac)bu = (Kaf)u = (Kqj)u = 0, it follows that C* reduces to
. 1 ) ) .
* ab  jk ab, cd, jk ab jk, lo ab k ab Kkl
C* = E {—x K K ajic + ZK ki eapjkcear + 1Pk ) Creapi (K)o + K Pals: KabjKfek + 2K ik Kabi (Kgi [ -

We then arrive at the matrix expression
1
C* =tr (wa {—M + P+ (o* + 28*)rT}> + T K% %, (B.1)

where the jth elements of the vectors p* and §* are, respectively, tr(K*“C%) and tr(ké TF9), and the fth element of
the vector n* is tr(K®¢GP). Also, C? is defined in Section 3.2, F? is a matrix that contains the m + 1 column vectors

()N(,T_pf:jk)?; + ’)EHT_I,Z"X,Q) ¥ and GO is the (n — p) x (m + 1) matrix whose jth column is the fth column of —XJ_pij)?n,p.
For testing #, : ¥ = 0, C* reduces to Eq. (8).
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