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também um algoritmo supervisionado para se ob-
ter uma aproximagdo particular da curva a partir
dc uma aproximag#o inicialmente resultante.

A proxima se¢do explica o modelo Rede
Neural Competitiva de Hopfield e apresenta
algumas de suas limitagdes. Na se¢do 3, propde-
sc as modificagdes para a matriz de conexdes do
sistema. A segiio 4 mostra resultados ilustrativos
de simulagdes comparativas das abordagens
distintas. A ultima segdo discute os resultados
encontrados.

2. Uso de Rede Neural Competitiva de
Hopfield em Aproximag&o Poligonal

Esta Scgdo apresenta um método de
aproximagio poligonal usando Rede Competitiva
de Hopfield para achar os vértices do poligono.

Esta rede tem arquitetura bidimensional de
n linhas € m colunas. Apenas uma unidade por
coluna fica ativa ao final do processo. Cada linha
pode ter no maximo uma unidade ativa, As uni-
dades ativas rcpresentam os pontos da curva
selecionados como vértices do poligono de apro-
ximagdo. O algoritmo de Hopfield (1982) asse-
gura que no maximo uma unidade por linha este-
ja ativa, enquanto que o algoritmo competitivo
(Rumelhart e Zisper, 1985) garante que unidades
diferentes de uma mesma coluna nio sejam
associados a um mesmo vértice do poligono de
aproximagio. A convergéncia desta rede €

provada pelos autores.
Dada uma curva fechada P =
{»,Ps,...,p,} consistindo de n pontos

ordenados, no sentido horario. Nesta curva,
PPy © P.p, Teprescntam respectivamente o
trecho de curva ¢ a corda do ponto p, ao ponto
P, no sentido hordrio. A desvio dec um ponto

-dado (p) da curva & corda (desvio ponto-corda)
denotado por A_,, ¢ definido como:

h,, = max {d(p,p,p,)) Q)
rep,p,

onde: d(p, p,p, ) ¢ a distincia perpendicular do
ponto p do trecho da curva p,p, até a corda
Pby-

Definc-sc entio H como sendo a matdz
formada por tais desvios:

H={h, ), xy=1,2..n

Neste caso, o desvio ponto-corda ¢
utilizado para avaliar a proximidade entre o
poligono de aproximagio ¢ a curva.

Dadas a curva e um numero m, o método
visa cncontrar o poligono de aproximagio Q™
com m vértices dentre os pontos dados da curva,
de forma que a soma de todos os desvios ponto-
corda seja minima,

Na rede neural as linhas representam os »
pontos da curva ¢ as colunas os m vértices do
poligono de aproximagio. O valor ¥, repre-

senta ¢ estado binario de ativagdo da unidade
(x,i), ande V,; = 1 indica que o ponto py ¢ 0 i-

¢ésimo vértice do poligono de aproximagdo. Nesta
rede, a matriz H descreve a influéncia de uma
unidade sobrc cla mesma e bidirecionalmente
sobre todas as outras na sua propria coluna.
Aplicando a regra “winner-take-all”, as
unidades de uma coluna competem com as
demais na mesma coluna para ativar agucla que
recebe 0 maior valor de soma ponderada. A
vencedora fica com estado 1, e as demais ficam
com cstado 0. Esta regra garante que dois pontos
diferentes px e py da curva nio sdo associados ao
mesmo vértice do poligono de aproximagio, e
que exatamente m vértices sio selecionados.
Portanto, a rcgra de ativagiio para a i-
ésima coluna ¢ dada por:
1 seU,, =max{U,,,..,U,, },

— LA Fi

S _{0 se U, ¢max{U,_,,... U }

Ll X

)

onde Uy,j ¢ a soma pondcrada da unidade (x,i):
Ux.i = Z‘:—(hy.x Vy.l—l + hx.y Vy.iol ) (3)
=

onde os indices s3o ciclicos, de tal forma que

Vo,; =VnJ; VMI,I =Vu; Vx,o =Vx.~ € Vx,uul =V:.|~
No modelo, as wunidades de uma

determinada coluna sé recebem entradas da colu-
na anterior ¢ da coluna posterior, o que implica
na redugdo significativa da complexidade da
rede.

Visando-se que nenhum ponto py ocorra
em mais que uma posi¢do i no poligono de
aproximagdo, o desvio ponto-corda é modificado
para;

o sex =y,
Py =) max (d(p,p,p,)) sexzy @

PEP Py
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Figura 1. Areas dos trifngulos formados
pelos pontos p,, p; ep,,i=1,2,3.

Como a Figura 1 ilustra, a base dos
tridngulos p, p, p, ¢ a mesma, assim a altura

do tridngulo define a diferenga entre as areas. A
rede neural busca a combinagio dc m vértices
com a menor diferenga cm drea,

O sepundo método inspirou-se na estratégia
proposta por Wu e Leou (1993) no algoritino de
aproximagio poligonal denominado Minimum
Area  Deviation Polygonal Approximation
(MADPA). Wu e Leou propuzeram minimizar a
diferenca entre as dreas de unido ¢ de intersec-
¢do, do poligono inicial com o poligono de
aproximagdo. Tal diferenga foi calculada
somando-se todas as dreas dos poligonos cujos
vértices sdo os pontos dados da curva entre
quaisquer p_ e p,. Estas dreas nfio pertencem a
area de intcrsecgdo do poligono inicial com o de
aproximagdo. Resumidamente, pode-se dizer que
0 MADPA minimiza a diferenga dc dreas entre o
poligono inicial ¢ o poligono de aproximagéo.

Neste trabalho, emprega-s¢ a diferenga de
area mencionada para sc¢ construir a matriz de
conexdes H. A rede neural deve achar uma
combinagdio de vértices minimizadoras, cm geral
minimos locais, das diferengas de dreas.

As varias dreas dec diferengas sdo calculadas
da seguintc maneira:

Seja um poligono de » vértices cujas
coordenadas sdo (x,,y,), i,j=12,...,n. A area
destc poligono pode ser calculado utilizando-se a
seguinte equagiio:

l n
EJZ: x,0=Y%0) ©)
onde: Ynsr =Y, Xmis X1

Sec todos os pontos de vértices estdo de um
unico lado do segmento de reta que une (x;,y;) a
(xny») 0 calculo da arca ¢ realizado de maneira
dircta. Porém quando um poligono considerado
possui intersecgbes de arestas, como no caso
ilustrado na Figura 2, a equagdo (6) deve ser

aplicada difercntemente. Nestes casos, aplica-se
a cquagio (6) para cada um dos “subpoligonos”,
e soma-se as arcas dos “subpoligonos™ para
achar a drea total do poligono.

v2  poligono de aproximagdo

poligono inicial

1
v v5

Figura 2. Area do poligono (v1-v2-v3-v4-v5)
com intersecgiio de arestas ¢ dada pela soma da
areade vl, v2, v' mais a arca de v', v3, v4, v5.

0 algoritmo ganha em desempenho em muitos
casos, ao custo do aumento em complexidade.
Este iltimo se deve 4 nccessidade de identificar
pontos de intersecgdo dc arestas, (vértice v’ na
Figura 2), que nfio sdo pontos dados da curva..

Variando as formas de calcular a matriz de
conexdes H, a solugio do problema também pode
mudar, ainda assim a nova solugio pode nfo ser
a methor. Neste caso, ¢ interessante implementar
um “professor” que supervisione o treinamento
para se chegar a uma solugiio desejada.

Esta terceira proposta do artigo, foi imple-
mentada da seguinte forma: apos chegar em uma
solugdo, através do uso de uma das trés formas
de calcular o H, se o usudrio descjar methorar ou
adequar tal solugfo, el troca alguns dos pontos
sclecionados como vértices do poligono de
aproximagio. A partir dai, a rede ¢ treinada
através da Regra Delta, alterando a matriz H,
para se obter a saida descjada.

Seja T, o cstado desejado da unidade (x,i), ¢

E,; o emo, ou seja, a diferenga entre o estado
descjado e o estado real da unidade, entfio:

E,=T,-V. M
Aplicando-se a Regra Delta, tem-se:

Ah _ELxAVyH-I (8-a)

Ab, =gk V,, | (8-b)

onde € ¢ a taxa de aprendizagem,

Baseado nos estados desejados a redc adapta
os componentcs da matriz H para chegar a saida
alvo.
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Resume-sc o algoritmo de aproximagio
poligonal empregando Rede Competitiva de
Hopficld da seguinte forma:

(i) Entrada: Pontos de uma curva P =
{p),Py,..., P, } no sentido horério ¢ niimero de
vértices do poligono de aproximaggo m.

(ii) Saida: Estado final da rede, onde
as unidades ativas representam  0s
vértices do  poligono de  aproximagdo
Q(M) = {ql’qb'--vqm}

(iii) Método:

a) Regra de aprendizagem' : construgio da
matriz de conexdes /, formada pelos desvios
ponto-corda como definido em (4).

b) Estado inicial da rede: ajuste dos
estados iniciais das unidades como m pontos, o
mais cquidistante possivel, ao longo da curva.

c) Regra de propagagio: célculo da soma
ponderada para cada unidade (x,i) ao longo da
coluna /, usando a equagdo (3).

d) Regra de ativagdo: aplicagdo da regra
“winner-take-all” da equagfio (2) para se obter
os novos estados para cada unidade da coluna.

e) Repctigiio dos passos ¢} ¢ d) até ndo
haver mudangas de cstado na rede.

f) Geragio dos vértices do poligono de
aproximagdo ¢,,4,,...,4,, para os quais as
unidades cstio ativas.

Os resultados da Rede Competitiva de
Hopfield sdo satisfatorios em muitos casos. Em
particular, se o numero de vértices do poligono
de aproximagdo for maior que a medade do
numero dc pontos dados da curva, se a curva nio
tiver muitos pontos de mudanga de diregio, se as
curvas nio diferirem muito de poligonos regu-
lares, ou se as curvas forem figuras convexas, as
aproximagdes sdo frequentemente boas. Os auto-
res deste trabalho verificaram que quando ocorre
um caso distinto dos mencionados acima, os
resultados deixam a desejar em varias situagdes.

3, Methorando o Aprendizado da Rede

Para melhorar o desempenho do algoritmo, as
unidades ativas no final do processo devem ser
outras, a0 menos em parte. Logo, investigou-se o
cfeito de mudangas no mecanismo das regras de
ativagiio e de aprendizagem.

' E conveniente salientar que esta regra lem processo
construtivo distinto daqueles em redes ncurais.

A variagio da regra de ativagiio (2) no estado
final da redc mostrou-se infrutifera pois a manei-
ra como a matriz de conexdes H ¢ construida nio
deixa margens a ajustes finos de cscotha de ven-
cedores de competi¢des. A segunda altemativa,
ajuste da matriz de conex8es H, mostrou-se scr a
estratégia mais adequada. As alteragdes
introduzidas sdo apresentadas a seguir.

A matriz de conexdes foi modificada de trés
maneiras diferentes, Nas duas primeiras, a
maneira dc construir a matriz foi mudada e na
terceira opgio, a matriz foi modificada depois de
construida.

A primeira estratégia utiliza a soma das
distincias ponto-corda ac invés da distincia
maxima. O objetivo é mimizar tal somatério em
lugar da maior das distincias. O segundo método
emprega as dreas dos poligonos formados pelas
diferengas entre o poligono inicial’ e o poligono
de aproximagdo. Tais areas devem ser mini-
mizadas. O terceiro método utiliza um método de
aprendizagem supervisionado para adaptar a ma-
triz de conexdes H. Nestc caso, o algoritmo
original ¢ executado gerando uma primeira solu-
¢do. Em scguida, o usudrio aponta quc vértices
deseja mudar no poligono de aproximagio
resultante. D¢ posse deste alvo o programa
modifica a matriz H empregando a Regra Delta.

Nas alteragBes realizadas foi sempre preser-
vada a arquitetura original da Rede Competitiva
de Hopfield. Toda mudanga se verifica na

" rclagfio entre as varias unidades da rede numa

mesma coluna,

No primeirg caso, os componentes da matriz
H deixam de ser o valor maximo das distincias
perpendiculares dos pontos da curva até a corda
entre os pontos p, ep,. Propbe-se o uso das
somas de todas aquelas distincias. A equagdo (4)
¢ re-escrita da seguinte forma:

hy= 2,d(p,p.p,) ©)
PEPyPy

O calculo de 4., utiliza a soma das distin-
cias como medida aproximada de difercnga de
area cntre o poligono de aproximagio e o
poligono inicial. Esta diferenga € proporcional a
soma das areas dos tridngulos de vértices
va pl epy’ 1:1'2'3'

Zpoligono inicial ¢ aquele cujos vérlices sdo todos os
pontos dados da curva.
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Resumidamente, as mudangas no método da
Rede Competitiva de Hopfield sdo:

(i) Estratégia 1: Os termos A, da matriz de
conexdes H sdo calculados pela equagio (5).

(it) Estratégia 2: Os termos /., da matriz de
conexdes H sdo calculados pela equagéio (6).

(iti) Estratégia 3: A matriz / ¢ modificada
empregando-s¢ as equagbes (7) e (8) para se
chegar a uma resposta desejada.

Cada uma dostas estratégias foi testada cm
casos ondc o algoritmo inicialmente descrito nio
teve descmpenho desejado. Resultados ilustra-
tivos sdo mostrados e comentados a seguir.

4, Simulagdes

Os métodos propostos juntamente com o
método original foram simulados em um micro-
computador do tipo IBM-PC, com micropro-
cessador Intel-486, através de programas escritos
em linguagem C.

Os métodos sdo ilustrados em quatro curvas,
onde o algoritmo original apresenta desempenho
inadequado. As figuras 3 a 6 mostram os resul-
tados obtidos pcla aplicagdo dos diferentes méto-
dos. O item (a) mostra o método original

@ (®)

utilizando maxima distincia, o item (b) o método
modificado usando soma das distincias, o itcm
(c) o método modificado empregando soma das
4reas e no item (d) o resultado da aproximagio
obtida pelo método original retreinado por Regra
Delta. Mostra-se poligonos de aproximagio difc-
rentes para valores de n ¢ m dados. Ainda sdo
apresentados o nimero dc itcragdes (nit) para o
qual a rede converge, o erro quadratico (EQ) ¢ o
erro maximo (EM). No caso da Regra Deha
menciona-se o niimero dc pontos trocados na tela
(np).

Os erros quadratico e maximo sdo definidos
como:

Erro Quadritico. EQ= zn:(ei )
=1

Erro Méximo: EM = ‘gzgzx”{e,. }

onde ¢; é a distincia perpendicular de um
ponto pj da curva original até a corda consi-
derada no poligono de aproximagio. Os erros
calculados medem a distéincia dos pontos na tela.

Observe que de maneira geral, nestes casos,
os métodos propostos neste trabalho methoram a
aproximagdo poligonal.

_@

© (C)

Figura 3. Aproximagdo poligonal para n =20 ¢ m = 10. (a) nit=2, EQ=2705.9, EM=31.2; (b) nit=1,
EQ=404.5, EM=13.9; (c) nit=1, EQ=404.5, EM=13.9; (d) np=1, EQ=1119.2, EM=24 2.

(a) (b)

© (d)

Figura 4. Aproximagdo poligonal para n =30 e m = 13, (a) nit=2, EQ=3015.3, EM=36.3; (b) nit=2,
EQ=1105.2, EM=13.8; (c) nit=1, EQ=3336.3, EM=39.3; (d) np=2, EQ=1230.6, EM=13 8.
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(@) ()

© (@

Figura 5. Aproximagio poligonal para n = 50 e m = 15. (a) nit=2, EQ=1530.8, EM=17.3; (b) nit=4,
EQ=804.6, EM=9.3; (c) nit=4, EQ=2344.4, EM=22.4; (d) np=3, EQ=1069.3, EM=10.6.

(@ (®)

© (@

Figura 6. Aproximagio poligonal para n = 60 e m = 18, (a) nit=2, EQ=869.1, EM=11.5; (b) nit=2,
EQ=542.5, EM=7.8; (c) nit=2, EQ=520.3, EM=7.8; (d) np=4, EQ=760.6, EM=11.5.

S. Discuss#io

O problema de aproximagdo poligonal tem
cr n!

m possiveis combinagSes dos m

vértices do poligono de aproximagio, dentre os »
pontos dados da curva original. Este artigo
propde variagdes no modelo de Rede Competitiva
de Hopfield para aproximagio poligonal, visando
diminuir suas limitagdces.

As trés modificagbes propostas sdo referentes
a alteragdes na matriz de conexdes H. Esta ¢
construida de duas maneiras diferentes ¢ modifi-
cada através de aprendizagem supervisionada.

As simulagbes sugerem que os métodos
propostos neste artigo melhoram o desempenho
do método original quando m é menor do que a
metade de n, quando a curva tem muitos pontos
de mudanga de diregdo, quando a curva difere
muito de poligonos regulares e/ou quando a
curva nio ¢ figura convexa. Quando m se
aproxima de n, as solugdes encontradas pelos
diferentes métodos coincidem.

Entende-se que o melhor desempenho dos dois
primeiros métodos propostos, nos casos criticos
do método original, se deve ao fato de que as

medidas de desvio utilizadas nas novas estra-
tégias avaliam methor a proximidade entre o
poligono de aproximagdo € a curva original. Na
tereeira estratégia, a aprendizagem “batch” ini-
cial ¢ aperfeigoado por apendizagem “on-line”.
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