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The Boolean satisfiability problem is the most notorious and first ever discovered NP-Complete
problem. To solve it, state-of-the-art methods still rely on techniques that yield exponential running
time in the worst case. The goal of this work, is to study methods used on correlated problems in
order to approach solving a SAT instance from an optimization perspective. In particular, linear
programming methods have obtained good results when dealing with a closely related problem, the
satisfiability problem in many valued logics [1] and, more specifically, the satisfiability problem in
Lukasiewicz Logic [2].

We want to develop a family of optimization settings that are simpler to solve than the original
SAT, but as the complexity of these simpler problems grows, the family converges to the original
problem. Therefore, positively solving one of this easier problems should imply solving the original
harder problem.

Stating the problem formally: For a given boolean formula ¢(x), in clausal normal form, where
x = (21,...,&n) € {0,1}". For each boolean variable z;, we introduce a real variable z; € [0, 1], thus
giving us z = (21,...,2,) € [0,1]". Let C be the set of clauses of ¢. For every clause ¢ of ¢, we
produce the following constraint

Z v(zj)>1

T;€C
where
z;, if x; appears in ¢
(o)) =47 .
1 — zj, if =x; appears in c
Lastly, let

9e(x) =Y wiaj) — L.

T;Ec

This transforms our constraint into g.(x) > 0.
We claim to want to study the satisfiability of ¢ by studying the following program

n
maximize Z |zi — 0.5
i=0
subject to g.(z) > 0,Ve € C
0<z<1l,i=1,..,n
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It was previously thought that any absolute value programming problem could be easily solved
by noticing that x| = |z} — x| = 2 + 2;, where 27,2 > 0, if and only if not both ;" and z;
are nonzero.

However, in [3] a discussion was given about optimizing absolute value functions, highlighting
that, in fact, that technique is only applicable to a maximization problem with nonpositive coeffi-
cients (or a minimization problem with nonnegative coeflicients); otherwise there are local maxima
that the simplex method will converge to [4].

Even though we are assured to not converge directly to an optimal solution (which in this context
may or may not be integral), we aim to tinker with the procedure in order to influence it towards
an integral solution incrementally.
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