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We perform an extensive study of the role played by the equation of state (EoS) in the
hydrodynamic evolution of the matter produced in relativistic heavy ion collisions. By
using the same initial conditions and freeze-out scenario, the effects of different equations
of state are compared by calculating their respective hydrodynamical evolution, particle
spectra, harmonic flow coefficients v2, v3 and v4 and two-pion interferometry radius
parameters. The equations of state investigated contain distinct features, such as the
nature of the phase transition, as well as strangeness and baryon density contents, which
are expected to lead to different hydrodynamic responses. The results of our calculations
are compared to the data recorded at two RHIC energies, 130 GeV and 200 GeV. The
three equations of state used in the calculations are found to describe the data reasonably
well. Differences can be observed among the studied observables, but they are quite small.
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In particular, the collective flow parameters are found not to be sensitive to the choice
of the EOS, whose implications are discussed.

Keywords: Hydrodynamic models; collective flow; equation of state; two-pion interfer-
ometry.

PACS Number(s): 47.75.+f, 25.75.−q, 21.65.Mn

1. Introduction

The equation of state (EoS) of strongly interacting matter plays a major role in the
hydrodynamic description of the hot and dense system created in heavy ion col-
lisions.1–4 It governs how the hydrodynamic evolution transforms the initial state
conditions and fluctuations into final state femtoscopic correlations and anisotropies
in terms of collective flow. Traditionally, EoSs with a first-order transition between
the quark–gluon plasma (QGP) and hadronic phases were employed in the hydrody-
namic models. However, lattice quantum chromodynamics (LQCD) calculations5–10

indicated that the quark–hadron transition is a smooth crossover with zero baryon
density and large strange quark mass. Recently, by using the HISQ/tree and asqtad
actions, the HotQCD Collaboration found Tc = 154(9)MeV,11 while by employing
a stout-improved staggered fermionic action, Tc = 151(3)(3)GeV is obtained by
the Wuppertal-Budapest Collaboration.12,13 This motivated many different EoSs
which fit to the lattice data at high temperature, while combining with appropriate
properties at low temperature.14–23

The assumption of zero baryon density is a reasonable approximation for the
initial conditions (IC) of the systems created at relativisitic heavy ion collider
(RHIC) and large Hadron collider (LHC). However, strongly interacting matter
possesses several conserved charges, such as electric charge, net baryon number
and strangeness. Studies have shown24–28 that the thermodynamic properties and
phase transitions are modified when the number of conserved charges in the system
changes. In the case of a liquid–gas phase transition, for instance, the increase in
the number of conserved charges increases the dimension of the binodal surface,
and the corresponding transition is continuous.29–31 In view of this, one can expect
that in the case of the QCD matter, conserved charges could affect the duration of
the hydrodynamic evolution of the system in the transition region and would likely
manifest themselves at the stage of hadronization. Therefore, the experimental data
on multiplicity, the ratio of particle yields and their fluctuations need to be ana-
lyzed through models which correctly handle finite baryon density and strangeness.
Statistical models with finite chemical potential are capable of describing the data
reasonably well,32–35 indicating that it is important for the study of the system evo-
lution to use EoSs providing a reasonable description of the matter produced over
a large range of densities and temperatures. In particular, a variety of model calcu-
lations36–40 indicated the existence of a first-order phase transition at nonvanishing
chemical potential. Following this line of thought, a compromise was proposed by
Hama et al.,41 where a phenomenological critical point is introduced to smoothen
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the transition region where the baryon density is smaller than that of the critical
point. In the model, finite baryon chemical potential is taken into consideration in
both the QGP and the hadronic phase. Such phenomenological approach reflects
well the main characteristic of a smooth crossover transition while explicitly con-
sidering nonzero baryon density. Unfortunately, in the QGP phase, the model does
not accurately reproduce asymptotic properties of the QGP matter.

The present work employs different EoSs in an ideal hydrodynamical model to
study their effects on particle spectra, flow harmonics and two-pion interferometry.
In the following section, we briefly review different EoSs suggested in the litera-
ture and then discuss their effects as employed in the present work. In Sec. 3, we
present the results of our hydrodynamical simulations, particle spectra, harmonic
coefficients as well as two-pion interferometry. The calculations are done for RHIC
energies of 130GeV and 200GeV, for various centrality windows. Conclusions and
perspectives for future work are presented in Sec. 4.

2. EoS and Hydrodynamical Model

Many different EoSs compatible with results of LQCD simulations have been inves-
tigated in the literature. Huovinen14 proposed an EoS connecting an LQCD EoS to
another one for a hadronic resonance gas (HRG) model, requiring continuity of the
entropy density and its derivatives in the transition region. In a later work, Huovi-
nen and Petreczky15 improved the parameterization of Ref. 14 by focusing on the
trace anomaly, Θ ≡ T µ

µ = e−3P . In this case, the lattice EoS at high temperature
is adopted and is connected smoothly to an EoS of an HRG model at low tempera-
ture by requiring that the trace anomaly, as well as its first and second derivatives,
is continuous. In Refs. 17 and 42, an EoS was also proposed based on the lattice data
and an HRG model. In this EoS, the sound velocity is interpolated in the transi-
tion region and is constrained by means of thermodynamical relations to match the
LQCD entropy density through an integral in temperature. A few other EoSs were
proposed along similar lines,18,19,21 using the lattice EoS at high temperatures and
connecting it to a phenomenological hadronic EoS using different prescriptions. In
some of those approaches, however, there are issues of thermodynamic consistency.

On the other hand, instead of interpolating LQCD data, some works focused
on EoSs with a critical end point in the phase diagram. In Ref. 41, for instance, a
phenomenological critical point is introduced via an EoS from the MIT bag model
for the QGP phase, connected to an HRG EoS for the hadronic phase. Another
attempt was implemented in Ref. 43, where an SU(3) Polyakov–Nambu–Jona–
Lasinio (PNJL) model was used for the high-temperature phase. A critical end
point is naturally obtained by using the Polyakov loop as the order parameter of
the deconfinement transition.

We note that most of the EoSs discussed above consider only zero baryon density.
Moreover, in the hydrodynamical simulations, usually averaged IC were used, and
only a few works previously adopted full three-dimensional (3D) hydrodynamical
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simulations. It was estimated in Refs. 14 and 44 that the effect of finite chemical
potential is small, less than a few percents. Owing to baryon density fluctuations,
however, it is not clear whether the effect could increase in the case of event-by-event
fluctuating IC. In addition, in most studies, calculations were only done for some
specific collision energy and centrality windows. In view of this, it seems worthy
to carry out an event-by-event 3D simulation on the effects of the EoS, covering a
broader range of the published data.

In this work, hydrodynamical calculations are performed by using the full 3D
ideal hydrodynamical code NEXSPheRIO. For a more quantitative treatment of
heavy ion collisions, the effect of viscosity should be taken into account. However,
the primary purpose of this study is to qualitatively investigate the differences
resulting from using various EoS’s rather than to reproduce the data precisely,
and viscosity usually reduces such differences. Besides, viscosity may also introduce
additional theoretical uncertainties, such as viscous correction from equilibrium
distribution on the freeze-out surface.45,46 The NEXSPheRIO code uses IC pro-
vided by the event generator NeXuS47,48 and solves the 3 +1 ideal hydrodynamic
equations with the SPheRIO code.49,50 By generating many NeXuS events, and
solving the equations of hydrodynamics independently for each of them, one takes
into account the fluctuations of IC on an event-by-event basis. At the end of the
hydrodynamic evolution of each event, a Monte Carlo generator is employed for
hadronization using the Cooper–Frye prescription, the generated hadrons are then
fed back to NeXuS where hadronic decay, as well as final state interaction, is han-
dled. A partial list of references describing studies of heavy-ion collisions using the
NEXSPheRIO code can be found in Refs. 51–57.

In this work, we investigate three different types of EoS:

• (LQCD) An LQCD EoS proposed by Huovinen and Petreczky15 with zero baryon
chemical potential,

• (CEP) An LQCD inspired EoS41 with smooth transition and a critical end point,
which considers finite baryon chemical potential,

• (FOS) An EoS with first-order phase transition58 which considers both finite
baryon chemical potential and local strangeness neutrality. It is a generalization
of the EoS (FO) discussed in Ref. 50.

The first EoS, LQCD, adopts the parametrization “s95p-v1” from Ref. 15
which fits the LQCD data for the high temperature region, while adopting an
HRG model for the low temperature region. This EoS considers vanishing baryon
and strangeness densities. In the calculations, the pressure and energy density are
obtained through the trace anomaly Θ by the following relations:

p(T )
T 4

− p(Tlow)
T 4

low

=
∫ T

Tlow

dT ′

T ′5 Θ,

ε = Θ + 3p,

(1)

where a sufficiently small lower limit of integration, Tlow, is used in practice.15
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The second EoS, CEP, considers the following phenomenological parametriza-
tion41 instead of Gibbs conditions for the phase transition

(p − pQ)(p − pH) = δ, (2)

where pH and pQ are the pressure in the hadronic and in the QGP phase, respec-
tively; δ = δ(µb) is a function of baryon chemical potential µb which exponentially
approaches zero when µb becomes larger than a critical value µc = 0.4GeV.41

Equation (2) has the following solution:

p = λpH + (1 − λ)pQ +
2δ√

(pQ − pH)2 + 4δ
, (3)

where

λ ≡ 1
2
[
1 − (pQ − pH)/

√
(pQ − pH)2 + 4δ

]
. (4)

When µb < µc, Eq. (3) gives a smooth transition from the hadronic phase to QGP
phase. On the other hand, it is straightforward to verify that, for small value of
δ, p → pH when pQ < pH and p → pQ when pQ > pH . As a result, in the region
when µb > µc, due to the smallness of δ, the phase transition rapidly converges
to that of FO,41 namely, p → pQ for the QGP phase, p → pH for the hadronic
phase, and p → pQ = pH in the transition region where the Gibbs conditions are
satisfied.

The third EoS, FOS, introduces an additional constraint in the FO, namely,
strangeness neutrality, i.e.,

ρs = 0. (5)

The strangeness chemical potential, µs, is introduced in the EoS, not as an inde-
pendent variable in the system, but for increasing the dimension of the binodal
surface of the phase transition.26 It also modifies the phase structure as discussed
below. Before carrying out the hydrodynamical simulations, we first examine the
differences among the different EoSs qualitatively.

Figure 1 shows the phase boundaries of the different EoSs. For LQCD, the
deconfinement transition corresponds to the parametrization in the region of
170 MeV < T < 220 MeV on the temperature axis in the plot. For FO and FOS, the
phase boundary is determined by the Gibbs conditions between the quark–gluon
and hadronic phases. CEP does not have well-defined phase separation, and there-
fore it is not shown explicitly in the plot. Due to the interpolation scheme, it is
almost the same as that of FO beyond the critical point (i.e., for µ > µc), and is
smoothed out below that point (i.e., for µ < µc). The top plot shows the phase
boundaries in terms of the temperature as a function of baryon density, while the
plot in the bottom shows them in terms of the temperature as a function of baryon
chemical potential.

We note that FOS possesses a unique feature: the QGP and the hadronic phase
boundaries have different baryon chemical potentials. It can be seen as a result

1850058-5

In
t. 

J.
 M

od
. P

hy
s.

 E
 2

01
8.

27
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 U

N
IV

E
R

SI
D

A
D

E
 D

E
 S

A
O

 P
A

U
L

O
 o

n 
12

/1
7/

20
. R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.



July 23, 2018 10:13 WSPC/S0218-3013 143-IJMPE 1850058

D. M. Dudek et al.

Fig. 1. Phase boundaries of FO and FOS equations of state shown in terms of temperature versus
baryon density (top plot) and in temperature versus baryon chemical potential (bottom plot). The
filled square symbols in the T -axis represent the transition region of the LQCD EoS.

of the strangeness local neutrality condition. This implies that during the phase
transition, when the two phases are in equilibrium, it is not necessary that the
strangeness density vanishes simultaneously in both phases. This is because in the
transition region, the strangeness neutrality condition Eq. (5) reads

ρs = λρH
s + (1 − λ)ρQ

s = 0. (6)

In other words, in the case of FOS, neither the strangeness density of hadronic
phase (ρH

s ) nor that of the QGP phase (ρQ
s ) is necessarily zero in the mixed phase.

Therefore, the baryon chemical potential is not fixed during the phase transition,
its value depending on the fraction λ of the system in the hadronic phase. In
general, the baryon chemical potential attains different values at the hadronic phase
boundary (with ρH

s = 0 and λ = 1) and at the QGP phase boundary (with ρQ
s = 0

1850058-6
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Fig. 2. Pressure as a function of both the baryon density (top plot) and the baryon chemical
potential (bottom plot) at a given temperature T = 150 MeV for CEP, FO, and FOS EoS. The
phase transition point in the case of FO is marked on the plot.

and λ = 0) as a result of the Gibbs conditions. In the case of FO, the QGP phase
boundary coincides with that of the hadronic phase.

In Fig. 2, the pressure is shown as a function of the baryon density, as well as a
function of the baryon chemical potential, for different EoSs at a given temperature
T = 150 MeV. It is worth noting here that for FOS, neither the baryon chemical
potential nor the strangeness chemical potential is fixed during the isothermal phase
transition procedure. As a result, when expressed in terms of pressure versus the
chemical potential, the transition region of FO is a point, but it is a curve in the
case of FOS, as shown in the top plot of Fig. 2. When expressed in terms of pressure
versus baryon density, the transition region corresponds to the horizontal line of
constant pressure in the case of FO. On the other hand, the pressure increases
during the phase transition in the case of FOS. Therefore, the phase transition in
FOS is smoother than that in FO. For the CEP EoS, due to its parametrizations,
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Fig. 3. Comparison of results using different EoSs: the top panel shows ε/T 4 and 3p/T 4 versus
temperature at zero baryon density; whereas the middle panel shows similar plots at finite chemical
baryon potential, for EoS CEP, FO and FOS EoSs; the bottom panel shows entropy density and
pressure as a function of the energy density.

the transition region is smoothed out as compared to that of FO, the pressure also
monotonically increases during the process.

The values of ε/T 4 and 3p/T 4 are plotted as a function of the temperature
T for all the EoSs in Fig. 3. In the temperature range 500–600MeV, the curves
for ε/T 4 and 3p/T 4 corresponding to the LQCD EoS have a distinct behavior
than the other EoSs, reflecting the fact that it is a fit to the QCD results. In
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this region, all the other EoSs converge to the noninteracting ideal gas limit. On
the other hand, in the low-temperature limit, all the EoSs approach the HRG
model, as expected. The differences between CEP, FO and FOS come from the
transition region around the temperature of the first-order phase transition T ∼
160MeV employed in FO and FOS. Since a first-order phase transition of a one-
component system occurs at a constant temperature, it gives a vertical line in the
case of FO. CEP is smoother in comparison with FO due to its phenomenological
parametrization. Although the strangeness chemical potential is considered in FOS,
it gives the same result as FO. This can be understood by studying the conditions
at the phase boundaries. At vanishing baryonic chemical potential µb = 0, it is easy
to see that the hadronic phase boundary ρH

s = 0 and the QGP phase boundary ρH
s

share the same solution, namely, µs = 0, which corresponds to zero baryon density
and strangeness neutrality for both phases. This is manifested as the intersection
between the phase boundaries and y-axis in the bottom plot of Fig. 1. The middle
panel in Fig. 3 shows the results of CEP, FO and FOS for finite chemical potential
(hence, finite baryon density). The curves at zero chemical potential are also plotted
for comparison purposes. It can be seen that µb = 0.5GeV, which is beyond the
critical point in the case of CEP (µc = 0.4 is the value assumed here for the chemical
potential at the critical point), corresponds to a region resembling the first order
phase transition. Therefore, CEP behaves similarly to FO in this case. On the other
hand, FOS is slightly different from them since the corresponding transition is not
isothermal at finite baryon density. Nevertheless, all three EoSs show very similar
features in high- and low-temperature limits.

3. Numerical Results and Discussions

There are two free parameters in the present calculations, namely, an overall nor-
malization factor for the IC and the thermal freeze-out temperature. The former is
determined to reproduce the dN/dη yields of all charged particles, while the latter
is adjusted to the slope of the transverse momentum spectra of all charged particles.
For a given EoS, the freeze-out temperature is therefore determined, respectively, for
each centrality windows of Au–Au collisions at 130GeV and 200GeV. The resulting
values of the freeze-out temperatures are presented in Tables 1 and 2, and the corre-
sponding transverse momentum spectra of all charged particles are shown in Fig. 6.

Table 1. Centrality (%) versus freeze-out temperature Tf for
Au + Au 130 GeV.

Centrality (%) FOS (MeV) CEP (MeV) LQCD (MeV)

0–5 128 135 145
5–10 130 136 145
10–20 132 138 146
20–30 135 140 147
30–40 138 142 148
40–60 143 146 149

1850058-9
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Table 2. Centrality (%) versus freeze-out temperature Tf for
Au + Au 200 GeV.

Centrality (%) FOS (MeV) CEP (MeV) LQCD (MeV)

0–6 128 135 145
6–15 130 137 146

15–25 134 139 147
25–35 137 141 147
35–45 140 143 148
45–55 143 145 149

For any centrality window other than those listed in the table, spline interpolation
is used. Subsequently, observables such as pT spectra of identified particles, flow
parameters v2, v3 and v4 and two-pion interferometry are evaluated and compared
with the data. In our calculations, the same IC generated by NeXuS and freeze-out
criterion are used in all cases. Input IC consist of the energy and baryonic density in
the co-moving frame and the flow velocity at the initial τ = τ0 = 1.0 in hyperbolic
coordinates. We make use of nearly 8000 NeXuS events for each centrality window.
Balancing between a good statistics and efficiency, only 200 events are used for
the calculation of particle spectra and two-pion interferometry, but all the events
are used to evaluate the flow coefficients. At the end of each event, a Monte Carlo
generator is invoked 100 times for hadronization. The latter is evaluated by the
Cooper–Frye formula50,59

E
dN

d3p
=

∫
Σ

f(x, p)pµdσµ =
∑

j

νjnjµpµ

sj|njµuµ
j |

f(ujµpµ), (7)

where Σ is a freeze-out hypersurface and f(x, p) is a distribution function. In the
SPH representation, the summation j is taken over all the SPH particles, which
should be taken at the points where they cross the hypersurface T = Tf and njµ is
the normal to this hypersurface.

For illustrating the hydrodynamical evolution, plots for the energy density and
entropy density are shown in Figs. 4 and 5. In Fig. 4, the energy density for a selected
random fluctuating event is shown. The temporal evolution of the energy density
in the transverse plane is calculated considering η = 0 for the three EoSs, LQCD,
CEP and FOS. The smoothed IC can be obtained in our case by averaging over
different fluctuating IC in the same centrality window. Since it is expected that
event-by-event fluctuations can lead to significant effects on the anisotropic flow
components51,52 and two particle correlations,60,61 the calculations in this work are
performed using such fluctuating IC. In the ideal hydrodynamic scenario, the total
entropy of the system is conserved. To see the above results more quantitatively,
the snapshots of the entropy density for the same event of Au + Au collision at
200GeV for 0–50% centrality window are shown in Fig. 4 at typical time instants
and the results are depicted in Fig. 5. Due to the differences in the EoSs, the same
IC may give different total entropy, so the entropy is plotted in percentiles of its
initial value, instead of using the absolute values.
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Fig. 4. Temporal evolution of the energy density profile on the transverse plane η = 0 for a given
fluctuating event at 200 GeV using different EoSs. The arrows show the velocities of the fluid
elements on the freeze-out surface. Each panel corresponds to an EoS: LQCD (left column), CEP
(middle column) and FOS (right column).

It can be inferred from the plots that, at both
√

s = 130 MeV and 200 MeV,
the lifetime of the system is the smallest when EoS LQCD is used. This can be
understood using Fig. 3, where for a given energy density, the pressure for LQCD
is quite different from those of CEP, FO and FOS. In particular, for FO with a
first-order phase transition, the pressure remains unchanged during the transition
process meanwhile the system expands. In the case of CEP and FOS, the phase
transition is smoother. One observes that for LQCD, the system takes less time to
completely freeze-out than for the other three EoSs, which is more evident for the
results at 130GeV for RHIC energy. This is probably due to its bigger value of the
pressure, as can be seen in Fig. 3, while the differences between CEP, FO and FOS
are relatively small.

The results of the hydrodynamic simulations for the spectra of identified
particles, the flow parameters and the two-pion interferometry are shown in
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Fig. 5. The freeze-out entropy as a function of the evolution time corresponding to different EoS
is illustrated for a randomly chosen fluctuating event at 130GeV RHIC energy (top) and 200GeV
(bottom). The entropy is presented in percentage of its initial value.

Figs. 7–12. These results are compared with PHOBOS’ Au + Au data at 130GeV62

and 200GeV.63

The resulting pT spectra for identified particles are shown in Fig. 7 where the
freeze-out temperatures found in Tables 1 and 2 are made use of. For the pT spec-
tra at 130GeV, a pseudorapidity interval −1 < η < 1 is used in the calculations,
which is then compared with the STAR data, where the corresponding pseudora-
pidity intervals are −0.5 < η < 0.564 and 0.5 < |η| < 1,65 respectively. For Au+Au
collisions at 200GeV, the pseudorapidity interval 0.2 < y < 1.4 used in the cal-
culations of pT spectra is the same as in the PHOBOS data.66 It is noted that
the freeze-out temperature is practically insensitive to the incident energy, which
is consistent with other studies.67,68 All three EoSs (CEP, FOS, LQCD) reproduce
the measured η (not shown in the figures) and pT spectra reasonably well, although
some deviations start occurring at pT ∼ 3 GeV for peripheral (�40%) collisions.
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Fig. 6. The pT spectra of all charged particles for Au +Au collisions at 130 GeV (left column)
and 200 GeV (right column) corresponding to the FOS, CEP and LQCD EoSs. The data on the
left panel is from the STAR Collaboration, whereas in the right panel, are from the PHOBOS
Collaboration.

We also note that the present model is able to reasonably reproduce the pT spectra
of protons. This aspect is mostly handled by NeXuS where hadronic decay, as well
as final state interaction, is considered after the Cooper–Frye freeze-out.

Next, the results for the harmonic coefficients v2, v3 and v4 are presented. The
collective flow is understood as the response to the initial geometric fluctuations
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Fig. 7. The pT spectra for identified particles are shown for different centrality windows, cor-
responding to the FOS, CEP and LQCD EoSs, for Au + Au collisions at 200 GeV. The data are
from the PHENIX Collaboration.

and can be used to extract information on the eccentricities of the IC and transport
properties of the system. The flow anisotropy coefficients of the angular distribution
of the emitted particles are defined as

dN

dφ
=

N

2π

[
1 + 2

∞∑
n=1

vn cosn(φ − Ψn)

]
, (8)

1850058-14

In
t. 

J.
 M

od
. P

hy
s.

 E
 2

01
8.

27
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 U

N
IV

E
R

SI
D

A
D

E
 D

E
 S

A
O

 P
A

U
L

O
 o

n 
12

/1
7/

20
. R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.



July 23, 2018 10:13 WSPC/S0218-3013 143-IJMPE 1850058

Effects of EoS in hydro

Fig. 8. The elliptic flow coefficient, v2, as a function of pT is shown for all charged particles,
corresponding to the FOS, CEP and LQCD EoSs, for Au +Au collisions at 130 GeV and for
0–80% (top), as well as at 200 GeV and for 0–50% centrality window (bottom).

where N is the number of particle created, φ is the azimuthal angle, Ψn the event
plane (EP) angles,69,70 defined as

Ψn =
1
n

arctan2(〈sin(nφ)〉, 〈cos(nφ)〉). (9)

For n = 2, Ψ2 is considered the best approximation to the reaction plane, defined
by the collision direction and the collision impact parameter, which is not directly
accessible experimentally.

Here, all the calculations are done by using the EP method,70 and the results
for vn are obtained as a function of pseudorapidity, the transverse momentum. For
Au + Au collisions, the calculated v2 is shown in Fig. 8 as a function of pT and
compared with STAR71 results (top) and PHOBOS72 results at 200 GeV (bottom).
Similar calculations of v2 as a function of η for Au+Au collisions are carried out
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Fig. 9. The anisotropic flow components v2, v3 and v4 are shown as a function of pT for all
charged particles, corresponding to the FOS, CEP and LQCD EoSs, for Au + Au collisions at
200 GeV for 0–10% (left-hand side) and for 20–30% centrality window (right-hand side). The data
are from the PHENIX Collaboration.

at these two energies and compared with data from these two collaborations in
Fig.10. In the calculations of vn as function of pT at 200GeV, only particles in the
interval −1.0 < η < 1.0 are considered, whereas the intervals −3.9 < η < −1.0 and
1.0 < η < 3.9 are used to evaluate the EPs in the forward and backward directions.
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Fig. 10. The elliptic flow component v2 is shown as a function of η for all charged particles,
corresponding to the FOS, CEP and LQCD EoSs, for Au + Au collisions at 130 GeV (top) and
200 GeV (bottom), both for 0–50% centrality window.

The results are compared to the data from the PHENIX collaboration73,74 in Fig. 9.
When calculating vn as function of pT , a cut in pseudorapidity |η| < 1.3 was
implemented. There is no momentum cut in the calculations of v2 as a function
of η. In both cases, the freeze-out temperatures are from the Tables 1 and 2. In
our calculations, the obtained vn is corrected by using the EP resolution ResΨn,
in accordance with the two sub-event method.70 We use 1000 events for 0–10%
centrality window, 8000 events for 20–30% and the Monte Carlo generator was
invoked 500 times for each given IC.

The calculations are also carried out for identified particles as well. In the left
column of Fig. 11, the results are shown for v2 versus pT for pions, kaons and protons
from Au + Au collisions at 130GeV. The calculations were performed in the 0–50%
centrality window. The experimental data are from the STAR collaboration.75,76 In
the right column, we present the corresponding results of v2 versus pT for these same
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Fig. 11. v2 versus pT for identified particles (π, K, proton and Λ) by using different EoS at
130 GeV (left column), and at 200 GeV (right column).
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Fig. 12. Calculated HBT radii, Ro, Rs and Rl. The fit is performed simultaneously for Ro, Rs

and Rl to a 3D Gaussian function. The results are compared with the PHENIX and the STAR
data. The left column: the results for 130 A GeV; the right column: the results for 200 A GeV.

particles at 200GeV. The calculations were done for the 0–50% centrality window
and are compared to the STAR data corresponding to 0–80%77 and 0–70%,78 as
well as to the more recent data from PHENIX79 for 0–50% centrality window.

From these plots, it is seen that at small pT , the measured elliptic flow coeffi-
cients can be reasonably well reproduced by using all three EoSs. Overall, different
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EoSs give roughly similar results, and all of them fail to describe the kaon data
at 200GeV when pT increases beyond ∼2GeV, probably reflecting the limitations
of the ideal hydrodynamics employed in this study. It can be seen that the results
of LQCD are slightly different from those of CEP and FOS for pT < 1GeV. This
can be understood as follows. For an EoS featuring a first-order phase transition,
such as FO, the pressure gradient vanishes when the system enters this region. In
the present case, although CEP and FOS describe smooth phase transitions, their
properties are more similar to that of FO than to those of LQCD. For LQCD, it
could be inferred from Fig. 3 that the pressure gradient is bigger than those from
other EoSs in the high-temperature region (T ≥ 0.3GeV). As a result, in the case
of LQCD, the initial spatial eccentricity of the system would be transformed into
momentum anisotropy with the biggest amplified magnitude at high temperature
as well as during the hadronization process. At 200GeV, higher initial temper-
atures could be achieved, and consequently, the matter in evolution spends more
time in the QGP phase where most eccentricity is developed. Therefore, the asymp-
totic behavior of LQCD at high temperature plays an increasingly important role,
which makes it distinct from all other EoSs. On the other hand, at a lower incident
energy, 130GeV, the system develops relatively more anisotropy in the transition
region. Therefore, the properties of the phase transition become more important.
This makes the curve of CEP to become closer to that of LQCD.

The last part of this paper is dedicated to the investigation of the influence
of different EoSs on two-particle quantum statistical correlations, also known as
GGLP80–83 effect, which is the analog in the high energy collisions realm of the
Hanbury–Hanbury Brown and Twiss (HBT) effect.84 The HBT/GGLP effect is used
to estimate the apparent size of the systems formed in relativistic heavy ion colli-
sions at freeze-out, i.e., the lengths of homogeneity. These systems expand rapidly
while exhibiting strong collective effects. Due to their collectivity, particles with
similar momenta are likely emitted from the same spatial region. In consequence,
the two-particle correlation function depends not only on the pair relative momen-
tum but also on the average pair momentum. Therefore, the measured particle
pairs with smaller average momentum would contribute to larger lengths of homo-
geneity. In this context, the radius parameter measured by HBT effect is sensitive
to both the size of the source region and to the average momentum of the emit-
ted particle pair. In the calculations, we consider that the emitted particle pairs
(k1, k2) are created in the center of mass reference system (CM) and transformed to
(k∗

1 , k∗
2) the local co-moving reference system (LCMS). The latter satisfies K∗

L = 0
with K∗ = 1/2(k∗

1 + k∗
2). The correlation function of two-identical particle is cal-

culated as

C2(p1,p2) = 1 + λ exp {−(R2
l q

2
l + R2

oq
2
o + R2

sq
2
s)/(�c)2}, (10)

where p1 and p2 are the momenta of the particle pair, λ is the chaotic parameter,
Rs, Ro and Rl are the HBT radii and qs, qo and ql are the corresponding momen-
tum components.83 The results for the lengths of homogeneity of pions are shown in
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Fig. 12 and compared with the data from STAR85 and PHENIX.86,87,a In general,
the obtained HBT radii are in reasonable agreement with the data, but they over-
estimate the data for Ro at large KT while underestimate those for Rs at small KT .

Among the three different EoSs, the LQCD gives mostly smaller values in com-
parison with FOS and CEP. This is consistent with what is shown in Fig. 5. Since
the lifetime of the system expansion for LQCD EoS is smaller, this results in smaller
HBT radii. On the basis of the above results, one concludes that the observed dif-
ferences due to different EoSs are small in size.

4. Conclusion and Perspectives

A systematic study of the role of the EoS on hydrodynamical evolution of the
system is carried out and discussed here. By adopting the parameters tailored to
each specific EoS, which consist of an overall renormalization factor and the freeze-
out temperatures, the particle spectra, anisotropic flow coefficients and two-pion
HBT correlations are calculated by NEXSPheRIO code. The calculations cover
a wide range of centrality windows at two different RHIC energies. All EoSs are
found to successfully reproduce the particle spectra and elliptic flow at small pT

region. The hydrodynamical evolution of the system is affected by the EoS, which
consequently leads to some small differences observed in collective flow. In the case
of HBT radii, all the EoSs give reasonable but not exact description of the data in
all pT range.

The effect of EoS was also carried out recently by other authors.88–90 By using
the experimental data as a constraint, it is shown that the resulting possible EoSs
are consistent with those from LQCD.89 LQCD was extended to consider finite
chemical potential91 where the pressure is expanded in terms of chemical potentials
by Taylor expansion coefficients which are parametrized and compared to those
obtained from lattice simulations. The existing results indicate that LQCD repro-
duces results closer to the data than the other EoSs investigated here. Other fac-
tors, such as different types of IC, fluctuations in the IC, viscosity, etc. should also
be considered carefully. In this case, the Bayesian statistics might be utilized.92

The EoSs with finite baryon/strangeness density also provide results with small
but observable differences from other EoSs that assume zero chemical potentials.
Additionally, the time evolution, as well as momentum anisotropy, is shown to be
affected. Also, various LQCD groups have updated the EoS results, especially for
those at finite baryon density, in the past few years.93–97 Therefore, it is interesting
to introduce an EoS which considers finite chemical potential while reproduces the
lattice data at high temperature and zero baryon density region. Such an EoS may
be employed to consistently study physical systems over a broad range of densities
and temperatures.

aWe note that recent data from PHENIX Collaboration108 is not available on its website, and
therefore in this work, we adopt the previous results by PHENIX and STAR.
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In our present approach, the resulting difference between different EoSs is not
significant. From a hydrodynamical viewpoint, to obtain a more distinct result,
especially concerning the existence of a critical point, one may construct specific
EoSs which focus on the properties of the assumed critical point. In other words,
EoSs otherwise identical except in the vicinity of the critical point, specifically,
there might be a smooth crossover or the end point to a first-order phase transi-
tion. The EoS in question might be elaborated by using a quasiparticle model.98

By appropriately adjusting the collision energy for a suitable value of baryon den-
sity, the trajectory of the temporal evolution determined by adiabatic curves in
the phase diagram might pass right through the location of the critical point.
Subsequently, by evaluating observables, especially those proposed for the beam
energy scan program,99–102 such as particle ration, multiplicity, as well as pT fluc-
tuations, harmonic flow coefficients, and dihadron correlations, it is more likely to
obtain a more significant difference. We plan to carry out such studies in the near
future.

Hydrodynamics assumes local thermal equilibrium, based on which the dynam-
ical properties of the hot and dense system are expressed in terms of the EoS. The
calculations carried out in this work show that the results are weakly dependent
on the EoS. One of the possible reasons for this is that all the observables stud-
ied here involve event-averaged procedure, and thus may not necessarily represent
genuine (real event-by-event) nonlinear hydrodynamic evolution. That is, if the
event-averaged correlations keep a strong linear relation to the corresponding ones
in the initial density fluctuations,103 the nonlinear dynamics can only manifest in
the event-by-event distribution of the correlations mentioned above and not in the
event averaged value. It is interesting to note that the transport models such as
AMPT or PHSD have shown to have similar properties as viscous hydrodynamic
calculations,104–106 but when we look into on real event-by-event basis, a state close
to the local thermal equilibrium appears only in a tiny space-time domain during
the dynamical evolution (Ref. 106 and 107). To clarify up to what extent the genuine
event-by-event hydrodynamics is valid, a new set of observables which are sensitive
to the nonlinear evolution of the system is required. Works in this direction are
under consideration.
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