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SUMMARY 

This paper shows how to extend a number of published results 011 Bartlett and Bartlett­
type corrections to likelihood ratio and score test for the test of linear restrictions in regression 
models. 
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l. INTRODUCTION 

We consider a regression model where an n-vector of raudom variables Y = (Y1, • •• , Y,,)' 
whose mean (or location parameter) µ = (µ,, ... , µ,,) 1 is related to an unknown p-vL'Ctor of 
parameters /1 = (/11, • •• , /3,,)' through a monotonic, twice continuously differentiable function 
d(µ) = T/ = X/3, where X is a full column rank n x p known matrix of covariates. We allow 
the distribution of Y to depend on a scalar or vector unknown dispcr.1io11 parameter, ¢,- 1• 

This class of models includes a number of important models, such as linear uormal regrC8Sion 
models, generalised linear models, linear regression models with t-distributcd errors, linear 
heteroskedastic regression models, etc. 

Bartlett corrections to likelihood ratio tests (Lawley, 1956) and Bartlett-type corrections 
to score tests (Cordeiro & Ferrari, 1991) have been proposed for a number of models that fall 
into the class of models considered here; sec Cribari-Neto & Cordeiro (1996). Such corrections 
were derived for the test of the composite null hypothesis Ho: {J1 = ,a\01 against a two-sided 
alternative hypothesis, where /3 = (/1i, ~)'. Here, /11 contains the first q clements of /3, fJ.i 
contains the remaing p - q elements, and f3!0l is a known q-vcctor. For example, corrections 
to the likelihood ratio statistic in the class of generalised linear models were obtained by 
Cordeiro (1983, 1987) using this null hypothesis, and similar corrections to the :;core test 
were derived by Cordeiro, Ferrari & Paula (1993) and by Cribari-Neto & Ferrari (1995); 
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corrections to both statistics in models where the errors are t-distributed were obtained by 

Ferrari & Arellano-Vale (1996). We show how to extend results obtained for the test of the 

null hypothesis H0: /31 = p{0l to the more general null hypothesis Ho: R1/3 = -r!0
), where R1 is a 

q x p matrix of rank q ~nd -r(0l is a known q-vector. The usefulness of our result stems from the 

fact that practitioners are usually interested in testing linear restrictions on the parameters, 

especially when working with regression models. For example, economists usually test for 

the homogeneity and symmetry properties of large demand systems using large sample tests, 

and the formulation of these hypothesis involves linear restrictions on some of the regression 

parameters; see Cribari-Neto & Zarkos (1995, 1997). 

2. THE MAIN RESULT 

Let the matrix R, be partitioned as R1 = [Ru, R12], where Rn and R12 are matrices or 

dimension q x q and q x (p - q), respectively, and assume that rank(Rn) = q. The design 

matrix X is partitioned as X = (X1, X2] following the partition of {3. Define ,1 = R 1{3 and 

"Y2 = R2/3, where R2 = [O, Ip-q], Ip-q denoting the identity matrix of order p - q, and then 

R = [!~] = [ R~1 ~~:]. 

It is clear that R is nonsingular since IRI = !Ru I =I 0, and the inverse of R is given by 

n-1 = [n
0
.l -R1,'R12]. 

Ip-q 

It then follows that the reparameterisation from /3 = (~,f3i)' to -y = <,;,~)' is one-to-one 

since -y = R{:J if and only if /3 = n-1,. 

Next, let V = xn- 1 = [X1R1/, X2 - X1R1/ R12] = [Vi, V2), where Vi = X1R1/ and 

V:.i = X2 - X1R1/ R12 are matrices of dimension n x q and n x (p - q), respectively. It then 

follows that 
,,, = X/J = xn-1

, = v-r = Vi,1 + \'2'Y2• 

Hence, in the new parameterisation, d(µ) ,;. f'/ = 'Vi'Y1 + V2"Y2• Therefore, testing Ho: R1{3 = -y1°l 

for the original model is equivalent to testing H0: -y1 = -y~0l in the reparameterised m~del. Slnce 

the likelihood ratio and score tC!lts are invariant under rcparamcterisation, it follows that the 

Dartlett and Bartlett-type corrections for the linear restriction of interest in the original model 

can be obtained in the traditional way for the null hypothesis Ho : 71 = -yf O) considering 

the transformed model. This then implies that the formulae available in the literature for 

Bartlett and Bartlett-type corrections of hypotheses that do not impose linear restrictions on 

the parameters, which typically involve X, remain valid when X is replaced by V = X R-1• ' In 

other words, the formulae for the corrections for the test of the null hypothesis Ho: R1{3 = -yf0l 

arc the same as the ones for the test of H0: /31 = pf 01 with X replaced by V. 

Bartlett and Bartlett-type corrections to likelihood and score tests in normal linear ho­

moskcdastic models typically do not involve X, and hence our result implies that the available 
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corrections (Cordeiro, 1987; Cribari-Neto & Ferrari, 1995) can be used to test linear restric­
tions without any reparameterisation. 

Some remarks are in order. The argument outlined above is based on the assumption that 
rank(R11 ) == q. However, it is important to note that it is always possible to force the matrix 
Rn to have full rank by reordering the columns of R1 which corresponds to reordering the 
elements of the parameter vector /l 

It is also important to note that Bartlett and Bartlett-type corrections to likelihood ratio 
and score statistics in regression models usually only depend on X through the n x n ma­
trices Z = X(X'WX)-1X' and Z2 == X2(X~WX2)- 1X~, where Wis a matrix of weights 
which can depend on unknown parameters; see, for instance, Cordeiro (1983, 1987), Cordeiro, 
Ferrari & Paula (1993) and Cribari-Neto & Ferrari (1995). Since Z docs not chang,: when 
we replace X by xn-1, it then follows that the corrections arc only affected through Z2• 

Indeed, if we denote the matrix obtained from Z with X replaced by V as Z-, then z• = 
xn-1{(n- 1)'X'wxn-1}-1(n- 1)'X' = xn- 1n(x'Wx)- 1R'(n- 1)'x' = x1x'wxi --1x 1 = 
z. 

3. EXAMPLES 

Two examples are now introduced to illustrate our result. Let b denote the quantity 
demanded of beer, Pb the price of beer, Pl the price of other liquor, Pr the price of all other 
remaining goods and services, and m income. Let Y = log(b) with E(Y) = µ and use a 
logarithmic functional form for the demand equation to get (Griffiths, Hill & Judge, 1993, 
§11.1) 

An important hypothesis is that there is no money illusion, that is, we expect thnt if all 
prices and income go up by the same proportion there should be no change in the quantity 
demanded of beer. That is, if we multiply all prices and income by a positive constant 6, 
µ == /31 + lh, log(6pb) + /3:i log(6p,) + /34 log(6Pr) + /Jr, log(6m) == /31 + lh, log(pb) + /3:i log(p,) + 
{34 log(pr) + /35 log{m) + (/h. + /3:i + /34 + /35) log(6). Therefore, the hypoth~is of no money 
illusion can be tested by testing Ho: /h. + /3:J + /34 + /Js = 0 in a regression where the model 
matrix is X = (1 log(p•) log(pr) log(m)). Assuming that Y is normally distrihuted anti using 
the result in our paper, one can then use the Bartlett correction to the likelihood ratio statistic 
for this test derived by Cordeiro (1987) or the Bartlett-type correction to the score slatistic 
obtained by Cribari-Neto & Ferrari (1995). 

A similar example deals with regressing (aggregate) investment 011 a constant, a time 
trend, the gross national product, (nominal) interest rate and iuflation rate. If iuvestors arc 
only interested in the real interest rate, then equal increases iu interest rates and the rate of 
inflation should have no effect on investment. If the coefficients associated with the nominal 
interest rate and with the rate of inflation in the linear predictor arc fJ◄ and {J5 1 rc:ipcctively, 
this hypothesis can be tested by testing (Greene, 1993, §6.5.2) Ho: /34 + /3s = 0, which is a linear 
restriction. If we assume that investment has a normal distribution, a gamma distribution or 
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an inverse Gaussian distribution, then, again, the results in Cordeiro (1987) and Cribari-Neto 

& Ferrari (1995) can be applied by making use of the transformation proposed in this paper. 

For olhcr examples of linear restrictions in generalised linear models and. an algorithm for 

estimating such models subject to linear restrictions, see Nyquist (1991). 

4. SIMULATION RESULTS 

This section reports the results of a small Monte Carlo simulation experiment that il­

lustrates the result outlined in the previous section. We consider three normal linear re­

gression models where '1 = /31 + E;=2 /3jXj with p = 5, 7, 10. The null hypothesis of inter­

est is Ho : fh = /34 which is tested against a. two-sided alternative hypothesis using Rao's 

score test. The Bartlett-corrected score statistic can be written (Cordeiro & Ferrari, 1991) as 

Sii = Sn(l - 1:;=1 1;St1
) where Sn is Rao"s score statistic and 11 = (A1 - A2 + A3)/(12q), 

'Y2 = (A2 -2A3)/{12q{q +2)} and -y3 = A3/{12q(q+2){q+4)}. It has been shown by Cribari­

Neto & Ferrari {1995), that in this highly tractable case A1 = 12q(p-q)/n, A2 = -6q(q+2)/n 

and A:1 = 0. Since the coefficients that define the correction in this case do not depend on X, 

our result implies that they can be used to test linear restrictions and no reparaterisation of the 

model is required. We now illustrate our result using Monte Carlo simulations. The number 

of replications is set al 10,000, all parameters (including ¢,) equal one, and the covariates x2 

through x10 are chosen as random draws from the following distributions: standard normal, 

t1, t3, t6, uniform on (0, 1), F{3, 2), standard lognormal, exponential with mean equal to one, 

and x~, respectively. The covariate values were kept constant throughout the experiment. 

The estimated sizes (in percentages) of the score test and its Bartlett-corrected version for the 

nominal levels a = 0.10, 0.05, 0.01 and sample sizes n = 10, 20, 30, 40, 50 are given in Table 1. 

It is clear from the figurt.-s in Table 1 that the score test tends to be oversized and that 

the correction works well even when the sample size is quite small. These simulation results 

then provide a numerical illustration of our main result that corrections developed for the null 

hypothesis Ho: /31 = /3(0l can he used to test null hypotheses of the type Ho: R1{3 = :yCO). When 

the corrections do not depcn<l on the covariate values, as is the case here, no reparamctcrisation 
of the model is required. 
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