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Abstract—Machine learning (ML) has grown in popularity in
the software industry due to its ability to solve complex problems.
Developing ML systems involves more uncertainty and risk because
it requires identifying a business opportunity and managing source
code, data, and trained models. Our research aims to identify the
existing practices used in the industry for building ML applications
and comprehending the organizational complexity of adopting ML
systems. We conducted a multivocal literature review and then
created a taxonomy of the practices applied to the ML system life
cycle discussed among practitioners and researchers. The core of
the study emerged from 41 selected posts from the grey literature
and 37 selected scientific papers. Applying Initial Coding and
Focused Coding techniques into these data, we mapped 91 practices
into six core categories related to designing, developing, testing,
and deploying ML systems. The results, including a taxonomy of
practices, provide organizations with valuable insights to identify
gaps in their current ML processes and practices and a roadmap
for improving, optimizing, and managing ML systems.

Index Terms—Machine learning (ML), management of scientists
and engineers, multivocal literature review (MLR), practices,
product life cycle, software engineering.

I. INTRODUCTION

MACHINE learning (ML) integrates artificial intelligence
(AI) capabilities into software and services [1], solving

complex real-world problems. Recent advances in ML models
and frameworks have led to increased adoption in the software
industry, reflecting the effectiveness and profitability of these
systems for companies. However, the lack of understanding
about the complexity of the product development life cycle can
impact the ML system delivery [1], [2].

Manuscript received 26 January 2023; revised 7 June 2023; accepted 14 June
2023. This work was supported in part by the General Secretary Ministry of the
Brazilian Presidency of the Republic through the “Free Software Ecosystem for
Digital citizen participation” Project, in part by the National Science and Tech-
nology Institute of the Future Internet for Smart Cities funded by the Brazilian
National Council for Scientific and Technological Development under Grant
465446/2014-0, in part by the Coordenação de Aperfeiçoamento de Pessoal de
Nível Superior Brasil under Finance Code 001, and in part by the São Paulo
Research Foundation under Grant 14/50937-1, Grant 15/24485-9, and Grant
19/12743-4. Review of this manuscript was arranged by Department Editor G.
Marzi. (Corresponding authors: Paulo Meirelles; Leonardo A. F. Leite.)

Isaque Alves, Leonardo A. F. Leite, Paulo Meirelles, and Fabio Kon are
with the Department of Computer Science, University of São Paulo, São
Paulo 05508-220, Brazil (e-mail: isaque.alves@ime.usp.br; eofl@ime.usp.br;
paulormm@ime.usp.br; kon@ime.usp.br).

Carla Silva Rocha Aguiar is with the Faculty of Gama, University of Brasilia,
Brasilia 70910-900, Brazil (e-mail: caguiar@unb.br).

Color versions of one or more figures in this article are available at
https://doi.org/10.1109/TEM.2023.3287759.

Digital Object Identifier 10.1109/TEM.2023.3287759

ML systems are data driven. While standard software applica-
tions are deterministic, ML models are probabilistic [3], [4]. In
other words, developing an ML product involves more uncertain-
ties and risks throughout the product life cycle and brings new
engineering, management, and organizational goals. ML models
can generate rules based on the patterns inferred from data,
aiming to improve the performance of tasks, predict business
value to their users, or, depending on the application, make the
most appropriate decision for the business context [2], [5].

From managers’ perspectives, making it ML-ready and iden-
tifying business processes that could benefit from ML should
anticipate ML adoption [6], [7]. Actions before ML system
adoption include building teams to attack more complex prob-
lems with ML and familiarizing managers with ML techniques
to ensure that their ML system requirements create maximum
value for their organization [8].

The ML model entirely depends on the quality and quantity of
data [9], [10]; cleaning, labeling, and training demand time and
resources [11], [12]. ML product workflows necessitate a more
robust orchestration of environments once there is potentially
one test environment for each model hypothesis. Independent
versioning and pipeline of the source code, model, and training
data guarantee a repeatable deployment process [13]. In this con-
text, MLOps is an adaptation from DevOps engineering culture
and practices to enable continuous delivery of ML products [14],
[15]. Finally, model monitoring in the production environment
is obligatory to enable continuous model improvement, prevent
significant changes in the data distributions (concept drift), and
detect model performance degradation [13], [15].

Because an ML system life cycle differs from the standard
software life cycle, the techniques and practices must be adapted
to suit the particularities that involve the relationship between the
data, the trained model, and the source code [9], [10]. Since the
publication of Google’s paper on the challenges of maintaining
and evolving ML models in the production environment in
2015 [16], industry efforts have concentrated on identifying and
developing these practices.

Our research maps the existing practices and methods dis-
cussed in both academic and practitioner literature throughout
the entire life cycle of ML systems, from business opportunities
to maintaining and evolving models in production environments.
We conducted an empirical study in two stages, performing a
multivocal literature review (MLR) using Initial and Focused
Coding to analyze the data systematically. We used Initial and
Focused Coding to analyze the data, map the practices, and group
them into categories.
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We searched publications not controlled by academic pub-
lishers, also known as grey literature (GL), including working
papers, white papers, technical reports, blogs, videos, and web
pages [17]. Due to its novelty, the velocity with which organi-
zations adopt ML products, and the longer publication process
of peer-reviewed academic literature, publications not indexed
by scientific repositories give a vast amount of up-to-date and
emerging information regarding the theme. They share partial
results, experience reports, case studies, tools, and techniques.
Although GL usually has less credibility than formal academic
production, it also has advantages; GL is a leading source for
identifying gaps not yet covered by academic literature and
investigating more up-to-date and emerging phenomena [17].
Moreover, GL is more suited to study the industry perspective
since practitioners publish their ideas in blogs, reports, and
informal publications. Extensive research data are available as
open data,1 so other researchers can verify and extend this work
in new directions.

We aim to provide an overview of ML system practices
throughout the life cycle and highlight the concepts most dis-
cussed by managers, data scientists, and engineers. We present
one conceptual map for each stage of the ML product life
cycle, from problem/hypothesis definition to delivery/runtime
stages. Understanding the practices, the roles, and their impact
on the final ML system provides managers with an overview
of the complexities associated with adopting ML components
and the particularities that differentiate an ML system from
deterministic standard software. Furthermore, we present these
practices grouped in categories related to the roles or project
phases, which might guide engineers, data scientists, managers,
and researchers in identifying gaps. From a theoretical point
of view, this research contributes to a novel conceptual map,
including technical and nontechnical practices for managing an
ML product throughout its entire life cycle. The conceptual map
combines practices discussed in academic and practitioner liter-
ature, usually in themed and focused communities. We also con-
tribute by identifying gaps in the literature and topics discussed
in practitioner communities, revealing research opportunities.
From a practical point of view, the conceptual map can guide
organizations in identifying the practices that are required to
adopt AI technologies successfully. This article also presents
practical implications for managers, engineers, academics, and
data scientists. By exploring these aspects, we aim to advance
our understanding and to provide valuable insights that can
guide professionals and organizations in effectively navigating
the challenges and maximizing the benefits associated with AI
implementation.

Moreover, previous works are focused on practices of a partic-
ular phase of the ML system, such as business [6], project devel-
opment cycle [1], [18], or a particular technical challenge [19],
[20]. In our work, we mapped or discussed the entire life cycle of
ML products, from business opportunity to product management
to model deployment. It enables us to illustrate the complexity
of the interfaces between heterogeneous skilled professionals in

1https://github.com/alvesisaque/Practices-ML-Product

the process and might guide managers throughout ML system
adoption.

The rest of this article is structured as follows. Section II
provides an overview of ML systems, including the workflow
and adoption challenges. Section III focuses on the research
methodology employed in this study. The results and discussion
are presented in Sections IV and V, respectively. Sections VI
and VII outline the implications and research opportunities stem-
ming from this research. Section VIII discusses the existing work
on ML products. Section IX addresses this study’s limitations.
Finally, Section X concludes this article.

II. BACKGROUND

This section presents an overview of the main concepts related
to managing ML products. We present the fundamental differ-
ences between standard software development and ML system
development. In addition, we delve into the multidisciplinary
process of ML product development, along with the associated
adoption challenges.

A. ML System

In standard software, development is a set of rules and in-
structions that, together with the data, is intended to produce the
expected deterministic results. ML systems are predominantly
developed based on existing data and, in some cases, desired
results that are the input of an ML algorithm [3]. They are
not exclusively based on rules developed by humans. The ML
system output is probabilistic and infers patterns identified in
the data, instructions, and pertinent rules.

The ML system is, therefore, more complex than standard
software [21]. In addition to having source code that executes
instructions necessary for the system to function, there are two
additional artifacts to the ML systems: the trained model and the
training data. Managing and maintaining independent delivery
pipelines for source code, models, and data are essential to
guarantee the accuracy and reliability of the ML system in the
production environment.

ML through the lens of business capabilities supports three
business needs [22]: automating business processes, gaining
insight through data analysis, and engaging with customers and
employees. Most ambitious ML projects encounter setbacks and
failures. More than replacing human capabilities, organizations
must understand which technologies perform what type of tasks,
create a prioritized portfolio of projects based on business needs,
and develop plans to scale up across the company. ML initiatives
aim to improve existing products, pursue new markets, and make
better decisions.

B. ML System Development Processes

There are many possible workflows and process models
for developing an ML system. Team Data Science Process
(TDSP) [23], Data-Driven Scrum (DDS) [3], and Cross Industry
Standard Process for Data Mining (CRISP-DM) [14] are some
examples. They are all data-centric processes with continuous
feedback loops [1]. Most organizations adopt one of these
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Fig. 1. Four phases of developing an ML system. The development consists of a cycle that allows feedback loops at any stage. In Phases 2 and 3, the presented
feedback loop arrow aims to ensure greater alignment between model training, data selection, and solution design.

process models with agile practices. This work aims to bring
the entire life cycle of an ML product more broadly, covering
the roles of managers, data scientists, software engineers, and
designers. Therefore, based on the already known models, we
inserted processes from product engineering, such as problem
understanding, solution design, and product management, be-
sides software engineering [24], as they are fundamental in
general software product development.

As presented in Fig. 1, the goal of the first phase of an ML
product life cycle is crucial to deeply understand the business
problems and identify which functionalities are feasible to im-
plement with ML. The power of ML arises when the rules are
not precise or are not known, and there are available datasets [1],
[4]. Two questions must be answered.

1) What is the problem to be solved, and what are the ex-
pected outputs?

2) Do we have access to enough data?
In addition, other requirements addressed by ML are very

complex logic, rapid scalability, the need for specialized cus-
tomization, and adaptation in real time. If the product falls into
any of these categories, the need to develop an ML product
becomes more evident [25].

Still in the first phase, but now focused on solution design, it
is essential to check the role of ML in the product, whether it
will be the core of the application or support an extra feature.
Preliminary software architecture design details how models
will interact and if they have strict module boundaries between
ML components and software engineering modules, with inde-
pendent versioning and pipelines [16], [26]. These decisions will
guide the team structure needed for the next phase and prescribe
the models’ specific intended behavior.

Phases 2 and 3 consist of developing the product specified
and designed previously.

Data science and mining workflows are adapted to establish
the activities necessary to develop ML functionalities, such as
CRISP-DM [27]. ML products have three main pipelines: code,
data, and model. Engineers collect, clean, and organize data
to prevent the model from learning from data that is “dirty,”
biased, or could hinder learning. This phase requires care and can
cost time and resources to guarantee product quality (e.g., data

annotation) [6], [12]. Data scientists lead the model construction
and training, using techniques such as feature engineering [1],
[10] or reusing code and features [4]. As in the standard cycle
of product engineering development, this phase is also closely
linked to the solution design. New challenges and discoveries
may arise during training, and data analysis must be consid-
ered. Release engineers configure Continuous Integration and
Deploy pipelines to test and validate data, data schemas, and
models [15].

The delivery and runtime monitoring of ML products (Phase
4) can also be challenging; production data must be consis-
tent with training data, while new data should be collected to
maintain the product’s correct functioning [1]. Unique to ML
systems, continuous training automatically retrains and serves
the models, which can decay in more ways than conventional
software systems [15]. Production data are mutable; therefore,
continuous success measures are necessary to slightly adjust dif-
ferent models over time [16], [28]. The components intricately
influence each other as they can have tight couplings, resulting
in a complex entanglement of components (nonmonotonic error
propagation), troubleshooting, and debugging [28]. Another
critical point is that this product requires more robust processing
to ensure agility in a prediction or continuous learning model.
Tracking user feedback and continuous monitoring of the model
outputs are essential to iterate the product in the subsequent
cycles of development and improvement [1], [9], [29].

Fig. 1 presents product management and software engineering
aspects. They are outside the represented cycle as they are
present throughout the entire process: strategic, conceptual,
operational, developmental, and project evolution stages [30].
The product manager is responsible for ensuring that the results
obtained align with the expected results of the stakeholders.
This role ensures product execution and success, taking care of
technical and business aspects such as planning and defining
the roadmap, strategic management, and keeping the project
in line with the business objectives [31]. On the other hand,
software engineering also plays an essential role in an ML
system process and quality. Aspects such as verification and
validation, alignment between the real world and the validation
set, the architecture definition to meet the problem, and the
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Fig. 2. Methodology key stages; the grey and systematic search protocols are described in Figs. 3 and 6, respectively. The arrows indicate that if the theoretical
saturation [34] is not achieved, researchers should conduct new searches in the literature review process, primarily using reference snowballing.

proposed solution are knowledge that the software engineer
shares with the team to build the environment and design the
software. Automation, deployment and continuous integration,
environment control, and versioning are strong points when
adding software engineering to an ML project [1]. Also, in recent
years, it has been possible to notice an effort to build frameworks
and environments to standardize and operationalize the ML life
cycle process and aspects related to ISO standards [32], [33].

C. Adoption Challenges

About adoption challenges, for instance, testing the trained
models over time, with constantly evolving data, is challeng-
ing [35]. Mikkonen et al. [36] explain that the results can be
stochastic, statistical, or evolutionary over time. That is, while
they are correct, errors may not be identified.

Building a product that effectively meets the needs requires
addressing various challenges, including the importance of data
time stamps, development, and ML model background [3]. In
addition to the challenges faced by software engineers, the
organization also needs to adjust processes to suit the need for
a constant feedback loop, experiment management, privacy and
security management of the data, and control and use of the
product responsibly, seeking fairness [18], [35], [37], [38].

III. STUDY DESIGN

From our exploratory literature review, we mapped the ML
product’s life cycle phases (see Fig. 1): 1) problem definition
and solution design; 2) product management; 3) data manage-
ment; 4) model management; 5) software engineering; and 6)
delivery/runtime. Based on these phases, we defined our search
queries (described in Sections III-A1 and III-B1.)

Fig. 2 illustrates an overview of the study design. We fol-
lowed the subsequent steps detailed in the next sections: grey
literature review (GLR) and systematic literature review (SLR),
also known as MLR, initial/open coding, selection of core cate-
gories, and focused coding. The outputs of these phases are the
documents analyzed, the coding, the memos, the categories, and
the resulting conceptual map. The goal is to provide researchers,
practitioners, managers, and organizations with an aggregation

of practices throughout the entire life cycle of ML software
products.

In an MLR approach, a systematic analysis of diverse litera-
ture sources is conducted. Apart from academic peer-reviewed
papers, inputs from GL sources, including blog articles, were
incorporated to capture emerging practices in the ML product
life cycle from both practitioners and researchers [39], [40], [41].
By employing MLR, we aim to gather a wide range of informa-
tion and conduct an interdisciplinary analysis of practices and
methods discussed in academic and practitioner literature. This
approach allows us to capture insights and perspectives from
various disciplines and stakeholders.

We adopted a systematic data analysis strategy. Our analysis
employed two techniques from Charmaz’s grounded theory
(GT) variant [42], [43], which guided us in constructing a
conceptual map via Initial and Focused Coding procedures.
During Initial Coding, we examined the data word-by-word and
line-by-line. Subsequently, we categorized the data based on the
most frequent or relevant codes through Focused Coding. We did
not employ all the procedures of GT in our method or propose a
theory; we only utilized coding and focused coding techniques
to support our research objectives. These techniques allow a
systematic analysis of unstructured data from documents, guide
discussions to decide which vocabulary we adopt when similar
practices have different names, and provide traceability and
reproducible results.

This section describes our MLR protocol, the selection and ex-
clusion standardized criteria, and analysis procedures conducted
to map the state of practice in ML product development.

A. Grey Literature Review

Our GLR workflow, as outlined in Fig. 3, has three phases:
planning, execution, and data analysis. First, we planned our
study by specifying the background and objectives described in
the introduction.

1) Planning: The use of GLR is still a challenge due mainly
to the need for proper guidelines for supporting GL in software
engineering (SE) [17], [44]. Adams et al. [45] and Zhou [46]
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Fig. 3. Grey search flow was utilized in this work, involving three distinct
phases. The first two phases, namely Planning and Execution, are integral parts
of the literature review process, while the third phase focuses on data analysis.

categorize GL as shades of grey regarding outlet control and
source expertise.

We defined the following gray scale: 1) Project Development
Reports; 2) Foundation website articles and white papers; 3)
Magazine and news website articles; 4) Community Wiki pages;
and 5) Blog posts. Blogs are the recommended source to under-
stand the current views of the practitioner’s community [44],
and we focus on this data source in the present study.

Our criteria for data sources aimed to select the most relevant
from the practitioners’ perspectives. These criteria were: 1) ex-
cluding data sources focused on technical issues, such as image
processing and libraries for reinforcement learning; 2) excluding
data sources that implicitly the purpose of the posts is to share
the developments and information about a particular company;
3) including data sources that present information and posts
that express learnings, techniques, methods, and challenges in
developing an ML product; and 4) including data sources with
posts organized using tags, search fields, or categories that
facilitate access to relevant information for this research. We
targeted websites based on their reputation, which is the most
helpful criterion for choosing a GL source. Blogs have more
volume data and are more challenging to control than other
GL sources, but they provide the most up-to-date discussion
of the practitioners. We address the quality assessment through
standardized selection and exclusion criteria [44].

We grounded our search strategy on a query string tailored for
GL data sources. Since GL data sources do not support advanced
queries (e.g., enabling logical connectors), it is more helpful to
manipulate simple and relaxed search strings [17]. Therefore,
we defined seven simple query strings: 1) “ML product”; 2)
“machine learning products”; 3) “ML problems”; 4) “ML data”;
5) “ML models”; 6) “ML and software engineering”; and 7)
“ML deployment and runtime.” It is important to note that each
blog has particularities and different ways of presenting the
posts. Therefore, we incorporated tags and filters related to our
objective adapted for each blog in addition to the query strings.

The Execution section describes the method of collection and
its specifics.

Regarding quality criteria, the protocol for our first selection
round was partly based on the guidelines suggested by Garousi
et al. [39]. The selection criteria of this first round were as
follows.

1) Reputation: We discarded works whose authors did not
have experience in the area or other works published in
the field. However, we considered works published by
reputable organizations.

2) Methodology: We discarded works without clear objec-
tives and methodology.

3) Objectivity: We discarded works with potential business
interests; we considered only works with data-supported
conclusions.

The protocol for our second selection round focused on the
scope of the articles so that we could select only the essays perti-
nent to our objectives. Initially, we examined the titles, followed
by the contents, and we favored the selection of articles that:

1) focus on the development of ML products;
2) discuss peculiarities and challenges for developing or

managing ML products;
3) report the use of practices applied to ML products;
4) discuss the ML product life cycle, process, or workflow;
At the same time, we discarded posts that:
1) address some topic (e.g., ML in user experience) with ML

products mentioned only for the background contextual-
ization;

2) focus on a single ML tool without contextualizing it in the
ML product life cycle.

2) Execution: We performed a Google search to identify the
blogs most used by the community using the string (“ML blogs”
OR “machine learning blogs”). This search return, for the most
part, posts ranking and indicating the best blogs. We selected
the top 5 to analyze and identify the most cited community and
relevant blogs. They are the following:

1) Best Machine Learning Blogs to Follow (Towards AI);
2) Top 50 Machine Learning Blogs, Websites & Influencers

(Feed spot);
3) 40 Must-Read AI/Machine Learning Blogs (Springboard

Blog);
4) The Best Machine Learning Blogs and Resources (STX

Next);
5) What Are The Best, Regularly Updated Machine Learning

(Neptune).
After a first analysis and considering the bases indicated by

practitioners, we selected 17 bases. Then, we conducted a more
careful assessment, considering the criteria established in the
planning, resulting in 11 data sources described in Table I.

In the following, we present an analysis of the data sources
selected for this work. We divided the data source into three
groups: academic blogs maintained by academic institutions,
representing two data sources selected for this research. Also,
we identified and selected blogs maintained by companies with
informative posts, case studies, and technical documents. When
selecting the posts of these blogs, we need more attention to
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TABLE I
COMPREHENSIVE LIST OF THE DATA SOURCES ANALYZED AND SELECTED FOR INCLUSION IN THIS STUDY

identify posts with bias or seeking to promote the company. Al-
together, we selected four data sources linked to the companies.

The third and last group was named Independent, as the
practitioner’s community maintains them. We selected all three
data sources related to this group. In the following, we detail
the data sources and how to collect the information in each one,
organized by the groups.

Academics: We analyzed the first blog, ML.CMU, where
students, postdocs, and faculty at Carnegie Mellon University
(CMU) write the posts. During our research on the product at
ML and CMU, we discovered that the posts are categorized
into research and educational sections. The Educational category
fits more into the objective of this research; therefore, filtering
through it and following the selection criteria established in the
planning, we collected seven posts related to the life cycle of
the ML product. We also utilized the Harvard Business Review
magazine in this study. As it is a broader magazine, we searched

for “machine learning,” which resulted in 260 results, 31 of
which were selected to compose this study.

Companies: Next, we analyzed Amazon Science. In addition
to the search field, research area, and date filters, the blog
has selected “information and knowledge management” and
“machine learning.” We do not use the filter date to collect all
information. Altogether, we received 72 results, of which we
selected five. Most posts are related to more technical aspects
of building models and presentations on Amazon. We also
analyzed Google AI. Most posts are related to building models
to solve specific problems (e.g., Playing a duet with a computer
through ML). Others are related to publicizing the company’s
products and events (e.g., how ML in G Suite makes people
more productive, Google Cloud announces Machine Learning
startup Competition). On the other hand, we identified posts
created in partnership with Google. The first was called Pair,
created by a multidisciplinary team from Google that works with
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Fig. 4. Distribution of the number of selected posts per source, categorized by
the year of publication.

research and product development. Other posts were collected
from Google Developer and directly from Google AI, totaling
nine posts. We also chose the Cisco blog because it has relevant
posts related to product management and data management.
With the help of tags, we collected a total of three posts.

Independents: The blogs Analytics Vidhya, Medium, and
Towards Data Science were selected because they have posts
related to this study. For many posts and a more complicated
way to filter, the search was more manual in Analytic Vidhya,
selecting the category ML or deep learning. Altogether, 18 posts
were selected. Medium and Toward DS, on the other hand, have
a vast number of posts, being the main ones responsible for the
results of this research, which add up to 53 posts.

All 384 posts were initially collected, and after filtering the
analysis of the works, taking into account the protocol and the
relevance verification, we used 130 in this research.

Fig. 4 displays the distribution of the selected articles ac-
cording to their publication year. We did not apply a starting
date filter. The first selected publication is from 2015, indicating
how recent our study subject is. We can also observe a growth
in publications between 2018 and 2021, showing an increased
interest in this topic.

We collected information such as the year of publication and
the author’s info during the execution and analysis. We also
made observations to help define and justify the selected works.
In addition, we also categorized the works into one of the six
categories that guide this research.

We considered the theme of the posts to define the categories
for each code and, then, the distribution of practices in each
category. In addition to the general postanalysis, we considered
the number of practices identified in each work. For example,
Fanous’s post [47] discusses data-related aspects and supports
13 methods mapped in the present research and eight related to
the data management category.

Fig. 5 presents a bar chart with the distribution of selected
works in each database divided by categories. We can identify
some critical results. Most selected posts in Harvard Business
Review and Toward Data Science relate to product manage-
ment. At the same time, Medium has a significant amount of
information related to data management. We also identified that
these blogs are more related to understanding the problem and

Fig. 5. Distribution of the number of selected posts per source, organized by
categories.

Fig. 6. Systematic search flow used in this work. This process is divided into
three phases, with the first two (Planning and Execution) forming part of the
SLR process and the third phase being data analysis.

aligning the business. Therefore, we can infer that these three
blogs are essential for research related to product engineering in
ML. They have a large amount of information about the process,
challenges, and techniques of the ML product life cycle.

B. Systematic Literature Review

As with the GLR, we performed the SLR in three phases:
planning, execution, and analysis [48], as presented in Fig. 6. In
the following, we detail each of these processes.

1) Planning: Our objective in executing the SLR is to iden-
tify works, terminology, practices, and techniques known by
the academy [24]. We first analyze the information provided by
academics and then compare that with the technical vocabulary
and practices employed by practitioners.

The search sources were online digital databases, including
IEEE Xplore, ScienceDirect, ACM Digital Library, and Springer
Link. We verified Google Scholar but found almost the same
publications on this database.
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To construct our query string, we define the following key-
words from the questions and the categories defined from related
work: machine learning, product management, data manage-
ment, model management, software engineering, and practices.

This research focuses on machine learning, and we know that
ML is only a type of AI. However, it was necessary to insert
these terms because some articles refer to AI as a synonym for
ML. We noticed that some papers refer to product engineering,
product management, and product development as synonymous.
Therefore, we adjust our query string to accept all these terms.

We establish six initial queries after defining the keywords and
identifying the synonymous. Then, aiming to collect the maxi-
mum amount of information and reach the saturation of relevant
information, we performed tests on Google Scholar. It is a base
that includes publications from the relevant databases used in
this study. Table III (in Appendix A) presents a detailed list of
search strings (without variations with synonyms) organized by
categories. After the tests on Google Scholar, aiming to collect
as much relevant information as possible, in addition to the
search queries, we performed tests with more generic searches,
such as “Machine learning products,” “problems,” and “life
cycle.” Altogether, 25 search strings were defined, containing
the most generic to the most specific terms and connected with
the categories defined from the related work and the background.

We define four steps to select the papers:
1) advanced search in scientific repositories: automated re-

search on a scientific basis. It only included papers from
journals, conferences, congresses, or symposiums;

2) filter the papers: a title-based exclusion following the
exclusion criteria: a) “improper source”; b) “repeated”;
c) “studies that are not written in English”; and d) “if the
paper has less than three pages”;

3) paper selection: based on the abstract and, in some cases,
their content too. We also verified if it addresses our
problem and research questions;

4) reference snowballing: to ensure that we could find as
many studies as possible, including studies not retrieved
by our search strings.

As also defined in our GLR planning, in the work selection
phase, we include works that:

1) discuss practices used to develop an ML product;
2) present the challenges of applying ML in a company;
3) present the challenges and possible methods of under-

standing the problem and aligning it with ML develop-
ment;

4) discuss peculiarities and challenges for developing or
managing ML products;

5) report the use of practices applied to ML products;
Furthermore, we determined to exclude works that:
1) present as the main topic more technical discussions about

the mathematical construction of the model;
2) present construction and technical details of tools used

during the ML life cycle.
2) Execution: When we compare the execution of the SLR

with the GLR, the SLR process is more straightforward, as it
is not necessary to maintain a constant validation of the quality
of the papers found in the scientific databases. In this way, our

focus was to find the most relevant works linked to our research
objective. We checked the first 100 results, sorted by relevance
and most cited by papers.

We first analyzed the IEEE database, applying our queries in
the advanced search that resulted in 12 selected works. When
applying queries related to the product management category
(a total of three variations), we identified that the results found
were more generic. Thus, we selected papers related to product
management and data management. Moving on to the data
management category, we also defined the terms data pipeline,
feature, data mining, and data science process, which resulted in
new work. At the end of the searches, we found repeated docu-
ments with an average of six new works collected for each query.
Analyzing the results obtained in the ACM Digital Library,
we initially identified 14 papers related to the application to
business, best practices, data management, model management,
and MLOps.

The execution on the Springer Link database was performed
differently than IEEE and ACM due to their different way of
doing advanced searches. Therefore, in addition to looking for
the search string, we use the filters Content type, Discipline,
and Subdiscipline to select the works related to this search. We
applied this strategy from the most straightforward searches to
the most generic ones, as was done in the other databases selected
in this study.

C. Data Analysis

Our coding process is divided into phases. First, we exam-
ine the data word-by-word highlighting excerpts linked to our
research question (Initial Coding), deriving from their practices
for ML product engineering. We constantly compared the coding
from different articles and grouped common practices, even
when different posts used different terminology. We build a
codebook with code definition and excerpts from documents.
Then, we select the most frequent codes and groups to help
categorize the data (Focused Coding). Finally, we analyze the
data and core categories to compare, understand the relationship,
and integrate them into a cohesive conceptual map.

During the Coding process, we integrated the blog posts with
the papers in the same process, separating them only to organize
the references. We extracted quotations (segments of texts) for
each document and assigned codes to these quotations. All this
constant comparison happened in parallel with the analyses of
documents from GL and papers from peer-reviewed literature.
It helped identify the standards the community adopted and
define the most appropriate terminology to represent the code.
However, some terms vary among papers and posts, as shown
in the tables in Appendix B.

We evaluated the resulting codebook and tested whether each
code could replace the corresponding quotation without chang-
ing its meaning. It helped understand and refine the nomencla-
ture of the different concepts (codes). However, it was inserted
in a similar context (e.g., increase the computational capability
or take advantage of the latest hardware [37], [49]).

In the following, we present some examples of extracted
practices alongside the original excerpts associated with them:
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Fig. 7. Chronological distribution of the literature analyzed, broken down by
year of publication. The graph illustrates the number of white literature and GL
sources reviewed, visually representing the distribution of literature over time.

Fig. 8. Distribution of the number of selected papers, categorized by source
and publication year.

1) define the desired outcome: “define the objective function
(outcome) and metrics...” [50];

2) review the literature: “the review of related literature
(RRL) step of the ML workflow involves reading up on
existing approaches, datasets, and others resources” [51];

3) data requirement: “figuring out what data are needed for
a specific product or feature is the first and most important
step in scoping data requirements.” [52]).

Our data are available in a replication package (as described in
the Data Availability section at the end of this work), providing
a detailed chain of evidence so that any researcher can verify all
codes and the most relevant excerpts. In Appendix C, we provide
a glossary that includes detailed descriptions of each practice in
the conceptual map.

IV. RESULTS

Our study involved gathering a total of 130 papers, comprising
37 sourced from peer-reviewed repositories and 93 sourced
from a range of websites, blogs, and magazines. To provide an
overview of the selected documents, we have included a visual
representation of their distribution by year in Fig. 7.

We also analyzed the results by comparing the source of
selected works with the year of publication. Fig. 8 shows the
distribution of selected publications by year. As a result, we

can observe that ScienceDirect published the oldest among the
selected works, and that there was a significant increase in
publications starting in 2018. In comparison to 2018 in Fig. 4,
the same year in Fig. 8 presents almost the same number of
selected posts and papers, followed by a significant increase in
the publication of posts, while scientific papers did not follow the
same pace, maintaining an average of ten papers per year on the
subject. This is likely due to the process of peer review and
quality assurance in academic publications. This high increase
in GL posts is expected as there has been a huge volume of work
in ML and data science in the tech industry since then.

The coding process resulted in 91 practices and seven methods
related to the ML product development process (e.g., verify how
necessary ML is for the product [53]). The Focused Coding
resulted in six semantic domains or categories: (S1) problem
definition and product design; (S2) product management; (S3)
data management; (S4) model management; (S5) software engi-
neering management; and (S6) delivery and runtime, as shown in
Fig. 9. Our objective is to provide an extensive overview targeted
at enhancing systematic knowledge available to managers. To
achieve this, we conducted a multidisciplinary survey, exploring
concepts, methods, and practices related to this topic. While
Fig. 9 presents the main domain, this section discusses all the
concepts involved. By building upon this information, managers
can assess their knowledge and apply it to their development pro-
cesses while also recognizing areas that require further improve-
ment. This critical perspective enables them to better understand
current practices and how they can contribute to their work. Ap-
pendix B presents the emerged methods and practices grouped
by categories. In addition, Appendix C provides an overview of
the methods and practices and their descriptions or definitions,
and Appendix D presents the complete conceptual map.

To illustrate the process, Table II and Fig. 10 show the
concepts related to the problem definition and solution design
semantic domain/category. Table II presents each emerged prac-
tice/code, the list of documents containing the practice, and the
source this practice is found (in SLR, GLR, or both). From
Table II, we can infer the relevance of each practice by its
code density (frequency in which it is cited in documents) and
identify research opportunities (practices found only in GL). In
the Focus coding, we group these practices based on quotation
and definition/context similarities, producing the conceptual
map of the problem definition and solution design, depicted
in Fig. 10.

In the problem definition and solution design category (see
Fig. 10), we have 16 practices related to requirement engineer-
ing, ML hypothesis formulation, and business improvement.
For instance, continuous validation business practice assists the
business growth and verifies if the product fulfills the established
goals and requirements [50]. A practice frequently mentioned
by practitioners is the definition of the desired outcome, as the
costs and challenges of developing an ML product are high.

In the product management category (see Fig. 11), we mapped
19 practices associated with ML product management activities.
The practices are organized into four subcategories: compliance,
management, improvement, and maintenance and evolution.
One of the most cited is improvement using explicit and implicit
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Fig. 9. ML product management overall conceptual map.

TABLE II
PRACTICES PRESENT IN THE ML PRODUCT LIFE CYCLE RELATED TO THE PROBLEM DEFINITION AND SOLUTION DESIGN CATEGORY

Fig. 10. Overview of the product definition category, including the key practices for problem understanding, context understanding and validation, and business
improvement.

user feedback, which consists of promoting experiments and
defining metrics to evaluate ML products with beta users and
implicit feedback from end users [85], [115]. A widely cited
practice is multiple interactions with users and stakeholders,
so engineers can use their feedback to improve and assess the
models [63], [82].

The data management category (see Fig. 12), with 19 prac-
tices, encompasses activities related to managing data used
to train models, from Ensure the reliability and availability
of data [50], data collection and evolution [83], [116], and
data cleaning [80], [81] to data labeling [52], [84]. The
practices are grouped into five subcategories: data planning,
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Fig. 11. Overview of the product management category, including the key practices for data understanding, management, improvement, maintenance and
evolution, and compliance.

Fig. 12. Overview of the data management category, including the key practices for data understanding, data planning, data preparation, data validation, and
data maintenance.

Fig. 13. Overview of the model management category, including the key practices for model definition, training, model validation, evolution, and interpretability.

data understanding, data preparation, data validation, and
data maintenance. Data scientists, engineers, and managers
explore the data to check and identify possible errors and
understand if the data are necessary for the model hypothe-
sis. Applying practices to ensure data quality (data manage-
ment [90], data reuse [47], [117], and data versioning [118])
leverages the reuse of datasets across diverse products. Data
engineers mostly perform the practices and methods of this
category.

The model managementcategory (see Fig. 13) consists of 16
practices to manage the development and continuous model

training. The practices are organized into five subcategories:
model definition, training, model validation, evolution, and in-
terpretability. The practice research ML libraries and frame-
works to use [79], [81] identifies the communities and maps the
open sources; it then selects libraries based on licensing and uses
terms that suit the model requirements [84]. The practices feature
engineering [51], [80] and model training [90], [118] refer to
all the activities performed to extract and select features, train,
and tune the collected data. The model evaluation [51] practice
consists of testing the output model against test datasets using
predefined metrics. The practices and methods of this category
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Fig. 14. Overview of the software engineering category, including the key practices for methods, project life cycle, and maintenance and evolution.

Fig. 15. Overview of the delivery and runtime category.

are performed mainly by data scientists, with the technical
support of data engineers and software engineers.

The software engineering category (see Fig. 14) consists of ten
practices and seven methods referring to source code manage-
ment activities. The goal of the software engineering team in an
ML product ranges from the product architecture definition to in-
tegrating the ML model with a software system. These practices
guide managers and developers to build ML components and
infrastructure. Practices such as modularizing train code [86]
and ensemble learning [83] are used to isolate the trained models
to ensure minimal dependence among them. These adjustments
in software engineering practices have been discussed in the
context of hidden technical debt and troubleshooting integrative
AI [1], [15], [16], [28].

On the other hand, software engineering has more advanced
methods that can also assist in the development of ML products.
For example, adopting DevOps [119], [120] best practices is
a prudent approach to help data scientists overcome common
challenges in software production. However, unlike DevOps,
MLOps [14], [121], [122] is more experimental in nature. Data
scientists and ML engineers must tweak features such as hy-
perparameters and models while managing data and code bases
for reproducible results. MLOps also encompasses practices for
collaboration and communication between data scientists and
operations professionals.

Besides MLOps, experts have developed several methods,
based on agile methodologies, that describe the data science life
cycle, such as CRISP-DM [3], [123], DDS [3], and Knowledge
Discovery in Database (KDD) [3], [58]. Microsoft launched
another popular method in 2016, called the TDSP [14]. TDSP
combines Scrum and CRISP-DM, making it an agile iterative

data science method that delivers predictive analytics solutions
and ML applications.

With ten practices, the delivery and runtime category (see
Fig. 15) covers the problem of managing the infrastructure,
deployment, and monitoring of ML products. It encompasses
Deploy and operationalize the model [51], [124] and Build
specialized and reusable pipelines [84], [90], which involves
building pipelines for the company’s specific context to facil-
itate the loading and editing of data and experimentation with
different algorithm permutations [79].

Another technique widely used in this phase is continuous
model monitoring [56], [125]. It ensures that ML models de-
ployed in production operate optimally. Understanding how
quickly model performance degrades over time helps prioritize
monitoring efforts. If the model’s quality drops significantly in
a day without updates, an engineer must monitor it continu-
ously. Continuous model monitoring is necessary to maintain
the scalability and robustness of deployed models and to refresh
models when needed based on changes in summary statistics
of the data. Real-world data are subject to various changes, and
continuous monitoring identifies potential errors in production.
Therefore, monitoring ML components in production for opti-
mal performance and reliability is essential [3], [18], [56], [58],
[79], [90], [125].

Finally, one of the most critical practices in ML is to deploy
and operationalize the model [69], [111], [125] actively. This
involves constantly feeding new data to deployed models to
enable them to adjust to real-world changes, such as new cat-
egories and levels. Integrating predictive models into software
products and systems involves invoking the appropriate model
at the correct point. Deploying a model is just the beginning,
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as it often requires retraining and performance checks [125]. To
ensure continuous learning, ML models should undergo training
with new data, and a versioning system that handles model pa-
rameters, configuration, feature pipeline, training, and validation
datasets must be in place. After establishing well-performing
models, they can be operationalized for consumption by other
applications. Predictions can be made based on business require-
ments, either in real time or on a batch basis. The prevailing
method for deployment is to expose models through an open
application programming interface (API) [23].

V. DISCUSSION

Our results indicate that managing ML products is extensive
and spans many factors and themes, which are not all currently
mapped or studied. Furthermore, there are unsolved challenges
that managers, researchers, and practitioners should be aware
of. In this section, we discuss the results.

A. Impact of Problem Understanding

Several organizations have started to adopt data-driven soft-
ware projects and generate more prescriptive insights. They
aim to make decisions about their business plan, operations,
products, and services. Identify the right problem to solve [70],
[71], Verify how necessary ML is for the product [3], Statement
of Expectation and Intention [50], [53], and Define the role of
ML on the product [89] are some practices core before adopting
ML components. In traditional software projects, we often wit-
ness similar practices when defining features. However, when
it comes to ML, these practices become more time consuming
and are typically carried out in an intensely iterative manner [2].
These practices help to correctly establish the role of ML in
the product or organization and how it will impact the current
process.

The practice of Include a goal description on require-
ments [113] and Define the desired outcome [57], [104] is
employed by academia and practitioners. These methods con-
tribute to aligning goals, validating ML models, and ensuring
their effectiveness. They clarify expected outcomes, facilitate
appropriate algorithm selection, and align the models with de-
sired business objectives. Defining the desired outcome enables
better alignment between the problem and the model, optimizing
algorithm selection for goal achievement. It is essential for
setting clear objectives, guiding decision making, and enhancing
the relevance and impact of ML models.

The practices listed in the problem definition and solution
design and product management categories are fundamental
for model validation. We observed studies that demonstrate
this concern and mention practices such as Establish what
the outcome and what the data can offer [49] and Define the
desired outcome [70]. The alignment of objectives impacts
the management and testing of the dataset Create the dataset
specification [71] and Ensure the reliability, availability, and
quality of data [108] and the model after training Establish
the model requirements [126] and Model Evaluation and result
interpretation [91], [124].

B. Regulations, User Agreement, and Data Privacy

ML products negatively impact organizations, users, and so-
ciety if misused. Therefore, organizations interested in starting
development must Ensure to use it responsibly [93], as they
may be dealing with personal and sensitive data. Diagnose
the value-destruction potential of a business [54], even before
starting the development, to verify and analyze if the identified
risks can negatively impact the organization’s values.

Establish and deal with customer privacy information is a
practice often cited by practitioners when ethical issues re-
garding the use and sharing of this data are essential to agree
with users to ensure the security of these data. Governments
created data protection law regulations such as the EU General
Data Protection Regulation to ensure users’ data privacy. These
regulations help prevent ML from overriding citizens’ rights.
Organizations and regulations should consider: making it clear
and available whenever necessary to the user the reason for
using their data, the relevant costs and benefits of sharing,
and notifications about data breaches [109]. Practices such as
Explain and give customers control about how they are using
and sharing their data [127] are essential to ensure alignment
and transparency in the use of data.

C. Team Structure and Engineers Skills

The results suggest that practitioners are currently discussing
challenges regarding data maintenance and quality practices.
The most cited practices were: data strategy; data collection
and evolution; ensure the reliability and availability of data; and
data cleaning and labeling. The focus on the data management
category is highly relevant, suggesting that the crucial concerns
for engineers shifted from source code to data.

Therefore, ML product teams require more skilled software
engineers and a shift from DevOps to MLOps. Versioning data
and data schemes, training models, cleaning, reusing, labeling,
and configuring automated pipelines are examples of software
engineers’ assignments in a project with ML modules.

D. Product and Project Management

The product management category presents more practices
and methods than other categories. It suggests that practitioners
face challenges adapting standard software engineering prac-
tices and workflows to ML product development. Managing
the ML product workflow requires defining potentially new
team roles, adjusting agile practices to incorporate ML design’s
experimental nature, and incorporating ML workflows, tools,
and environments [4]. Feedback loop practice illustrates how
this is an emerging research topic. In [16], one of the first papers
on ML systems, the term feedback loop is a technical debt of ML
systems when the model may directly influence the selection of
its future training data or indirectly influence the training data of
another model. However, in our coding, feedback loop appeared
as an agile practice intensified over developing an ML system
since the process is more experimental than standard software.
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VI. IMPLICATIONS

In this section, we present the research implications as a
practical guide to help professionals adapt to the significant
impacts of ML in their fields. Our contribution is to discuss
the implications of ML adoption for each perspective individ-
ually: engineers, managers, and researchers. Readers will find
guidance on the issues they will likely confront, core concerns
they should consider, and potential solutions the community
has adopted. In addition, we outline ML-related topics that the
academic community could explore in the future. By presenting
these implications, we raise relevant considerations and pre-
pare the ground for our discussion of unresolved challenges in
Section VII.

A. Implications for Managers

Drawing from the reviewed literature, we identified several
implications for managers when confronting the phenomenon
of ML. These include the need for specific management and
cultural paradigms, training individuals, structuring and evalu-
ating the process of ML adoption, as well as anticipating the
expected outcomes.

Managers, executives, and business strategists must collab-
orate closely with data engineers and scientists to develop the
ML product strategy (see Table II). Managers should have a
basic understanding of ML algorithms and data analytics to
identify the problem types the available data can address, includ-
ing prediction, recommendation, anomaly detection, and more.
Obtaining training data presents a significant challenge for the
viability of any ML module, often necessitating preprocessing,
extract, transform, and load (ETL), and importing/scraping from
external sources [12], [128].

In addition, the integration of ML requires specific changes at
the organizational level, such as adjustments in team structure,
roles, and processes. There are a few key considerations to
make: 1) data scientists are responsible for conducting tests and
experiments to validate the data; 2) it is crucial to enhance the
collaboration between business and operational teams and one
must continuously assess whether adjustments or the inclusion
of new data is necessary to accurately represent the context
and align with the business objectives and requirements; 3)
the organizational culture must embrace a constant feedback
loop [56], [58], vital for validating experiments and fostering
collaboration across the entire team; and 4) managers also carry
a heightened level of responsibility, particularly when working
with confidential data and results as incorrect utilization of such
information can have detrimental effects on the company.

From a process perspective, managers must adapt agile prac-
tices and data-centric processes to encompass the data process-
ing, experimentation, and model testing stages. Team struc-
tures must also evolve to accommodate new roles, such as
data scientists and data engineers. Cultural change becomes
imperative once again. Both top-level and low-level manage-
ment are responsible for fostering an environment where fail-
ure is allowed, and continuous improvement is sought. Close
collaboration among data engineers, operations, software engi-
neers, and data scientists must be fostered, and a well-defined

collaboration flow for artifacts, communication, and hand-off
should be established [129].

By considering these implications, managers can navigate the
deployment of ML effectively within their organization while
ensuring positive outcomes.

B. Implications for Engineers

ML models affect how engineers architect systems, interact
with their peers, and add process activities, such as model
debugging. From an engineering viewpoint, there is a need
for model/data storage, versioning, and querying, which are
closely intertwined. Model diagnosis assists ML developers in
interpreting why the training process fails to achieve satisfactory
performance and helps them identify the root cause within the
model, data, or source code [128]. Model deployment pipeline
and serving infrastructure configuration are challenging.

In addition to automating the code deployment pipeline,
software engineers also need to automate the deployment of
data and trained models. Consequently, tool builders must focus
on developing automation tools that enhance explainability and
enable actionable insights into these processes. In contrast to
non-ML systems, requirements for ML systems usually involve
many preliminary experiments, and it demands that requirement
engineers have a strong technical background in ML and data
analysis. Therefore, ML development requires a broader range
of skills beyond programming abilities [2].

Data engineers possess skills in acquiring, cleaning, explor-
ing, and modeling data. The substantial volume of data in ML
development introduces new challenges for data engineers since
personal computers do not support processing this volume. It
imposes adaptations to the data science workflow, conducting
experiments in cloud environments, potentially requiring en-
vironments with different configurations for each experiment.
Hence, automating the provisioning of these environments with
correct data access (typically, each data scientist has access to
limited datasets) becomes crucial for the experiment success.
Other automation may be necessary, such as data pipeline and
preprocessing data customization. Consequently, data engineers
have more attributions and perform a crucial role throughout
the product life cycle. Additional skills are expected of data
engineers, like programming, automation configuration, cloud
provisioning, and feature engineering.

C. Implications for Data Scientists

Data scientists are responsible for dealing mostly with the
“model management” category but also with the “data manage-
ment” category. Automation is required to expedite the process
of “testing multiple hypotheses.” Practices such as “Automating
the feature engineering process,” “Defining the Data Pipeline,”
and “Researching ML Libraries and frameworks to be used”
require a solid knowledge of software engineering principles
and the challenges associated with deploying ML in a produc-
tion environment and executing, versioning, and documenting
experiments in the cloud. Tools such as metaflow2 expand the

2https://metaflow.org
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data scientists’ attributions once they must develop, deploy, and
operate various data-intensive applications and environments.

D. Implications for Educators

ML education often prioritizes algorithms and techniques
and their application in controlled environments like specific
datasets and Jupyter notebooks. ML education should also cater
to requirement engineers and managers, emphasizing the fun-
damental concepts of effectively leveraging their organization’s
data. In addition, it would be valuable to incorporate realistic
case studies that illustrate the nature of data, their potential
applications, and the precautions to be taken when working with
them. Thus, there is a clear need to address the integration of the
ML workflow into the software product process, and this should
be thoroughly covered by ML systems education in the future.

VII. RESEARCH OPPORTUNITIES

Our MLR uncovered a range of significant challenges asso-
ciated with managing and developing ML products. To identify
potential areas for further research, we specifically concentrated
on concepts mentioned exclusively in the GL. We conducted
a follow-up investigation to broaden our search scope, using
query strings related to these concepts, focusing on the sources
identified in our SLR. The goal was to uncover more recent
research or papers that might not have been captured in our
initial search. In the following sections, we discuss the primary
research opportunities we discovered, complementing the im-
plications detailed earlier.

A. Multidisciplinary Research

From a research perspective, product engineering and soft-
ware engineering are different areas of knowledge. While ad-
ministration and business researchers focus on identifying busi-
ness/organizational opportunities to develop ML products, soft-
ware engineering researchers focus on technological challenges
and development processes. Consequently, in terms of research
and publications, these two domains tend to be separated. The
variety of sources and search strings (see Tables I and III) evi-
dence such observation. However, when analyzing the content
available on the blogs, there is an evident intersection in practice,
and we identified that many posts associate concepts from prod-
uct engineering to ML module technical topics [65], [87]. Practi-
tioners already work with a multidisciplinary perspective, where
engineers, data scientists, and software developers are exposed
to concepts from categories such as “product management” and
“problem definition and solution design.” Moreover, blog posts
on management often introduce fundamental concepts of ML
algorithms and software product development processes.

We conducted searches on 17 different data sources in the
GLR (see Table I). We identified seven search query categories
for the SLR (see Table III). The presence of diverse data sources
and search queries leads to fragmented discussions and hampers
a holistic view of the challenges in managing ML products.
Multidisciplinary research is essential to better comprehend the

challenges and opportunities associated with adopting ML mod-
ules. By encouraging cross-disciplinary dialogue and making
the topic more accessible to a wider audience, multidisciplinary
research can bridge the gap between technical and nontechni-
cal perspectives, leading to more informed decision making in
developing and deploying ML products.

Rather than solely focusing on specific aspects of managing
ML products, such as risk management, fairness, bias, errors,
privacy, or security, researchers should engage in multidisci-
plinary research that encompasses a broader scope. This ap-
proach considers the technical impacts of managerial decisions
and the social–technical aspects of managing ML products. By
adopting a multidisciplinary approach, researchers can explore
the intricate interplay between technical, managerial, and social
factors.

B. How to Adopt ML Systematically

Adopting ML products presents challenges and opportunities
for businesses [5]. The GL offers a variety of case studies that
provide insights into best practices for successful adoption [130],
[131]. These case studies explore the gradual adoption of ML
products, starting from proof of concepts to less critical and
eventually critical modules. They emphasize the importance of
experimentation, training, and adapting team structures through-
out this process. However, research papers addressing case stud-
ies and best practices for adopting ML products are relatively
rare [132]. One notable practice mentioned, which also presents
a promising research opportunity, is reengineering business
processes to align them with the capabilities offered by ML.
This practice aims to ensure the optimal integration of ML
technologies within the existing business processes.

Our study also cataloged a set of practices and methods
associated with building ML products from the practitioners’
viewpoint. While multiple blog posts cite most of the data
management category practices, we found few industry-oriented
texts on agile practices (see Table VII). We also found few
publications in high-impact journals and conferences on using
agile methods in ML systems development [132], indicating that
it is an open research topic since agile is about dealing with
uncertainties. In the case of ML products, the uncertainty is even
higher. It suggests that adopting agile practices in ML workflows
is an open topic for reflection by practitioners and researchers.

C. How to Assess the Quality of ML Product Practices in
Organizations

The decision-making process of managers when allocating
development and testing resources is often based on their past
experience and intuition regarding the complexity of the new
project compared to previous ones. However, this approach
can result in inefficient resource allocation with building and
maintaining software systems with ML modules when there is
no previous experience in the organization. An organization can
only achieve a competitive advantage when it has fast feedback
loops and clear metrics [125].

Managers can consider several criteria and metrics to identify
problems that would benefit from ML. They should “verify
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the necessity of machine learning for the product” and define
its role in addressing the problem. “Establishing the desired
outcome” and “understanding the insights that can be derived
from data” are essential. In addition, “setting realistic expec-
tations for adaptation” and “translating user needs into data
requirements” are important factors. However, an open question
remains regarding whether the collected data are sufficient in
quantity and quality. Ensuring that the right data have been
collected in adequate quantities is crucial for the effectiveness
and reliability of ML models [113]. While substantial research
is available on the technical aspects of data and ML metrics [12],
the field of management research concerning this topic remains
open. A promising avenue for further investigation lies in devel-
oping strategies to effectively “Evaluate Results, Define Metrics
and Baselines.”

D. How to Qualify Managers for ML Practice

In managing innovative products, managers must possess
self-learning skills to effectively address daily challenges due
to the constantly evolving nature of knowledge in this area. A
frequent question posed by managers is how to evaluate and
mitigate the risks posed by adopting nondeterministic software
and how to run these projects more effectively [37]. Uncertainty
permeates various aspects of ML system development, including
the data as a crucial component of the requirements and the
inherent randomness of ML algorithms [2]. Such choices must
be grounded in a thorough conceptual analysis of personal
and organizational demands and perspectives. The Internet is
a valuable resource for them, offering information through on-
line forums and social networks. Social interactions on these
platforms can give managers invaluable insights and ideas for
their day-to-day work.

Our conceptual maps (see Fig. 9) and concept tables (see
Tables II–VIII) may guide managers in prioritizing, improving
their professional skills. However, a research opportunity is to
elaborate on effective managerial procedures and case studies
focused on ML product management. Doing so requires experi-
ence in market dynamics and thoughtful analysis of the potential
value of specific ML modules and their embedded products and
services. Lessons learned from case studies and guidelines for
adopting ML products would be very valuable for managers in
their work.

Fairness, privacy, and security are pivotal considerations in
managing ML products. Key activities, such as “Establish and
deal with customer privacy information,” “Control and observe
the fairness, bias, and errors,” and “Explain and give to cus-
tomers control about how they are using and sharing their data”
are crucial from the inception of an ML project. Bridging the
gap between technical research publications and the practical
implications of product management in these areas presents an
exciting research opportunity.

VIII. RELATED WORK

In this section, we discuss and compare to our findings several
related works from the academic literature and one from the
GL. Previous studies [6], [19], [20] have primarily focused on

identifying and addressing issues related to one or several phases
of the ML systems development process (as depicted in Fig. 1).
Serban et al. [18] performed an MLR and mapped 29 engineering
best practices for ML systems categorized in the CRISP-DM
phases [14], [27]: data, training, coding, deployment, teams,
and governance. Based on their experience (not relying on data),
they added six practices from software engineering. Through a
survey, this work validated and analyzed the most used practices.
Our research mapped some equivalent practices from [18], but
we present a more refined set of practices, including a category
product management, not covered in [18]. In addition, we an-
alyzed the data systematically, generating the codes (practices)
and categories from the data, allowing the repeatability of our
research results.

Amershi et al. [1] conducted a case study with ML prod-
uct teams at Microsoft to map their practices and challenges
in building applications with ML modules. They present and
discuss global practices, like “End-to-end pipeline support” and
“Model Evolution, Evaluation, and Deployment.” In contrast,
our MLR maps the practices from academic and practitioner
perspectives from various organizations and experience levels.
The practices that emerged from the GL are more numerous
and specific than the ones presented by Amershi et al. [1].
For example, the practice, “Model evolution, evaluation, and
deployment” [1], would encompass the practices within the
categories “Model Management,” “Software Management,” and
“Delivery and Runtime” of our GLR. The practices within
the category Problem Definition and Solution Design of our
GLR was not covered by Amershi et al. since they focus on
the development process. As we did, they also identified data
discovery and management as the most challenging practices in
the ML product life cycle.

Martínez-Fernández et al. [133] executed a systematic map-
ping study considering 248 studies published between 2010
and 2020. They identified multiple SE approaches for AI-based
systems classified according to the SWEBOK areas. This study
analyzes academic works and discusses trends and aspects stud-
ied by academia. On the other hand, we bring a more profound
discussion with data from academia and practitioners to discuss
the practices used during the life cycle of the ML product.

Radanliev et al. [134], [135] have published works on inte-
grating AI and Internet of Things (IoT) technologies into cyber-
physical systems in the Industry 4.0. They discuss the potential
benefits and challenges, such as increased efficiency, improved
decision making, and enhanced security risks. However, there is
a lack of focus on the management practices for ML products,
which is the central focus of our study. Our work complements
theirs by providing a practical perspective on managing ML
products effectively. Another reason why we do not cover all
practices of ML and IoT, or cyber-risk [136], for instance, is
that we found them only in themed group discussions, not
covered in our search queries. As demonstrated by the research
opportunity highlighted in Section VII, this approach hinders a
holistic understanding for managers.

From GL, Bourke [137] presented in July 2020 a video with
a mind map with the main concepts in ML. In addition, Bourke
presented reading suggestions and tools to assist in development,
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TABLE III
SEARCH QUERIES USED IN THIS RESEARCH

TABLE IV
PRACTICES PRESENT IN THE ML PRODUCT LIFE CYCLE RELATED TO THE PRODUCT MANAGEMENT CATEGORY

delivery, and runtime. He did not discuss the concepts and the im-
plications of an actual ML component development. Neverthe-
less, Bourke presents and gathers the necessary vocabulary and
the roadmap to help practitioners develop and understand ML
systems. Differently, our research analyzes the documents and
discussions from the perspectives of practitioners, managers,
and researchers.

IX. LIMITATIONS

The choice of core and relevant documents may suffer
from subjective bias. To reduce this bias, at least two authors
conducted the selection process and the classification of papers.
Senior researchers also oversaw the whole process. With con-
siderable work on managing ML, mainly from GL, it would not
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TABLE V
PRACTICES PRESENT IN THE ML PRODUCT LIFE CYCLE RELATED TO THE DATA MANAGEMENT CATEGORY

TABLE VI
PRACTICES PRESENT IN THE ML PRODUCT LIFE CYCLE RELATED TO THE MODEL MANAGEMENT CATEGORY

be feasible to cover and condense all of them in this research.
Therefore, we do not select books and academic workshops.
However, by focusing on papers from journals and conferences
and selecting the primary sources of practitioners, in addition to
applying to snowball, we aimed to cover the primary literature
on the subject.

Another issue is applying the search string in a website search
engine. Many of these tools cannot address diversity and lack
of text structure. We address this problem by adding tags to
the query string, obtaining a more relaxed search string. The
drawback of using a broad search string is the lack of more tech-
nical practices. For example, academics and practitioners have
long discussed ML products’ technical debts and the problem of
component entanglement. However, we did not map practices
that deal with this specific issue and other technical challenges
practitioners face. To cover most of the practices and methods
used in each category, we need to add to our GLR procedure

a stage to define a flexible set of search terms, similar to Wen
et al. [17], and potentially a few terms per category.

X. CONCLUSION

Organizations and manufacturers must evaluate their readi-
ness and ability to undertake AI projects. This article explained
the essential elements of the field and recommended which
practices, roles, and profiles to develop within an organization,
improving its chances of success in implementing ML prod-
ucts. We explicitly revealed the necessity of training managers,
executives, and decision makers to have data analytics skills
and basic knowledge of ML algorithms to make informed de-
cisions on which approach to use and when. Blogs recommend
exploring the gradual deployment of ML products, from proof
of concepts to less critical implementation, before eventually
incorporating critical modules. This article, specifically the
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TABLE VII
PRACTICES PRESENT IN THE ML PRODUCT LIFE CYCLE RELATED TO THE SOFTWARE ENGINEERING CATEGORY

TABLE VIII
PRACTICES PRESENT IN THE ML PRODUCT LIFE CYCLE RELATED TO THE DELIVERY AND RUNTIME CATEGORY

conceptual map, plays a crucial role in guiding organizations
to identify unfamiliar practices and bridge the gap between
their current approaches and the expectations for the successful
deployment of ML products. It provides a concrete perspective
on the necessary investments and changes to transition towards
a data-centric approach to AI development.

This article explores the ML product life cycle by analyzing
existing concepts and practices documented in the literature.
Considering our (complex) review protocol and specialized
sources, we can shed light on the concentration of discussions
surrounding ML products in specific knowledge areas. We found
that data management and model management categories and
technical practices associated with developing ML models are
more consolidated, with only a few minor controversies in the
literature. However, we have also identified the blurred frontiers
between these areas when building the conceptual map, the
interconnectedness, and interdependencies between different
aspects of the field. For managers, our analysis has highlighted
the importance of collaborating with data engineers and data
scientists from the ML product strategy phase. Managers must
have a solid knowledge of data analysis and how ML models
make inferences to identify opportunities.

Our study has revealed the need for multidisciplinary research
on adopting ML systematically. While we encountered numer-
ous adoption case studies and valuable insights in the GL, which
emphasized the interconnectedness of management decisions

and the impact on ML development, we observed relatively
limited research in academic literature. Other research oppor-
tunities identified are assessing the quality of ML products in
organizations, qualifying managers for ML practice, addressing
the social and ethical implications of ML, and adapting software
engineering practices.

DATA AVAILABILITY

All the data related to this rese arch, supplying a chain
of evidence, are available at https://github.com/alvesisaque/
Practices-ML-Product. We also stored these data at https://doi.
org/10.6084/m9.figshare.23502000.v1 for long-term archiving.

APPEDIX A
SEARCH QUERIES

Table III shows the search queries used in this study and
presents the basic search terms and phrases used to effectively
search for and retrieve relevant works for each category.

APPENDIX B
PRACTICES PRESENT IN THE ML PRODUCT LIFE CYCLE

Tables IV–VIII present the emerged practices, and we
grouped them by the categories defined at the beginning of study
design.
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TABLE IX
DESCRIPTION OF PRACTICES RELATED TO PROBLEM DEFINITION AND SOLUTION DESIGN

APPENDIX C
PRACTICES AND DESCRIPTIONS

Tables IX–XIV provide a glossary of the methods and prac-
tices and their descriptions or definitions, offering a deeper
understanding of their meaning.

APPENDIX D
CONCEPTUAL MAP

Fig. 16 presents, in high resolution, the complete conceptual
map of this study. We encourage readers to zoom-in to explore
the details of the complete conceptual map.
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TABLE X
GLOSSARY OF METHODS AND PRACTICES RELATED TO PRODUCT MANAGEMENT
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TABLE XI
DESCRIPTION OF PRACTICES RELATED TO THE DATA MANAGEMENT CATEGORY
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TABLE XII
DESCRIPTION OF PRACTICES RELATED TO THE MODEL MANAGEMENT CATEGORY
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TABLE XIII
GLOSSARY OF METHODS AND PRACTICES RELATED TO THE SOFTWARE ENGINEERING CATEGORY
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Fig. 16. Conceptual map displaying the various practices and their interrelationships related to effectively managing ML systems.
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TABLE XIV
GLOSSARY OF METHODS AND PRACTICES RELATED TO THE DELIVERY AND RUNTIME CATEGORY
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