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Abstract

CrossMark

We measured the cross sections for Au L, L3, Ly, L and Ly x-ray production by the impact of
electrons with energies from the Lj threshold to 100 keV using a thin Au film whose mass
thickness was determined by Rutherford Backscattering Spectrometry. The x-ray spectra were
acquired with a Si drift detector, which allowed to separate the components of the Ly multiplet
lines. The measured Lo, L3, Ly, L72’3’6, L74,4,, L+, L¢ and Ly x-ray production cross sections
were then employed to derive Au L, L, and L3 subshell ionization cross sections with relative
uncertainties of 8%, 7% and 7%, respectively; these figures include the uncertainties in the
atomic relaxation parameters. The correction for the increase in electron path length inside the
Au film was estimated by means of Monte Carlo simulations. The experimental ionization cross
sections are about 10% above the state-of-the-art distorted-wave calculations.

Keywords: atomic L subshells, electron impact ionization, distorted-wave Born approximation,
silicon drift detector

(Some figures may appear in colour only in the online journal)

1. Introduction

Accurate cross sections for the ionization of atomic inner
shells by electron impact are an important piece of informa-
tion in the fundamental understanding of electron—atom col-
lision processes as well as essential in many applied fields. An
authoritative review of the experimental data available up to
2013 was published by Llovet et al [1]. It can be seen that
there is much room for improvement in the accuracy of the
measurements because the relative uncertainties are not better
than 10%—20% (one standard deviation) for almost all studied
elements, shells and electron energies.

In the case of Au L ionization and x-ray production cross
sections, there is a considerable number of measurements
[2-11]. The data from most of the experiments are restricted

0953-4075/18,/025201+-11$33.00

either to the energy range from the L; threshold to 25-40 keV
[2, 3, 6, 8-10], where the cross sections increase steeply and
reach a broad maximum, or above 50 keV [5, 11], where they
decrease smoothly while bremsstrahlung emission keeps
growing. We have not found any data set obtained in a single
experiment that covers the energy interval from the L;
threshold to 100 keV.

Rahangdale er al [10] presented Au L;, L, and L;
ionization cross sections for energies between the L; ioniz-
ation threshold and 40 keV. The behavior of their results is
surprising. The cross sections for the ionization of the Lj
subshell are compatible with other experimental data and with
the distorted-wave Born approximation (DWBA) [12, 13],
which is one of the most reliable ab initio theoretical fra-
meworks. The agreement worsens for the L, subshell, and for

© 2017 IOP Publishing Ltd  Printed in the UK
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L, their cross sections are inconsistent with other measure-
ments and theoretical models.

In a recent paper, Pindzola [14] calculated Au L; subshell
ionization cross sections within the subconfiguration-average
distorted-wave (SCADW) formalism, treating the transverse
term of the electron—electron interaction without simplifica-
tions. The DWBA and SCADW predict essentially identical
Au L, ionization cross sections, which in the case of the L,
subshell are roughly a factor of two larger than Rahangdale
et al’s experimental values. Pindzola encouraged carrying out
additional measurements to settle this issue [14].

Motivated by the aforementioned discrepancy we con-
ducted new measurements of the Au (Z=79) Lo, LS, L, L?
and Ln x-ray production cross sections by electron impact
with kinetic energies between the L; threshold and 100 keV.
From these data we extracted the Au L, L, and L; subshell
ionization cross sections. The present experiment improves
upon our previous one [11] in several aspects: the energy
range of the electron beam extends from the L; ionization
threshold up to 100 keV; the x-ray production cross sections
were determined by a direct method, with the thickness of the
Au film estimated by Rutherford backscattering spectrometry
(RBS), thus allowing to reduce the uncertainty of the results
by about a factor of two with respect to our earlier work [11]
and almost all reported experimental data [1]; the x-rays
emitted by the irradiated target were detected by a Si drift
detector (SDD), which performs better than Si(Li) spectro-
meters in the energy range of interest [11]; the beam current
was measured, including the electrons scattered by the target;
Monte Carlo simulations were done with the PENELOPE code
[15] to estimate the effective path length of the electrons
within the Au film for each incident beam energy. Our
experimental cross sections were compared with the DWBA
[12, 13] and SCADW [14] calculations and with available
experimental data from the literature.

2. Experiment

Complete descriptions of the experimental arrangement and
the beam line with details about the electron beam are going
to be published elsewhere [16], hence we provide below a
concise explanation of these characteristics only when rele-
vant to this experiment.

2.1. Sample preparation and characterization

The physical vapor deposition technique was employed to
deposit very thin films of Au on thin C backings. The sub-
strates were prepared by evaporation of C onto a glass holder.
Then they were detached from the glass and subsequently
attached to the sample frame, a rectangle with 30 and 15 mm
sides, 0.3 mm thick and a central hole 10 mm in diameter
made of C fiber to minimize the production of photons by
electrons in the beam halo or scattered by the target, which
would yield undesired photoionization events. This framed
backing was finally placed in an evaporator under vacuum,
over a circular mask 8 mm in diameter, centered in the frame
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Figure 1. Experimental (dots) and simulated (line) RBS spectra
pertaining to Au/C target #2 with the “He™ beam hitting its center
(case 2+ in figure 2). The energy dispersion is 6 keV /channel.

hole, to deposit a uniform Au film; this reduces the total
amount of Au that could be hit by background photons in the
irradiation chamber.

The mass thicknesses of the Au films and C substrates
were estimated having recourse to RBS. To this end, the
targets were irradiated with a 2200 keV *He" beam about
2 mm in diameter from the LAMFI Pelletron tandem accel-
erator [17], which impinged on the targets with an inclination
of 7°. The energy spectra of the elastically backscattered ions
were recorded by a surface barrier Si detector positioned at
120° with respect to the direction of the incident ion beam.
The RBS spectra were analyzed with the SIMNRA [18] and
MultiSIMNRA [19] codes. One of the collected energy
spectra of backscattered *He particles is shown in figure 1
along with the SIMNRA simulated spectrum.

In order to quantify the uniformity of the Au films, four
Au/C targets produced in the same batch were irradiated at
three points: the target center, 2 mm above it and 2 mm below
it. Figure 2 displays the measured mass thicknesses pd (p is the
mass density). The mass thickness of the Au film of target #2,
the one chosen for the subsequent electron bombardment, was
estimated as the average of the three RBS measurements per-
formed on this target whereas its uncertainty was estimated
based on the quadratic sum of the standard deviations of the
mass thicknesses of all targets with the uncertainty deduced
from the “He " spectrum fit procedure by MultiSIMNRA [19].
The resulting value is pd = 9.6(5) ug cm~2. For the sake of
completeness we quote the average mass thickness of the C
backings, 9.2(4) ug cm~2, although this quantity does not play
any role in the data analysis below.

2.2. Irradiation chamber and detection system

The Au/C target #2 was positioned in the center of the
cylindrical irradiation chamber, which has a diameter of
50 cm, making an angle o = 30° with the direction of the
incident beam. The x-rays emitted at an angle of 90° with
respect to the electron beam were detected by a SDD
(Amptek, Bedford, USA). Its Si crystal has a nominal thick-
ness of 0.5 mm and an area of 25 mm” The area of the



J. Phys. B: At. Mol. Opt. Phys. 51 (2018) 025201

S F Barros et al

—_
—_
o

—_
(=)
(9]
T
|

mass thickness (ug/cm?)
\o . .
¢ n
—
H——
——
——+h
—eo—H

S
S
T
:
:
i
I
I
I
I
I
I
I
I
I
I
i
I
1
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
il

9.0 1

8.0: L L L L L L L L
I+ 2+ 2 27 3+ 6+ 6L 67

target/position

Figure 2. Mass thicknesses of the Au films in four Au/C targets,
obtained by RBS. The abscissa identifies the target number and the
irradiation point: 4, | and T denote, respectively, the target center,
2 mm below it and 2 mm above it. The (red) squares belong to target
#2; the continuous and dashed (red) horizontal lines are the adopted
mass thickness and uncertainty for the Au film in this target (see the
text). The (black) dot-dashed horizontal line is the average mass
thickness of the Au films that ensues from the eight data points.

internal collimator is 17 mm? and the 12.7 pm thick Be
window is separated by 1.4 mm from the front surface of the
active volume. The SDD was placed outside the vacuum
chamber, 5 cm away from the spectroscopy window made of
a Kapton foil and an Al foil with thicknesses of 25 ym and
5 pm, respectively. The base pressure in the vacuum chamber
was 7 x 107> Pa during the experiment.

The full-energy (FE) peak efficiency curve of the SDD in
the present setup, g (E), was established by measuring 7-rays
and characteristic x-rays emitted in the decay of 3TCo, '33Ba,
2By and *'Am calibrated radioactive sources placed in the
target position with the irradiation chamber filled with air. The
sources were manufactured and their activities certified abso-
lutely at the LMN-IPEN/CNEN-SP (Nuclear Metrology
Laboratory, Research Institute and National Commission for
Nuclear Energy, Sdo Paulo). The carrier-free radioactive mat-
erial was laid between two 7.5 um thick Kapton foils, forming a
spot 4 mm in diameter, and mounted in frames that are identical
to those used for the targets. The Seltzer model [20] for the FE
peak efficiency of this detector was carefully assessed in [21],
and applied to compute gg (E) in this experiment. In particular,
the Si crystal thickness L and the solid angle €2 were regarded as
adjustable parameters. The fitted values were L = 0.497
(6) mm and Q = 1.9798(14) x 10~* sr; the value of L is
compatible with both the nominal thickness disclosed by the
manufacturer and the estimate of 0.527(24) mm found in [21]
for the same spectrometer. Figure 3 shows the experimental
efficiency values obtained with the radioactive sources along
with the FE peak efficiency calculated with these fitted para-
meters and the attenuating layers appropriate to the two
experimental configurations employed in this work. Besides
the detector and irradiation chamber windows, common to
both configurations, we accounted for 30 cm of air and
(7.5 pm)/cos 60°= 15 pm of Kapton when using the radio-
active sources making an angle o« = 30° with the direction of
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Figure 3. FE peak efficiency, epg(E), of the SDD as a function of
photon energy. The points are experimental values; the uncertainty bars
correspond to one standard deviation. The continuous and dot-dashed
curves are Seltzer’s model [20] computed with the fitted values [ and
9 (see text) in the experimental conditions of the measurement with the
radioactive sources (chamber filled with air) and with the electron
beam (vacuum in chamber), respectively. The (red) horizontal dashed
line indicates the geometrical efficiency Q/4r.

the incident beam, and 5 cm of air when performing the mea-
surements with the electron beam.

The beam current was evaluated from the sum of the
charges collected in the Faraday cup, placed at 0° with respect
to the beam line, and in the irradiation chamber, both elec-
trically insulated.

2.8. Measurement of x-ray spectra

The irradiations were carried out at nineteen energies ranging
from 13 to 100 keV, with some values chosen between the
ionization thresholds of the L subshells. The energies and the
respective uncertainties were estimated by fitting the tip of the
bremsstrahlung spectra as described in [22]. The irradiation
times spanned from 600 to 1800 s. The beam current was set
between 600 nA and 2 pA so as to achieve a high counting
statistics while keeping the SDD dead-time fraction smaller than
4%. The x-ray spectra depicted in figure 4 were acquired at
13.56(6) keV (only the L3 subshell can be ionized), 14.35
(6) keV (now the L, subshell can be ionized too) and 16.16
(6) keV (the three subshell ionization channels are open). The
spectra feature K x-ray peaks of Cr, Mn, Fe and Ni (5.4, 5.9, 6.4
and 7.5 keV, respectively) that originate from the ionization of
the elements in the stainless steel wall of the irradiation
chamber. Next to the Au M peaks, the K K and Ar K x-ray
peaks (at 3.3 and 2.9 keV) are, respectively, due to traces of the
soap used in the preparation of the C backing and the air
between the detector and the chamber spectroscopy window.

3. Data analysis

3.1. X-ray peak area estimate

Each x-ray peak was fitted with a Voigt function [21], and a
flat shelf was added to account for photoelectron escape and
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Figure 4. Energy spectra of the x-rays emitted by the Au/C sample
in the runs with 13.56(6) keV, 14.35(6) keV and 16.16(6) keV
electrons (bottom to top). The energy dispersion is 13 eV /channel.
The Cr, Mn, Fe and Ni K x-rays originate in the wall of the
irradiation chamber.

other secondary detection effects. In the Voigt function, the
natural width I" was borrowed from the compilation of Krause
and Oliver [23]. The flat shelf was convolved with the
Gaussian that models the pulse broadening of the detection
system, and its amplitude & was kept fixed based on the model
proposed by Scholze and Procop [24]. The Gaussian disper-
sion associated with the detector response as a function of the
photon energy E was given by s(E) = ,/sezl + W5 F5;E [20],
where Wy; and Fy; are, respectively, the average energy
expended in the formation of an electron-hole pair in Si and
the Fano factor [25]. The parameter s that corresponds to
electronic noise associated with the pulse amplification pro-
cess was adjusted in each run whereas the product W; Fs; was
fixed to the value found during the calibration previously
done with radioactive sources. The other fitted parameters
were peak positions and areas, and those that model the
spectrum continuous component, as described below.

The parameters of the Lo and Ly multiplets and those of
the L¢ and Ln lines were fitted concomitantly by the least-
squares procedure, hence the high counting statistics of the
La doublet was preponderant in the estimate of the peak
widths. In the Lo doublet region, three peaks were included to
fit the Loy and Lay, lines and a small shoulder that was
observed on the right side of the Loy peak (see below). In
turn, in the L~y group, six peaks were included for the L,
L, L, Ly, 4s L and L lines.

In each group, we left the position ny;,. of a single line as
a free parameter and held the positions of the others fixed
relative to it, adopting the experimental x-ray energies
recommended by Deslattes et al [26]. The positions of the L¢
and Ln lines were left free in the fit. The peak areas were

regarded as free parameters except for the Ly, peak, whose
area was fixed with respect to that of L, taking as reference
Scofield’s emission rates [27].

The continuous component of the spectrum was modeled
as the sum of a polynomial of the second degree with a
constant that multiplies the form of the bremsstrahlung
spectrum generated by the target. A theoretical model of
doubly differential bremsstrahlung cross section [28-30] was
fitted to the energy region of the tip of each of the exper-
imental spectra following the procedure described in [22],
which also allowed to determine the mean energy of the
incident electron beam.

The expression employed in the fit procedure was

M
y(m) =Y A V(ni, s(E(m)), Ti; n) + ¢ (n), ey
i=1
where V is the Voigt function, A; and n; are the areas and
positions (channels) of the M peaks included in the fit,
respectively. The function ¢ models the continuous comp-
onent of the spectrum; it is given by

P(n) = co + ci(n — ng) + c2(n — ng)*> + k B(E(n)), (2)

being ¢; the coefficients of the 2nd degree polynomial and & a
constant that multiplies the bremsstrahlung spectrum
B(E(n)). The arbitrary constant ny (not an adjustable para-
meter) was set as the central channel in the region of interest;
this choice strongly reduces the statistical correlation between
the fitted parameters c¢;. The experimental spectrum for a
30 keV electron beam is plotted in figure 5(a) together with
the fitted lines and figure 5(b) displays the corresponding
standardized fit residuals. The reduced x? for this fit was 1.3.

It was not possible to separate the lines in the L3 group
with sufficient accuracy to determine the cross section in the
13-100 keV energy range owing to their strong overlap.
Consequently we estimated the area of the complete group by
summing the number of counts in the corresponding energy
region and subtracting the counts of the continuum comp-
onent, which was deduced from the simultaneous fit of the Lo
and L~ multiplets.

The area of the Lo doublet was estimated by summing
Loy and Loy, fitted areas, and that of the Ly group, by the sum
of Ly, Ly,, Ly, Lfy4y4,, L~ and Ly fitted areas. In both cases,
the covariances between the area parameters from the least-
squares fit procedure were incorporated in the evaluation of
the uncertainties.

In all spectra, we observed a small shoulder at the right
side of the La doublet. Unfortunately, we could not ascertain
whether it was a satellite line, a transition which is forbidden
in the dipole approximation or some secondary detection
effect. However, when the target was irradiated by an electron
beam whose energy was lower than the Au L3 ionization
threshold, we did not observe a peak in this region, and
therefore we concluded that it was not due to contamination
by another element. The area of the peak fitted to reproduce
the shoulder is about half of the L# area, and therefore it did
not compromise the measurement of the La doublet area
within the stated uncertainties. Nevertheless, it is very close to
the Ly line and may have affected the estimate of its area.
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Figure 5. (a) Model function (red curve) calculated with the fitted
parameters and experimental points of the La and Ly multiplets as
well as the L and Ly lines for the spectrum recorded at 30 keV. The
black curve is the continuous component ¢, equation (2). (b)
Standardized fit residuals of the data points in (a).

From the comparison of the current data with the ratio of Ly
and L-, intensities reported by Scofield [27], we think that
about 10(5)% of the Lz area was lost. Hence, we decided to
multiply the fitted Ln peak area by 1.10(5) and make the
corresponding uncertainty propagation.

3.2. X-ray production cross sections

When an electron beam penetrates a self-sustaining film of a
given element following a straight trajectory and without loss
of energy, the x-ray production cross section oy; for the peak
L;j in the run with electrons of energy E can be evaluated from

NLj

, 3
N, (Nd/ cos ) epe (Ev)) @

Ufj(E) =

where Ny is the area of the Lj peak (energy Ei;), N is the
number of Au atoms per unit volume, d is the thickness of the
film, « is the angle of inclination of the target with respect to
the beam, and N, is the number of incident electrons. In
equation (3) the emission of characteristic L x-rays is assumed
to be isotropic even if these originate from vacancies in the L;

subshell. The correction for the dead time of the acquisition
system was implemented according to [31, 32].

Electrons that hit a target undergo inelastic and elastic
collisions that change their energy and direction of propagation.
In particular, the effective path length of the electron beam
within the Au film will be slightly longer than d/ cos a. Monte
Carlo simulations with the PENELOPE [15] code yielded an
energy-dependent multiplicative correction factor that accounts
for this path length increase. Figure 6 shows the simulated
correction factor for the Au film with pd = 9.6(5) ug cm—2
and = 30° as a function of the energy of the incident elec-
tron beam.

The x-ray production cross sections of the Lo, L3 and L~y
multiplets and the L¢ and L7 lines were calculated from
expression (3) with the values of N, Nd and epg(Ey,) esti-
mated as described above. The uncertainty of these cross
sections was found by the usual propagation method applied
to equation (3).

3.3. L-subshell ionization cross sections

We derived the Au L, L, and L; subshell ionization cross
sections employing the methodology presented in [11], but
with a larger number of x-ray lines. As it was possible to
acquire spectra with high statistic and good resolution, L-, ,,
and L, which could not be considered previously [11], were
fitted and included in the analysis. In short, the groups and
lines selected here to find oy,, o1, and oy, were Loy, LG, L,
L7, 56> Ly 41 Ly, LE and Ly. The corresponding x-ray pro-
duction cross sections are connected to the L; subshell
ionization cross sections through the vacancy-production
cross sections O’lﬂi by the relations

Iim
X 3vVl45 h
OLla = W3 O, (€]
3,tot
Fl 1Y Tx,
X 8 h 28 h 38 h
L3 = 10, + — w0, + —wsop,, (5
Fl,tot 2,tot 3,tot
I~
X 2Ny h
OLy, = w2 0,5 (6)
2,tot
ILN I
X 1IN23 h L,04 h
UL7’2,3.5 T 1oL, + W2 0L, @)
1,tot 2,tot
Ito
X 1023 h
Oln, . . w1 oL, (8)
L,LO
TN
X 21\ h
Ly = o W20, 9
2,tot
Iim
X 3Mj h
oL = W3 O, (10)
I35 01 ’
X LoM; h
oLy = wy oL, an
2,tot

where w; is the fluorescence yield of subshell L;, [;; are the
emission rates for transitions belonging to the LG group,
I‘L‘.(M,N,o)j is the emission rate for the transition L;(M,N,O);,
and [} is the sum of the emission rates for all possible
transitions to the L; subshell.
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Figure 6. Multiplicative correction factor to determine the effective
path length of electrons that impinge with @ = 30° on the

9.6(5) ug cm 2 thick Au film as a function of the incident beam
energy.

The vacancy-production cross sections are in turn related
to the K and L; (sub)shell ionization cross sections by means
of expressions

of, = o1, + Nk, ok, (12)
Ulﬁz = oL, + fipou + ke, + fi2 Tk, 9% (13)
oLy = 0y + fo3 0L, + (fis + iy + fia foy) o,
+ e, + bk, + (fis + f5 + fia 53 ke,) ok
(14)

where ok, 01,, 01, and oy, are, respectively, the K, L;, L, and
L3 (sub)shell ionization cross sections by electron impact, f;
are the Coster—Kronig non-radiative transition probabilities,
fl’3 is the Coster—Kronig radiative transition probability and
Nk, are the vacancy-transfer probabilities from the K-shell to
the L, subshells. The contribution of intrashell radiative
transitions from L; to L, have not been included in
equations (13) and (14) because the corresponding yield fll2 is
extremely small.

As described in [11], the x-ray production cross sections
in expressions (4)—(11) are linear in the ionization cross
sections. Thus, they can be written in the matrix form

oy = X oy, (15)
where o) and oy are the column vectors with the true values of
the cross sections for x-ray production and L-subshell ionization,
respectively, and X is the design matrix. Taking the experimental

data oG, as estimates of o7, with covariance matrix V,* , the
least-squares estimate for oy is given by [11, 33]

=XVl X7IXTV-! o}

exp
exp exp P

(16)

3 7
0.13 l i
5012 + } :
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(b)
Figure 7. Experimental ratios (a) o1,, /o1, and (b) o1, /o, for

Au by electron impact. The horizontal lines indicate the ratios
tabulated by Scofield [27] (black dashed line) and by Campbell and
Wang [37] (red continuous line).

The atomic relaxation parameters in the design matrix X
have uncertainties that must be propagated to the variances of the
fitted parameter vector. A good approximation for the total var-
iance of & is [11]

Vo= XTVL X)! + DV DT, (17)
exp

where the first and second terms in the right-hand side account
for the uncertainties in the experimental x-ray production cross
sections and atomic relaxation parameters, respectively. V. is
the variance matrix of the relaxation parameters and I is a rec-
tangular matrix whose elements are the derivatives of the (sub)
shell ionization cross sections with respect to each of these
parameters.

It is important to remember that when the energy of the
electron beam is greater than the K-shell binding energy
(Uauxk= 80.7 keV [26]), migration of a K-shell vacancy to
any L-subshell must be considered. In this experiment, for 90
and 100 keV electron beams, the K-shell ionization cross
section g was added to the vector & of parameters to be

fitted, and the column vector o, should be augmented with
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Table 1. Measured La, L3, L, L{ and Ly x-ray production cross sections of Au by electron impact. The numbers between parentheses are
the uncertainties (one standard deviation) in units of the least significant digit.

E (keV) o}, (b) oty () af, ®  of,® af, b
12.986)  34(2) 8.0(5) 1.62(11)
13.56(6)  51(3) 11.3(7) 2.44(15)
13.60(7)  52(3) 11.3(7) 2.62(16)
14356)  71(4) 229(14)  1.71(11)  3.46(21)
15.08(7)  90(5) 37.4(22)  52(3)  4.37(27) 0.38(18)
16.16(6)  111(7) 56(3) 8.0(5) 543)  0.79025)
17.85(8)  138(8) 78(5) 11.7(7) 6.7(4) 1.03)
22.45(7)  173(10) 108(6) 17.4(10)  8.5(5) 1.8(4)
25.01(8) 183(11) 117(7) 192(11)  9.0(5) 1.8(4)
31.62(7)  194(11) 129(8) 21.1(12)  9.6(6) 2.0(4)
35.53(8)  194(11) 131(8) 21.8(13)  9.6(6) 2.1(4)
45.42(4)  191(11) 131(8) 21.7(13)  9.5(6) 2.1(4)
50.88(13) 186(11) 128(7) 21.5(13)  9.2(6) 2.0(4)
51.70(4)  184(11) 127(7) 21.1(12)  9.1(5) 1.94)
60.98(5)  175(10) 123(7) 204(12)  8.6(5) 1.8(4)
71.30(4)  166(10) 117(7) 19.4(11)  8.2(5) 1.8(4)
80.55(6)  159(9) 112(7) 19.1(11)  7.9(5) 1.73)
90.06(8)  152(9) 107(6) 18.1(11)  7.6(5) 1.73)
100.15(9)  148(8) 105(6) 18.0(10)  7.4(4) 1.73)

Table 2. Au L, L, and L; subshell ionization cross sections. The
numbers in parentheses represent the uncertainty associated with the
value (one standard deviation).

E (keV) o, ® oL, () oy D)
12.98(6) 139(7)
13.56(6) 203(10)
13.60(7) 210(11)
14.35(6) 272)  279(16)
15.08(7)  38(4) 56(4)  328(20)
16.16(6)  57(6) 91(7)  400(26)
17.85(8)  86(8)  134(10) 488(32)
2245(7)  132(11)  199(14)  598(41)
25.01(8) 152(12) 215(15) 624(44)
31.62(7)  163(12) 242(17)  663(47)
35.53(8) 168(13) 249(17)  658(47)
45.42(4)  168(12) 246(17)  647(46)
50.88(13) 174(12) 240(16)  625(45)
51.70(4)  175(12)  237(16)  613(44)
60.98(5) 169(12) 236(16) 579(42)
71.30(4) 160(11) 219(15)  555(40)
80.55(6) 149(10) 217(14) 532(39)
90.06(8) 143(10) 204(14) 510(37)

100.15(9)  141(10) 205(13)  495(36)

measured Koy, and K33 x-ray production cross sections
deduced from the corresponding peak areas. However, the
SDD employed in these measurements has an efficiency for
the Au Ka and KB x-rays (Eg,,= 68.1 keV, Egg .=
77.3 keV) that is very small and prevents a proper observa-
tion of the peaks. Therefore, for these two beam energies we
took x-ray emission cross sections interpolating between the
experimental data published in [22]; the adopted values of

OKay, and ok . were 1.38 b and 0.30 b for 90.06 keV and
2.45 b and 0.51 b for 100.15 keV, respectively.

Ionization cross sections were calculated with atomic
relaxation parameters which consist in: fluorescence yields
and Coster—Kronig coefficients given by Kolbe et al [34];
radiative and non-radiative vacancy-transfer probabilities
from the K-shell to the L; subshells calculated by Scofield
[35] and Rao [36], respectively, and x-ray emission rates
tabulated by Campbell and Wang [37]. The transfer prob-
abilities from [35] have uncertainties of the order of 2% [38]
and the fraction of the Auger contribution in 7y, = introduces
an uncertainty around 15% [36].

4. Results

Figure 7 compares the experimental ratios oy, /o1, and
0L, /0L, to the ratios of emission rates tabulated in [27, 37].
Table 1 lists our experimental Lo, LG, Ly, Lf and Ly x-ray
production cross sections derived from equation (3). Figure 8
displays the present measurements together with experimental
values previously reported by other authors [5, 6, 8-11] and
with theoretical x-ray production cross sections evaluated
within the DWBA [12, 13].

Table 2 collects the results for Au L;, L, and L3 subshell
ionization cross sections and their respective uncertainties.
The procedure described at the end of section 3.1 to correct
the Ln areas has a negligible influence on the estimate of the
Au L, ionization cross section, which is dominated by the L,
and some LS lines. Figure 9 compares these cross sections
with other experimental data [2—7, 10, 11] and the predictions
of the DWBA [12, 13] and SCADW [14] formalisms.
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Figure 8. Au La, L3, L, L¢ and L1 x-ray production cross sections. The (blue) circles are the experimental values from this work. (Orange)
inverted triangles, (red) circles, (purple) empty circles, (green) squares, (pink) triangles and (purple) diamonds represent the data from
references Pa80 [5], Sh81 [6], Ca02 [8], Wu04 [9], Ral4 [10] and Bal5 [11], respectively. The continuous curves are the theoretical DWBA

cross sections [12, 13].
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5. Discussion

A thorough review of the Au L x-ray production and ioniz-
ation cross section measurements in the literature can be
found in [11] and will not be repeated here.

The x-ray production cross sections can be estimated by
two different methods, and here we adopt the same definitions as
in [11]. We shall call direct measurement that where N, is
obtained measuring the beam current, and the sample mass
thickness is determined by any independent experimental pro-
cedure. The name relative method will mean that the product
N.d is deduced in the same experiment from the bremsstrahlung
yield and its accepted theoretical differential cross section.

In this work we used a multiplet decomposition procedure,
with the simultaneous fit of all parameters of the L{ and Ln
lines and of the Lo and L~y groups, which differs from that
employed in [11], where the Lo and L~y multiplet parameters
were fitted separately. The standardized residuals of the fit
pertaining to the x-ray spectrum acquired for the 30 keV elec-
tron beam, figure 5(b), attest to the good quality of the fit. When
the parameters of the Ly multiplet are fitted separately from
those of the La doublet, the parameter s, (the component of the
peak width caused by electronic noise) may not be well esti-
mated owing to the strong overlap of the lines in this multiplet,
leading to an underestimation of the peak areas. This problem
disappears when Lo and Ly are fitted simultaneously because
the high statistic of the La doublet is preponderant in the
estimate of 5. This change in fit methodology led to a small
increase of around 13% in the present Ly peak areas compared
to those of [11] and explains most of the difference in the
corresponding x-ray emission cross section (see figure 8(c)).

The o1, /01, ratios plotted in figure 7 confirm that the
La; and Lay, lines were well separated in the fit. In addition,
the o1, /aim ratios show that the spectra had sufficient
counting statistics to distinguish the L~ line from the con-
tinuous component and fit the peak area with good precision.

The Au L x-ray production cross sections reported here
are the first ones obtained by direct measurement using the
Microtron and LAMFI Pelletron tandem accelerators at the
Universidade de Sdo Paulo. With respect to our previous
50-100keV cross sections resulting from a relative mea-
surement, they are in complete agreement for the Law and L3
multiplets and display for Ly small differences caused by the
change in the fit methodology.

The new x-ray production cross sections have uncertainties
of the order of 6% for the Lo, L3 and Ly multiplets and around
6% and 25% for the L{ and Ln lines, which constitutes a sub-
stantial improvement in the accuracy compared to the data we
measured earlier [11], where these uncertainties were about 13%,
15% and 30%, respectively. This improvement is mainly a
consequence of the direct measurement used to obtain the x-ray
production cross sections, which reduced the uncertainty in the
Au film thickness from 11% to 5%. Thereby, the relative
uncertainties in the Au L;, L, and L; subshell ionization cross
sections are approximately 8%, 7% and 7%, respectively, making
the present results arguably the most precise data set in the
literature.
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Figure 9. Au L, L, and L5 subshell ionization cross sections. The (blue)
circles are the experimental values from this work. (Red) empty
triangles, (gray) squares, (black) squares, (orange) inverted triangles,
(red) circles, (green) circles, (pink) triangles and (purple) diamonds
represent the data from references Gr68 [2], Sa71 [3], Da72 [4],

Pa80 [5], Sh81 [6], Sc93 [7], Ral4 [10] and Bal5 [11], respectively.
The continuous curves and the crosses are the predictions of the ab initio
DWBA [12, 13] and SCADW [14] formalisms, respectively.

Compared to theoretical calculations, the La, L3 and L~y
x-ray production cross sections reported here are about 10%—
12% higher than the predictions of the DWBA and SCADW
formalisms, while the experimental Au L, L, and L3 subshell
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ionization cross sections are around 10% above the DWBA
and SCADW values for electron energies a few keV above of
the ionization threshold.

It is well known that x-rays emitted by the filling of
vacancies in the L; subshell present an anisotropic angular
distribution [39]. The atomic alignment produced by electron
impact is appreciable near the ionization threshold but
decreases very rapidly with increasing energy. Calculations
done within the Born approximation conclude that the
alignment parameter in Au is about 12% at 12 keV. The
ensuing x-ray anisotropy is, however, attenuated by a factor
that depends on the angular momentum of the subshell to
which the vacancy is transferred. For the Loy and LY lines this
factor is 1/10 and 1/2, respectively [39], which yields an
effective anisotropy in the emission of these lines around
1.2% for Loy and 6% for L¢ (at 12 keV). Since the measured
L3 ionization cross section is dominated by the observed Loy
peak area (which is some 17 times larger than that of the L/
peak) and the uncertainty of our oy, cross sections is 6%, the
assumption of isotropic emission can cause errors about 1/5
of the stated uncertainty close to the threshold; for increasing
energies the errors are even smaller.

6. Conclusions

We have measured Au La, LS, Ly, L¢ and Ly x-ray pro-
duction and L;, L, and L; subshell ionization cross sections
by electron impact for energies from the L; threshold up to
100 keV. The uncertainties of the present cross sections are
significantly smaller than those of our previous experiment,
which was conducted using the relative method for energies
between 50 and 100 keV, but otherwise both data sets are
fully consistent.

Our results are in reasonable agreement with most of the
other experimental works and slightly above the theoretical
DWBA and SCADW formalisms. To the best of our
knowledge, this corresponds to the first results of the Au L
cross sections by electron impact performed from the L;
ionization threshold up to 100 keV in a single experiment,
and the most precise in this energy range to date.
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