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ABSTRACT

Context. Two years ago, the Ams-02 collaboration released the most precise measurement of the cosmic ray positron flux. In the
conventional approach, in which positrons are considered as purely secondary particles, the theoretical predictions fall way below
the data above 10 GeV. One suggested explanation for this anomaly is the annihilation of dark matter particles, the so-called weakly
interactive massive particles (WIMPs), into standard model particles. Most analyses have focused on the high-energy part of the
positron spectrum, wheretheanomaly lies, disregarding thecomplicated GeV low-energy region whereGalactic cosmic ray transport
is morediffi cult to model and solar modulation comes into play.
Aims. Given the high quality of the latest measurements by Ams-02, it is now possible to systematically re-examine the positron
anomaly over the entire energy range, this time taking into account transport processes so far neglected, such as Galactic convection
or diffusivere-acceleration. Thesemight impact somewhat on thehigh-energy positronflux so that acompleteand systematic estimate
of thesecondary component must be performed and compared to theAms-02 measurements. Theflux yielded by WIMPs also needs
to bere-calculated moreaccurately to explorehow dark matter might source thepositron excess.
Methods. We devise a new semi-analytical method to take into account transport processes thus far neglected, but important below
a few GeV. It is essentially based on the pinching of inverse Compton and synchrotron energy losses from the magnetic halo, where
they take place, inside the Galactic disc. Thecorresponding energy loss rate is artificially enhanced by the so-called pinching factor,
which needs to becalculated at each energy. Wehavechecked that thisapproach reproduces theresultsof theGreen function method
at theper mille level. Thisnew tool is fast and allowsone to carry out extensivescansover thecosmic ray propagation parameters.
Results. We derive the positron flux from sub-GeV to TeV energies for both gas spallation and dark matter annihilation. We carry
out ascan over thecosmic ray propagation parameters, which westrongly constrain by requiring that thesecondary component does
not overshoot theAms-02 measurements. Wefind that only models with largediff usion coeffi cients areselected by this test. We then
add to thesecondary component thepositron flux yielded by dark matter annihilation. Wecarry out ascan over WIMPmass to fit the
annihilation cross-section and branching ratios, successively exploring the cases of a typical beyond-the-standard-model WIMP and
an annihilation through light mediators. In theformer case, thebest fit yieldsa p-valueof 0.4% for aWIMPmassof 264 GeV, avalue
that does not allow to reproduce the highest energy data points. If we require the mass to be larger than 500 GeV, the best-fit χ2 per
degree of freedom always exceeds a value of 3. The case of light mediators is even worse, with a best-fit χ2 per degree of freedom
always larger than 15.
Conclusions. We explicitly show that the cosmic ray positron flux is a powerful and independent probe of Galactic cosmic ray
propagation. It should beused as acomplementary observable to other tracers such as theboron-to-carbon ratio. This analysisshows
also that the pure dark matter interpretation of the positron excess is strongly disfavoured. This conclusion is based solely on the
positron data, and no other observation, such as theantiproton flux or theCMB anisotropies, needs to be invoked.
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1. Introduction

The cosmic ray (CR) positron flux has been measured
with unprecedented accuracy by the Ams-02 collaboration
(Aguilar et al. 2014). This observation is of paramount impor-
tance in several respects. To start with, it providesan insight into

? All authors aremembers of theCosmic Ray AlpineCollaboration.

the mechanisms that create positrons inside the Milky Way. For
a long time, CR positrons have been thought to be exclusively
secondary species originating from the spallation of the gas ly-
ing in the Galactic disc. The first experimental hints for adevia-
tion from theconventional scenario camefrom thedatacollected
by the High-Energy Antimatter Telescope (Heat ) collaboration
(Barwick et al. 1997; DuVernois et al. 2001; Beatty et al. 2004),
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but the existence of a positron anomaly has been firmly
established by Adriani et al. (2009) who reported an excess in
thepositron fraction measured up to 100 GeV by thePayload for
Antimatter Matter Exploration and Light-nuclei Astrophysics
(Pamel a) satellite. Recently, the Alpha Magnetic Spectrome-
ter (Ams-02) has initiated a new era of precision measurements
with thereleaseof high-quality data, in particular on thepositron
fraction (Aguilar et al. 2013; Accardo et al. 2014) and positron
flux (Aguilar et al. 2014) up to 500 GeV. The Ams-02 results
definitely confirm that, in addition to the secondary component,
a new ingredient is at play in thecosmic positron radiation.

These measurements have an obvious connection with the
long standing problem of the astronomical dark matter (DM).
The nature of this enigmatic component, which contributes a
fraction of ∼27% to theenergy budget of theUniverse, isstill un-
resolved. Themost commonly accepted hypothesis isbased on a
weakly interacting massiveparticle, dubbed WIMP, whoseexis-
tence is predicted in most extensions of the high-energy physics
standard model. A distinctivefeatureof thesespeciesis that they
are produced in the early Universe, through self-annihilation,
with a relic abundance in close agreement with the cosmolog-
ical observations. In this approach, weakly interactive massive
particles (WIMPs) pervade the Galactic halo wherein they still
pair annihilate today, yielding positrons among other standard
model particles. The positron anomaly has triggered a feverish
activity insofar as it could be interpreted as the imprint left by
DM species on the CR positron spectrum. Many investigations
explored whether or not WIMPs might be the source of that
anomaly. We refer the reader to the analysis by (Di Mauro et al.
2014, 2016; Lin et al. 2015; Boudaud et al. 2015) and references
therein. The vast majority of these studies are focused on the
high-energy part of thepositron spectrum, above10 GeV. Below
this energy, solar modulation comes into play and complicates
theinterpretation of thedata. Moreover, Galactic convection, dif-
fusive re-acceleration, and positron annihilation on interstellar
gasmust betaken into account in addition to spacediffusion. Fi-
nally, energy losses, which play a key role in the propagation
of positrons, are mostly concentrated inside the Galactic disc
whereas they extend all over the magnetic halo at high energy.

Besides the complexity of modelling CR transport below
a few GeV, there is also the implicit but widespread assump-
tion that DM should essentially show up at high energies. The
corollary of that standpoint is that some yet-to-be-determined
astrophysical sources should be operating at low energies so
as to produce the positron flux at the observed level. Pulsars
(Hooper et al. 2009; Profumo 2012; Linden & Profumo 2013)
or spallations inside the supernova-driven shock waves (Blasi
2009; Mertsch & Sarkar 2014) are two examples of such possi-
bilities. But if additional processesneed to be invoked to explain
the low-energy part of thepositron data, nothing precludes them
from coming into play also at higher energies. There is noth-
ing special taking place at a scale of a few GeV, and processes
known to be active at low energy are expected to contribute all
over the positron spectrum. Of course, looking for a DM solu-
tion of the positron anomaly by fitting the WIMP cross-section
and mass to the high-energy part of the data is tantalising. This
has actually been the subject of numerous studies since the dis-
covery of thepositron excessby Pamel a. But theseanalysesare
based on the prejudice that low-energy positron data are not rel-
evant to DM, an unwarranted assumption that might introduce
biases. For instance, should some WIMP parameters provide a
good fit, one might be left with the illusion that the positron ex-
cess is a smoking gun signature of the presence of DM species
insidetheGalaxy. Oneshould instead concludethat, even though

the data actually support the WIMP hypothesis, they cannot be
considered as compelling evidence for particle DM. For this,
DM annihilation and gasspallation by CR nuclei must beproved
to be the only sources of high-energy positrons while, at the
same time, other production mechanisms are assumed to oper-
ateat low energy. Another flaw in thisapproach is the risk that a
WIMPmodel that fitswell thepositron excessabovea few GeV
could simultaneously be a poor match to the low-energy data,
overshooting them for instance. Establishing theDM hypothesis
requiresthen to derivethepositron flux over theentireaccessible
energy range, and not just on its high-energy part.

Theseconsiderationshaveled usto reinvestigatetheproblem
of thepositron anomaly over the entire energy rangecovered by
the Ams-02 data. In order to test the DM hypothesis, we have
computed the interstellar positron flux yielded at the Earth by
(i) the spallation of interstellar gas by CR protons and helium
nuclei and (ii) WIMP annihilation. To do so, we haveconceived
a new semi-analytical method to cope with transport processes
thusfar neglected but important below afew GeV. Thisnew tool
also allows us to carry out extensive scans over the CR prop-
agation parameters. The main point of novelty consists in the
analytic treatment of the energy losses suff ered by cosmic ray
positronsin themagnetic halo; thecorresponding eff ect being ar-
tificially enhancedby theso-called pinching factor, that shiftsthe
energy losses from the magnetic halo, where they actually take
place, inside the Galactic disc. An essential benefit is a faster
runtime in comparison to a fully numerical approach.

We have also improved the calculation of the background
of secondary positrons by using the new measurements of the
CR proton and helium fluxes by the Ams-02 collaboration
(Aguilar et al. 2015b,a). There is a hardening above∼300 GeV
that leads to a slight increase of the positron yield from gas
spallation. We have overcome the diffi culty arising from solar
modulation by using the value of the Fisk potential inferred by
Ghelfi et al. (2016) from their analysis of the variations of the
top-of-the-atmosphere (TOA) proton flux over the recent past.

Equipped with thepinching method, wehaveimproved upon
the analysis by Lavalle et al. (2014) by carrying out a scan over
the CR propagation models found by Maurin et al. (2001) to be
compatible with the B/C ratio, and by deriving for each of them
thepositron flux yielded by gasspallation. Wehavefinally inves-
tigated the DM solution to the positron anomaly by calculating,
for each of thesurviving CR models, theyield from an annihilat-
ing WIMPto which wehaveadded thesecondary positron back-
ground. The positron flux is derived over the same energy range
as for the Ams-02 data. We have performed a scan over WIMP
mass and explored the possibility of mixed annihilation chan-
nels. At fixed WIMP mass, we have derived the best-fit values
of the annihilation cross-section and branching ratios. We have
considered DM particles annihilating either directly in standard
model particles or through light mediators.

Thearticle isorganised according thepointssketched above.
The pinching method, which is paramount to this investigation,
is detailed in Sect. 2. We apply this new tool in Sect. 3 to inves-
tigate the implications on the positron flux of CR transport pro-
cessesso far neglected at high energies. The astrophysical back-
ground of secondary positrons isdiscussed in Sect. 3.1 while the
positron flux yielded by DM species is presented in Sect. 3.2.
We then constrain in Sect. 4 the CR propagation parameters, re-
quiring that they do not lead to a flux of secondary positrons in
excess of the measurements. The scan procedure is exposed and
results in a sharp selection of the CR models. The DM inter-
pretation of the Ams-02 data is presented in Sect. 5. In Sect. 6
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we investigate the robustness of our results and explore a few
sources of uncertainties. We finally conclude in Sect. 7.

2. Propagation of Galactic cosmic ray positrons
with the pinching method

In this section, we recall the basics of the propagation of CRs in
the Galaxy. We first present the transport equation and its semi-
analytical resolution.We then introduce a new method, referred
to hereafter as the pinching method, to semi-analytically solve
the transport equation for electronsand positrons when all prop-
agation effects are simultaneously taken into account.

2.1. The transport equation of CRs

During their journey across the Galaxy, CRs are aff ected by
many processesas aresult of their interactionswith theGalactic
magnetic field (GMF) and the interstellar medium (ISM). De-
spite the strength of the magnetic turbulence, Fick’s law still
holds (Casse et al. 2002). Hence, the scattering of CRs on the
GMF can be described by a random walk and modelled by a
diff usion process in space. In this work we choose a homoge-
neous and isotropic diff usion coeffi cient K(E) = βK0(R/ 1GV)
where β is the velocity of the particle and R the rigidity re-
lated to its momentum p and its charge q by R = p/ q. On
top of this, the diff usion centers move with the Alfvèn waves
velocity Va. Thus, CRs undergo a diffusive reacceleration (DR)
thanks to the second-order Fermi mechanism. This process can
be modelled by a diff usion in energy space with coeffi cient
D(E) = (2/ 9)V2

aE2β4/ K(E). Moreover, CRs can interact with
the ISM, leading to: i) energy losses from Coulomb interac-
tion and ionisation, with respective rates bcoul and bioni ; and ii)
their destruction at a rate Γ. In addition, electrons and positrons
(loosely dubbed electronshereafter except when explicitly men-
tioned) lose energy by bremsstrahlung, synchrotron emission,
and inverseCompton (IC) scattering when they interact with the
interstellar radiation field (ISRF), at respective rates bbrem, bsync,
and bIC. Following the procedure described in Delahaye et al.
(2010), we consider IC scattering in the relativistic regime and
make use of the mean value of the GMF 〈B〉 = 1µG (Ferrière
2001). Finally, CRs are blown by the Galactic wind (GW) pro-
duced by supernova remnant explosions in the Galactic disc.
We assume the GW to be homogeneous and perpendicular to
the Galactic disc, with velocity Vc = sign(z)Vc ez. This process
leads to the adiabatic cooling of CRs, which enters as an addi-
tional term in theenergy lossratebadia. Thetotal energy lossrate
b(E) ≡ dE/ dt is then simply the sum of all the loss processes
(their explicit expression can be found in Strong & Moskalenko
1998 and Moskalenko & Strong 1998).

Following the work of Maurin et al. (2001, and references
therein), we assume the Galaxy to be axisymmetric and de-
scribe it by the two-zone model. The first zone, within which
ISM is homogeneously distributed, represents the Galactic disc
of half-height h = 100pc. Atomic densities are taken to be
nH = 0.9cm−3 and nHe = 0.1cm−3. It is embedded inside a
much larger second zone, namely the magnetic halo (MH), of
half-height L lying between 1 and 15 kpc. Both zones share
the radius R = 20kpc. In practice, we assume the space dif-
fusion, as well as the energy losses from synchroton emission
and IC scattering, to lie in the whole magnetic halo. On the
other hand, DR, bremsstrahlung, Coulomb interaction, ionisa-
tion, and destruction take place only in the Galactic disc where
the matter of the ISM is concentrated (Ptuskin et al. 1997).

Hence, we split the energy losses b(E,z) into a disc component
bdisc ≡ bcoul + bbrem + bioni + badia that includes the mechanisms
that take place only in the Galactic disc, and a halo component
bhalo ≡ bIC + bsync considering those that takeplace in the whole
magnetic halo (including the disc). We impose a vanishing den-
sity of CRs outside the MH of the Galaxy.

Under asteady stateand thin disc approximation, thedensity
of CRs per unit of space and energy ψ ≡ dN/ d3xdE obeys the
transport equation

∇ ·
[
Vcψ(E, r, z) − K(E)∇ψ(E, r, z)

]

+ ∂E
[
b(E, z)ψ(E, r, z) − 2hδ(z) D(E) ∂Eψ(E, r, z)

]

+ 2hδ(z)Γψ = Q(E, r, z), (1)

where Q represents the injection rateof CRs in the Galaxy.
CR nuclei lose energy only in the Galactic disc (i.e. bnuc

halo =
0). In this case, the transport Eq. (1) can be solved via the semi-
analytical scheme introduced in Maurin et al. (2001). More pre-
cisely, the CR density ψ is expanded on the basis of the first-
order Bessel functions J0 such that

ψ(E, r, z) =
∞

i=1

J0 αi
r
R

Pi(E,z), (2)

where αi are the zero of the Bessel function J0. The transport
Eq. (1) consequently becomes

∂z[Vc(z) Pi ] − K(E) ∂2
zPi + K(E)

αi

R

2
Pi

+ 2hδ(z) ∂E [b(E) Pi − D(E) ∂EPi ] + 2hδ(z) ΓPi = Qi(E,z),(3)

whereQi(E,z) aretheBessel transform coeffi cientsof thesource
term Q(E, r, z). Equation (3) is then reduced to a second-order
ordinary differential equation for the function Pi(E,z = 0) with
respect to the energy E, and can be solved numerically using a
Cranck-Nicholson algorithm. Finally, the CR flux at the Earth
is given by Φ(E, ) = v/ 4πψ(E, ) where r = 8.5 kpc. For
more details on the resolution method, we refer the reader to
Maurin et al. (2001). In thisway, previousauthorsused thesemi-
analytical method to determine 1623 sets of propagation param-
eters constrained by the boron over carbon ratio B/C measure-
ments. This enabled them to derive in Donato et al. (2004) the
benchmark Min, Med, and Max propagation models presented
in Table1.

In the case of electrons, the semi-analytical resolution of
the transport equation, as it is, is not possible. Indeed, the dif-
ficulty comes from the fact that electrons lose energy in the
Galactic disc as well as in the whole magnetic halo. In the
thin disc approximation, the energy loss rate can be written
b(E,z) = 2hδ(z) bdisc(E) + bhalo(E), but the presenceof the term
bhalo preventsdirect semi-analytical resolution of Eq. (3). There-
fore, numerical codes have been adopted to predict the flux of
electronsat theEarth. An alternativeway, often used in the liter-
ature, is to focus only on high-energy electrons (E > few GeV).
In this case, as shown in Delahaye et al. (2009), the dominant
propagation processes are the space diff usion and the halo en-
ergy losses (bsync and bIC). The high-energy approximation con-
sists thus in neglecting the DR, the convection, the disc energy
losses bdisc, and the destruction of CRs. Hence, the high-energy
transport equation can bewritten

−K(E)∆ψ+ ∂E
[
b(E)ψ

]
= Q(E, r, z), (4)

where b = bhalo. Equation (4) can be solved analytically us-
ing thepseudo-timemethod introduced by Baltz & Edsjö (1999)
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Table1. Benchmark Min, Med, and Max sets of propagation parame-
ters introduced in Donato et al. (2004).

Case δ K0 [kpc2/Myr] L [kpc] Vc [kms−1] Va [kms−1]
Min 0.85 0.0016 1 13.5 22.4
Med 0.70 0.0112 4 12 52.9
Max 0.46 0.0765 15 5 117.6

and its solution can be expressed in terms of Bessel functions
(Delahayeet al. 2008), where the Bessel coeffi cients evaluated
at z = 0 aregiven by

Pi(E,0) =
−1

b(E)

+∞

E

dES Bi(E, ES), (5)

where

Bi(E, ES) =
+∞

n=2m+1

Qi,n(ES) exp −Ci,nλ
2
D . (6)

The function Qi,n is theFourrier transform of Qi(E, z) defined as

Qi,n(E) =
1
L

L

−L

dz ϕn(z) Qi(E, z), (7)

whereϕn(z) = cos(nk0 z) with k0 = π/ 2L. The coeffi cient Ci,n is
defined as

Ci,n =
1
4

αi

R

2
+ (nk0)2 . (8)

Finally, the diff usion length λD is related to the space diffusion
coeffi cient K and the energy loss rateb by theexpression

λ2
D(E, ES) = 4

E

ES

dE′
K(E′ )
b(E′ )

· (9)

Wenote that the density ψat theEarth can be written as

ψ(E, ) =
−1

b(E)

+∞

E

dES I (λD) Q(ES, ), (10)

where thehalo integral I is defined as

I (λD) =
+∞

i=1

J0 αi
r
R

Bi(E, ES)
Q(ES, )

· (11)

The flux at the Earth can then be computed for secondary elec-
trons from proton and helium spallation (Delahaye et al. 2009;
Boudaud et al. 2015), as well as for primary electrons from
theones produced by DM particle annihilations (Delahaye et al.
2008; Boudaud et al. 2015) and astrophysical objects like pul-
sars (Boudaud et al. 2015). One can then perform comparisons
with data, which have led to the discovery of a high-energy
positron excess requiring the presence of a dominant primary
component above approximately 10 GeV. The high-energy ap-
proximation is often used in the literature to derive conclusions
for energies above that value. However, it is not obvious that
the low-energy propagation eff ects (DR, convection, and energy
losses in the Galactic disc) can be safely neglected, especially

in the era of the Ams-02 high-accuracy measurements. Further-
more, due to high statistics, the region below 10 GeV is aff ected
by the lowest experimental uncertainties and could thus provide
the strongest constraints. Theseconsiderations led us to develop
a new theoretical solution for the propagation of electrons over
the energy range covered by Ams-02. This method dubbed the
pinching method is described in the following section.

2.2. The pinching method

At first sight, it seemsthat thesemi-analytical method cannot be
used to solve Eq. (1) when energy losses take place simultane-
ously in the MH and in the Galactic disc. The trick to overcome
this issue is to force the halo energy losses to take place, in an
effective way, only in the Galactic disc. In other words, it con-
sists in replacing the term bhalo in the transport Eq. (1) with an
effective term 2hδ(z) beff

halo while keeping the same solution ψ.
By doing so, it will be possible to rewrite Eq. (1) in the form of
Eq. (3) and to apply the Crank-Nicholson algorithm to solve it.
This procedure consists thus in pinching the halo energy losses
inside the disc, hence the name pinching method.

Thefunction beff
halo dependson all thepropagation eff ects that

electrons undergo. Nevertheless, from a few GeV to 1 TeV, halo
energy losses and space diff usion are the dominant propagation
processes (Delahayeet al. 2009). Hence, at first order, we can
reasonably neglect other processes and determinebeff

halo using the
high-energy approximation, that is, Eq. (4). This approximation
may not becompletely valid for energiesbelow afew GeV where
other eff ectscome into play and areexpected to aff ect thecalcu-
lation of beff

halo. But the more dominant these processes are, the
less important halo energy losses turn out to be, meaning that
the precise value of the pinching factor does not matter at low
energies.

Let us start with the pedagogical case of a monochromatic
source of electrons Q(E, r, z) = δ(E − ES) Q(r, z). In order to
determine beff

halo, we compute first the exact high-energy solution
ψh using the pseudo-time method described above. The index h
means that ψh is solution of Eq. (4) where IC and synchrotron
energy losses are distributed in the whole MH. In that case, the
electron density ψh at z = 0 is given by

ψh(E, r, 0) =
+∞

i=1

J0 αi
r
R

Ph
i (E,0), (12)

where Ph
i (E, 0) is given by the expression (5).

In a second step, we introduceψd, the solution of the high-
energy equation

−K(E)∆ψd + 2hδ(z) ∂E beff
haloψ

d = Q(E, r, z), (13)

where IC and synchrotron energy lossesareconfined to thedisc.
The condition ψh(E, r, 0) = ψd(E, r, 0) enables us then to deter-
mine the function beff

halo such that

beff
halo(E, ES, r) = ξ(E, ES, r) bhalo(E), (14)

whereweintroduced thepinching factor ξ(E, ES, r), given by the
expression

ξ(E, ES, r) =
1

ψh(E, r, 0)

+∞

i=1

J0 αi
r
R
ξi(E, ES) Pi(E,0), (15)
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with

ξi(E, ES) =
1

Bi(E, ES)
Ji(ES) + 4k2

i

ES

E

dE′
K(E′ )

bhalo(E′ )
Bi(E′ , ES) .

(16)

The coeffi cient Ji and ki are given by

k2
i =

Si

8h
coth

Si L
2

(17)

and

Ji(ES) =
1
h

L

0

dzS F i(zS) Qi(ES, zS), (18)

where Si ≡ 2αi / Rand

F i(z) = sinh
Si

2
(L − z)

/
sinh

Si L
2

· (19)

Once theeff ective term beff
halo hasbeen computed, it ispossible to

switch on low-energy eff ectsand to solveEq. (3) with all propa-
gation processes using the usual Crank-Nicholson algorithm.

In practice, the electron source term is not a Dirac function
but follows a continuum distribution in energy, which depends
on the actual source considered (e.g. spallation in the disc, DM,
pulsars). Wethereforehave to compute thepinching coeffi cients
ξi(E, ES) for each electron energy at source ES, which requiresa
very long computational time. However, an alternativeway con-
sists in averaging thequantity ξi(E, ES) over electron energiesat
source ES. We show in Sect. 2.3 that the effect arising from this
simplification is kept below 0.2% over the whole energy range.
Wedescribe in the following how to perform such averaging.

Let Pi(E, ES) = pi(E, ES) dES betheprobability that an elec-
tron, injected with energy in the range [ES, ES + dES] and mea-
sured at theEarth with an energy E, contributes to the ith Bessel
order of theBessel transform Ph

i (E, 0). Theassociated probabil-
ity density pi is then given by

pi(E, ES) =
Bi(E, ES)

+∞∫

E
dES Bi(E, ES)

· (20)

Therefore, the mean value of the pinching coeffi cients ξi(E, ES)
is given by theexpression

ξ̄i(E) =

+∞∫

E
dES Ji(ES) + 4k2

i

ES∫

E
dE′

K(E′ )
b(E′ )

Bi(E′ , ES)

+∞∫

E
dES Bi(E, ES)

, (21)

and

ξ̄(E, r) =
1

ψh(E, r, 0)

+∞

i=1

J0 αi
r
R
ξ̄i(E) Pi(E, 0). (22)

The mean pinching factor ξ̄(E) of secondary positrons is repre-
sented in Fig. 1 for theMin, Med, and Max sets of propagation
parameters. As expected the pinching factor is larger in the case
of Max, that corresponds to the larger value of K0 and L, where
theeff ect of the pinching must bemore important.

Fig. 1. Mean pinching factor of secondary positrons computed for the
Min (blue), Med (red), and Max (green) models as a function of the
positron energy.

2.3. Testing the pinching method

We wish to assess the theoretical uncertainty of the pinching
method used to computethepositron flux. Wefocusour study on
the energy range probed by Ams-02, that is, the rough interval
[100 MeV, 1 TeV]. To this aim, we compare the analytical so-
lution of Eq. (4) to the semi-analytical solution arising from the
pinching method Eq. (13). Thus, we switch off the low-energy
processes (DR, disc energy losses, convection, and destruction)
and consider only halo energy losses and space diffusion pro-
cesses (high-energy approximation).

Werepresent in theleft panel of Fig. 2 thesecondary positron
flux at the Earth computed in the high-energy approximation
scheme with the Med model. The red solid line represents the
analytical solution whereas the blue dotted line represents the
semi-analytical solution obtained when IC scattering and syn-
chrotron energy lossesarepinched in theGalactic disc. Therela-
tiveerror arising from thepinching method is shown in the right
panel of Fig. 2 for Min (blue), Med (red), and Max (green).
Furthermore, we plot in the left panels of Figs. 3 and 4 both
solutions for the primary positron flux produced by a 350 GeV
DM particleannihilating into µ+µ− and a1 TeV DM particlean-
nihilating into bb̄, respectively. The cross-section is taken to be
〈σv〉 = 3 × 10−26 cm3 s−1. The relative error corresponding is
represented in the right panels of Figs. 3 and 4.

For secondary positrons, this error is always kept below
0.1%. Our method is therefore very accurate at computing
positronsproducedby p andHespallation onto theISM. Regard-
ing the primary contribution from DM annihilations, as long as
the positron energy is well under the DM particle mass mχ, the
error is also very small, always below 0.2%. Close to mχ, the
steep decreaseof thepositron flux (which eventually vanishesat
E ≥ mχ) induces a fast increase of the relative error. However,
the error is above 0.2% only for energies at which the positron
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Fig. 2. Left panel: IS secondary positron flux (multiplied by E3.3) in the high-energy approximation scheme for the Med model. Right panel:
relativeerror using thepinching method for secondary positrons.

Fig. 3. Left panel: ISpositronflux (multipliedby E2) producedby a350GeV DM particleannihilating intoµ+µ− pairswith〈σv〉= 3×10−26 cm3 s−1

in thehigh-energy approximation scheme for theMed model. Right panel: relativeerror using thepinching method.

flux is highly suppressed. Therefore, wecan safely consider that
our techniquewill not introduceany sizeablebiasin theanalysis.

Given its generality, expression (22) enables us to pinch IC
and synchrotron energy losses in the Galactic disc regardless
of their origins, that is, whether they are secondary or primary
CRs. Thus, we can predict for the first time the electron flux
at the Earth, including all propagation eff ects, using the semi-
analytical resolution of the transport equation. In the following
sections, we will apply our method to both secondary and pri-
mary CRs from DM annihilation to illustrate important diff er-
ences with previous treatment. Our goal is now to recompute
in the most accurate way propagation constraints from positron
flux at the Earth and then reinvestigate the DM explanation of
theexcess.

3. Implications for secondary positrons
and the dark matter signal

In this section, we compute the source term of secondary
positrons with the up-to-date primary proton and helium fluxes.
The interstellar flux of secondary positrons is derived semi-
analytically with the pinching method presented in Sect. 2. We
then focus on the DM signal coming, as an illustration, from a
10 TeV WIMPannihilating into b̄b quark pairs. Thesesecondary
and primary fluxes, computed including all the propagation
processes, are compared with the ones derived from the high-
energy approximation.
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Fig. 4. Sameas Fig. 3 with a1 TeV DM particleannihilating into bb̄ pairs.

Fig. 5. Proton (left panel) and helium (right panel) fluxes (multiplied by E2.7) as a function of kinetic energy for Ams-02 (Aguilar et al. 2015b,a)
and Cr eam(Yoon et al. 2011) data. The red and blue curves are the fitted proton and helium fluxes corresponding to Eqs. (24) and (25), respec-
tively. Weuse thevalue from Ghelfi et al. (2016) of 724 MV for theFisk potential φF.

3.1. Astrophysical background of secondary positrons

Secondary positrons originate from the decay of pions, kaons,
and delta baryons produced by inelastic collisions of primary
CR protons and helium nuclei on the ISM. The injection rate of
secondary positrons reads:

QII(E, r, z) = 4π
j= p,He i=H,He

ni dE j
dσ ji

dE
(E j → E) Φj(E j , r, z),

(23)

where ni labels the atomic density of the nucleus i in the ISM,
dσ ji / dE indicates the positron diff erential production cross-
section, and Φj stands for the CR proton and helium fluxes.
We use the parameterisation of the proton-proton interaction
diff erential cross-section derived by Kamae et al. (2006). For
proton-helium interactions, we take the parameterisation from

Norbury & Townsend (2007). To obtain the proton and he-
lium fluxes everywhere in the Galaxy, we apply the retro-
propagation method introduced by Maurin et al. (2001), which
requires the TOA flux as an input. This work is based on the
latest measurements by Ams-02 (Aguilar et al. 2015b,a) and
Cr eam(Yoon et al. 2011). Theproton and helium fluxesarefit-
ted using a model introduced in Aguilar et al. (2015b,a), where
a single power law in rigidity Rγ exhibits a smooth transition
to Rγ+∆γ above the rigidity Rb. The smoothness of the spectral
index transition is described by the parameter s. An additional
effective parameter α is used to fit the low-rigidity part of the
proton flux. The interstellar (IS) primary fluxescan bedescribed
as follows:

ΦIS
p (R) = Cβ

(
1 − eαR

)
Rγ 1 +

R
Rb

∆γ/ s s

, (24)
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Table 3. Typical values of the relative error (ΦII
HE − ΦII)/ΦII (%) of the

high-energy approximation for secondary positronscompared to theex-
act result.

Positron energy (GeV) 10 50 100 500 1000
Min 48 17 9.7 2.5 1.4
Med 19 7.7 4.7 1.4 0.8
Max 1.7 2.0 1.5 0.6 0.4

and

ΦIS
He(R) = CβRγ 1 +

R
Rb

∆γ/ s s

, (25)

with β being the particle velocity. The force-field approxima-
tion (Fisk 1971) is used to obtain the relation between ΦIS and
ΦTOA , that is, the IS and TOA fluxes, respectively. The value
φF = 724 MV determined by Ghelfi et al. (2016) is used here-
after unless explicitly stated. This model has been fitted to the
measured fluxes, as is shown in Fig. 5, yielding the parameter
values reported in Table 2.

The interstellar flux of secondary positrons, computed with
the pinching method including all propagation effects, is repre-
sented in theleft panel of Fig. 6 by thesolid linesfor Min (blue),
Med (red), and Max (green). The high-energy approximation,
where only diff usion and halo energy losses are taken into ac-
count, is featured by thedotted lines. It ishenceforth possible to
assess the error made when applying the high-energy approxi-
mation often used in the literature to compute the positron flux
above10 GeV. Thiserror isdefined as(ΦII

HE −ΦII)/ΦII where the
index HE stands for high energy. This quantity is plotted in the
right panel of Fig. 6, and afew numerical valuesaredisplayed in
Table 3. As already noticed by Delahayeet al. (2009), the high-
energy approximation tendsto largely underestimate theamount
of positrons below 5 GeV. Interestingly, we find on the other
hand that above that value, thehigh-energy approximation over-
shoots theexact result. Indeed, although convection and disc en-
ergy losses are subdominant with respect to halo energy losses
and space diff usion, they still have a sizeable eff ect and tend to
reduce the positron flux above 10 GeV. Moreover, the relative
error strongly depends on the propagation parameters, the max-
imum value being reached for the Min configuration. This can
be understood by the fact that the convection velocity decreases
along thesequenceMin, Med, Max. Therefore, weobservethat
the discrepancy with the high-energy approximation increases
with higher values of theconvection.

3.2. Primary positrons from the annihilation of dark matter
particles

Thesourceterm of positronsproduced by theannihilationof DM
particles reads

QDM(E, x) = η〈σv〉
ρ2
χ(x)

m2
χ

g(E) ≡
N

i

bi
dN
dE

∣
∣
∣
∣
∣
i

, (26)

where mχ is the DM particle mass and 〈σv〉 its average annihi-
lating cross section. The value of η depends on whether the DM
particle is Majorana-type (η = 1/ 2) or Dirac-type (η = 1/ 4).
We use the DM density profile introduced by Navarro et al.
(1997), hereafter denoted NFW, with the local DM density ρ =
0.3 GeV cm−3 (Bovy & Tremaine 2012). The energy distribu-
tion of positronsg(E) at thesource isobtained by summing over

Table 4. Typical values of the relative error (ΦDM
HE − ΦDM)/ΦDM of the

high-energy approximation for primary positronscompared to theexact
result.

Positron energy (GeV) 10 50 100 500 1000
Min 74 18 10 2.6 1.4
Med 22 6.2 3.8 1.1 0.6
Max 4.4 1.3 0.7 0.5 0.4

the individual contributions dN/ dE|i for each annihilating chan-
nel i weighted by the branching ratio bi . The individual energy
distributions dN/ dE|i are computed with the micrOMEGAs_3.6
package(Bélanger et al. 2011, 2014).

For illustrative purposes, we consider throughout this sec-
tion a Majorana-type DM species with a mass mχ of 10 TeV
annihilating into b̄b quark pairs with the thermal cross section
〈σv〉 = 3 × 10−26 cm3 s−1. The IS flux of primary positrons
computed with all propagation processes taken into account is
featured by the solid lines in the left panel of Fig. 7. The high-
energy approximation corresponds to the dotted lines. The rela-
tiveerror (ΦDM

HE −ΦDM)/ΦDM isplotted in theright panel whereas
afew numerical valuesaredisplayed inTable4. Wenoticediffer-
ences in the magnitude of this error, depending on the CR prop-
agation configuration. We attribute them to the diff erent val-
ues of the convective velocity Vc. Actually, positrons produced
by DM annihilating throughout the MH are more sensitive to
convection than secondary positrons, which originate from the
Galactic disc. Asaconsequence, theerror associated to thehigh-
energy approximation tends to be larger for primary positrons
than for secondary ones. In the former case, it is significantly
large in the Min model for which Vc is the highest.

In summary, we have computed the flux of positrons in-
cluding all the propagation eff ects for the secondary component
as well as the DM signal. We have shown that low-energy ef-
fects modify drastically the shape of the positron spectrum. In
addition, these eff ects could have a sizeable importance above
10 GeV, in contrast to what has been assumed in the literature.
At 10 GeV, they modify the prediction up to 48% for the sec-
ondary component, and up to 74% for theDM signal, in theMin
configuration. Therefore, neglecting the low-energy CR propa-
gation processes could lead to misleading interpretations when
attempting to compare the theoretical predictions to the high-
accuracy dataprovided by the Ams-02 collaboration. All the re-
sults presented in the following of this paper are obtained using
the pinching method to solve the full transport equation Eq. (1).

4. Constraining propagation parameters
with Ams-02 data

4.1. Secondary positrons and propagation models

Secondary cosmic rays are often regarded as a powerful ob-
servable to constrain the propagation scenario. Instead of rely-
ing on unknown source modelisation, their source term is de-
termined by primary particles, for which precise measurements
are available, therefore allowing one to more easily disentan-
gle propagation from injection eff ects1. This is the case of the
boron flux, commonly divided by the carbon flux, so that the
B/C ratio no longer depends on the carbon injection assump-
tions. Secondary isotopes of helium and hydrogen (see for ex-
ampleCosteet al. 2012) and subFe/Feratio arealso used for that

1 Potential contamination by non-negligibleprimary component could
spoil such ability, seee.g. Genolini et al. (2015) for adiscussion.
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Fig. 6. Left panel: interstellar flux (multiplied by E3.3) of secondary positrons computed with all propagation eff ects (ΦII , solid lines) and with the
high-energy approximation (ΦII

HE, dotted lines) for theMin (blue), Med (red), and Max (green) models. Right panel: relativeerror (ΦII
HE −ΦII)/ΦII

above10 GeV of thehigh-energy approximation for secondary positrons compared to theexact result.

Table2. Valuesof theproton and helium flux parametersresulting from afit to theAms-02 (Aguilar et al. 2015b,a) and Cr eam(Yoon et al. 2011)
dataassumingφF = 724 MV.

C [m−2 s−1 sr−1 GV−1] α [GV−1] γ Rb [GV] ∆γ s

Proton (2.71 ± 0.02) × 104 −0.512 ± 0.012 −2.88 ± 0.01 424 ± 158 0.242 ± 0.056 0.156 ± 0.072

Helium (3.56 ± 0.04) × 103 – −2.77 ± 0.01 543 ± 163 0.213 ± 0.045 0.047 ± 0.018

Fig. 7. Left panel: interstellar flux (multiplied by E2) of primary positrons computed with all propagation effects (ΦDM , solid lines) and with the
high-energy approximation (ΦDM

HE , dotted lines) for a10 TeV WIMP annihilating into b̄b pairs with 〈σv〉 = 3 × 10−26 cm3 s−1, for theMin (blue),
Med (red), and Max (green) models. Right panel: relative error (ΦDM

HE − ΦDM)/ΦDM above10 GeV of the high-energy approximation for primary
positrons compared to theexact result.

purpose, and lead to similar understanding of CR propagation in
our Galaxy.

Until the discovery of a high-energy excess, positrons were
thought for a long time as being purely secondary particles.
Although its secondary component tends to be forgotten after
the excitement of such a discovery, it still carries a wealth of
information on propagation properties. In fact, as noticed in

Lavalle et al. (2014), in many propagation models compatible
with the B/C ratio (especially those with asmall halo size), pure
secondary predictions of the flux at the lowest energies (typi-
cally below 4 GeV) are not in deficit but rather in excess with
respect to measurements. This observation has been shown to
yield a useful complementary constraint on the propagation pa-
rameters. Indeed, since the flux of secondary positrons scales
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Fig. 8. Left panel: positron flux (multiplied by E3) from theAms-02 datacompared to theenvelopeof the1,623 flux predictions for thesecondary
positrons (coloured band). The red-coloured region is the domain that is crossed by all the excluded models. The dashed red lines show two
examples of models that do not fulfill the constraints Zi < 3 for all energy bins i (i.e. the Z-score constraint defined as Zs = max (Zi) < 3). The
dashed green line represents an example of a model that fulfills the constraints Zi < 3 for all energy bins i. Right panel: positron flux (multiplied
by E3) from theAms-02 datacompared to theenvelopeof the54 models fulfilling Zi < 3 for all energy bins i.

as the ratio of the production volume over the diff usion vol-
ume, leading to 1/

√
K0 dependency, the well-known degeneracy

K0/ L introduced by secondary-to-primary ratio studies can be
lifted. However, in order to use this complementarity, one needs
in practice to be able to accurately compute the positron spec-
trum at the lowest energies, despite thepresenceof DR, convec-
tion, and disc energy losses. In Lavalle et al. (2014), a qualita-
tive trick wasused; it wasargued that theinclusion of DR would
lead to the formation of a bump around 1 GeV, which tends to
increase the flux with respect to cases in which it is neglected,
thus leading to a predicted flux in excess of the data. We have
shown in Sect. 3 that the competition between DR, convection,
and disc energy losses tends to the formation of such a bump
around 2 GeV. However, already above 5 GeV, there might be
parts of the {Vc, Va} parameter space that actually lead to a de-
crease of the flux. This is particularly pronounced in the Min
model as shown in Fig. 6. We will therefore recompute the con-
straintsof Lavalle et al. (2014) with i) our full-resolution method
at low energy; and ii) updated fluxesmeasured by Ams-02. This
will lead to more robust and more stringent constraints on the
propagation parameters.

4.2. Skimming method for the propagation models

We compute the secondary positron flux for the 1623 prop-
agation parameter sets selected by the B/C ratio analysis of
Maurin et al. (2001). These parameters are sorted from a uni-
form linear grid in the propagation parameter space, namely (δ,
K0, L, Vc, Va), and are in agreement with the Hea03 B/C ra-
tio within three standard deviations. The secondary positrons
are calculated including all the eff ects described in Sect. 2 and
recalled hereafter: diff usion, convection, reacceleration, high-
energy losses (IC, synchrotron), low-energy losses (adiabatic,
ionisation, coulombic, bremsstrahlung), retro-propagation of the
proton and helium fluxes, annihilation, and solar modulation.
One may worry that our constraints highly depend on solar
modulation modelisation. Although no extensive study of solar
modulation for positrons during the period for which Ams-02
has been taking data is available, this modulation is commonly
assumed to affect equally particles of the same rigidity and
the same sign of charge. This assumption will soon be tested
by the forthcoming Ams-02 measurements of the variations of
the positron-to-proton ratio over the last solar cycle. Therefore,
within the force-field approximation, we can rely on studies of

the proton solar modulation such as in Ghelfi et al. (2016) and
make use of the Fisk potential derived there. In a conservative
approach, we lower the secondary prediction as much as pos-
sible using the 3σ highest Fisk potential, which was found by
Ghelfi et al. (2016) to be 830 MV. The constraints derived with
this high value might not be optimal. They already provide rela-
tively strong conclusions as discussed in the following sections.

In order to quantify, for a given propagation model, the de-
viations of the predicted flux from the data, and any potential
overshooting, we follow the criterion advocated in Lavalle et al.
(2014), and first define, for each energy bin, the quantity

Zi =
ΦII

e+ (Ei) − Φdata(Ei)

σdata(Ei)
, (27)

whereΦII
e+ (Ei) is thepredicted secondary positron flux in agiven

energy bin,Φdata(Ei) is thecorresponding experimental flux, and
σdata(Ei) its experimental uncertainty. A propagation model is
allowed provided that Zi does not exceed 3 whatever the energy
bin. In other words, for selected models, weallow predictions to
overshoot the data by at most three standard deviations in each
energy bin. We note that, unlike Lavalle et al. (2014), we do not
combine the values of Zi at diff erent energies into a single sta-
tistical test. To do so, one would need to know correlations of
experimental uncertainties between diff erent energies, but those
are not provided by the Ams-02 collaboration. One could as-
sume uncorrelated uncertainties, but this would only be true for
the statistical ones. We therefore consider bins separately, mak-
ing our test a conservative choice, of which there could be room
for some improvement.

4.3. Results and discussion

An illustration of the selection method is presented in the left
panel of Fig. 8. In this figure, we display the Ams-02 positron
flux and superimpose a coloured band whose edges corre-
spond to the envelope of the 1623 predictions for the secondary
positrons. The red-coloured region represents predictions that
overshoot the data according to our definition and therefore
contains the excluded models. On the other hand, the yellow-
coloured region containsall allowed models. Asan example, we
display in dashed green a model that fulfills the Z-score con-
straint defined as Zs = max

Ei ∈data
(Zi) < 3, and in dashed red two

models that do not respect it. The right panel of Fig. 8 illustrates

A17, page10 of 16



M. Boudaud et al.: Thepinching method for Galactic cosmic ray positrons: Implications in the light of precision measurements

) -1 Myr 2  (kpc0K
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08

 (
kp

c)
L

0

2

4

6

8

10

12

14

16

Excluded

Allowed

) -1 Myr 2  (kpc0K
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08

δ

0.45

0.5

0.55

0.6

0.65

0.7

0.75
0.8

0.85 Excluded

Allowed

) -1 Myr 2  (kpc0K
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08

)
 -

1
 (

km
 s

a
V

20

40

60

80

100

120

Excluded

Allowed

) -1 Myr 2  (kpc0K
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08

)
 -

1
 (

km
 s

c
V

6

8

10

12

14 Excluded

Allowed

Fig. 9. Projection of the1623 propagation parameter setsselected by theB/C ratio (Maurin et al. 2001) in the K0 – L, K0 – δ, K0 – Va, and K0 – Vc
planes. The light blue diamonds show the propagation parameter values that are excluded, whereas the magenta circles denote the values that are
allowed by this analysis.

the allowed propagation models that remain after the selection
process: only 54 propagation sets out of 1623 survive the cri-
terion. Interestingly, one can see that the positron excess mea-
sured by Ams-02 seems to start already above 2 GeV, and not
10 GeV as often advocated. This will reveal itself to be very
complicated to explain in terms of a single primary component.
Selected models are those which minimise the secondary pro-
duction over the whole energy range. Figure 9 compares ranges
of selected parameters with respect to their initial ones. Onecan
see that our new method enables us to drastically reduce the
allowed parameter space with respect to former B/C analysis.
Furthermore, we confirm the lifting of the degeneracy between
K0 and L, as one can see from the top-left panel of Fig. 9, as
well as the high sensitivity to parameters that (mainly) control
propagation at low energies, namely Va and Vc. Practically, com-
mon characteristics of these models are; i) a large halo size L
(ranging from 8.5 to 15 kpc) together with relatively high K0,
typically ≥0.06 kpc2 Myr−1; ii) a slope of the diff usion coef-
ficient δ equal to 0.46, the minimal value allowed by the B/C
analysisused in thisstudy; and iii) small valuesof theconvective
wind Vc ≤ 6 kms−1 accompanied by large values of the Alfvèn
waves velocity Va ≥ 100 kms−1. The fact that, in our analysis,
δ is confined to the edge of the range indicates that even smaller
values are likely to be favoured by positron data. This affi rma-
tion is indeed confirmed since, during the writing of this article,
Ams-02 published the value of δ = 0.333 ± 0.015 from a power
law fit of thehigh-rigidity purediff usiveregimeof their B/C data
(Aguilar et al. 2016b).

Thesefeaturescan bereadily understood. Asrecalled above,
the secondary positron flux scales with 1/

√
K0. Hence, mod-

els with larger K0 result in lower density of positrons at Earth
compared to models with small diffusion coeffi cient. Given that
secondary-to-primary ratios mostly constrain the K0/ L ratio,
selected models have a relatively high L, as well as a small
value of δ, the former being anti-correlated with K0. Finally,
values of the selected couples {Va, Vc} minimize the bump at
low energies and are therefore favoured by the analysis. Inter-
estingly, in the recent literature, models with a large halo size
have been suggested by other observables. Especially, the study
of the antiproton-to-proton (Aguilar et al. 2016a) and boron-to-
carbon (Aguilar et al. 2016c) ratios measured by Ams-02 point
as well towards a Max-like propagation model (Giesen et al.
2015; Korsmeier & Cuoco 2016). Radioactive species such as
10Be/ 9Be (Strong & Moskalenko 2001; Putzeet al. 2010) hint
also at similar models although the dependence of this observ-
able on the local density (local bubble) may bias the result.
At other wavelengths (e.g. radio; Di Bernardo et al. 2013) and
in diff use gamma ray analyses (Ackermann et al. 2012), a high
valueof L also seems to be preferred. Even more recently, it has
been shown that, as far as thestochastic injection of cosmic rays
is concerned, the regularity of the proton spectrum could arise
from a large magnetised halo size (Genolini et al. 2017). Our
results are in very good agreement with all these diff erent ob-
servables, which therefore all underline the need for a primary
positron component in order to explain data above a few GeV.
In the following section, we investigate theconsequences of our

A17, page11 of 16



A&A 605, A17 (2017)

100 200 500 1000
mχ [GeV]

1

5

10

χ
2

830 MV

724 MV

647 MV

100 200 500 1000
mχ [GeV]

10

50

χ
2

830 MV

724 MV

647 MV

Fig. 10. Evolution of the χ2
d.o.f . as a function of the DM mass mχ in the case of direct annihilation into standard model particles (left panel) and

annihilation into four leptons through light mediators (right panel). Theresultsof theanalysisaredisplayed using aFisk potential of 830 MV, 724
MV, and 647 MV in red, green, and blue, respectively. Theblack dashed line represents theminimal χ2

d.o.f . among theseven Fisk potentialsand 54
propagation models. The thicknessof thecoloured band is obtained by scanning over the54 propagation models.

updated propagation constraintson thehypothesisof dark matter
annihilations as the sourceof this primary component.

5. Dark matter interpretation of the AMS-02 data

5.1. Dark matter fitting procedure

The most striking feature of the positron flux data is the high-
energy gap with respect to the secondary prediction. Filling
this gap with a dark matter component has been the concern
of many studies, but semi-analytical methods were always re-
stricted above 10 GeV (see for example Boudaud et al. 2015).
Hereafter, weusetheresolutionmethod of Sect. 2 to computethe
positron flux following dark matter annihilation over the whole
energy range covered by Ams-02 data. Due to the important
statistics of data below 10 GeV, constraints based only on the
quality of the fit become more stringent.

Technically, we use the 54 propagation models selected in
Sect. 4 to compute the theoretical prediction of thepositron flux,
which is the sum of a primary component coming from dark
matter annihilation and thesecondary component,

Φth
e+ = ΦDM

e+ + ΦII
e+ . (28)

We consider two diff erent cases: DM particle annihilating into a
general final statecomposed of quarks, leptons, and bosons, and
the case of a leptophilic DM that annihilates into a combination
of leptonic channels through a light mediator.

In a similar vein as Boudaud et al. (2015), we make no as-
sumptions about the underlying DM model and consider the
possibility that DM annihilates into a combination of channels,
namely bb̄, W+W− , e+e− , µ+µ− , and τ+τ− , with abranching ratio
free to vary. The limited choice of these channels relies on the
fact that they describerelatively well thevariousspectrum shape,
and avoids introducing too many free parameters. For example,
the bb̄ channel typically describes the spectra of the diff erent
quark and gluon final states. To a certain extent positron spec-
tra following Higgs decay are also similar to the bb̄ case, since
the Higgs decays dominantly into hadrons. Finally, the W+W−

channel is chosen to describe positron spectrum from gauge
bosons decay. On the other hand, given the high dependence of
the spectra on the lepton flavour, we allow non-universal lepton
contributions. TheDM annihilation spectraof all thesechannels

are calculated using micrOMEGAs_3.6 (Bélanger et al. 2011,
2014).

Concerning the caseof a leptophilic DM, only threebranch-
ing ratios are introduced as free parameters. They correspond to
the three leptonic channels (φφ→ 2e+2e− ,φφ→ 2µ+2µ− ,φφ→
2τ+2τ−), whereφ is a light scalar mediator. In this case the an-
nihilation spectra are taken from the PPPC4DMID (Cirelli et al.
2011; Ciafaloni et al. 2011).

For both cases, the DM component thus depends on the
branching ratios, on the DM mass mχ, and on 〈σv〉 the velocity
averaged annihilation cross-section, henceforth loosely dubbed
“ the cross section” .

Thesearch for thebest fit to thepositron dataisled in thefol-
lowing way: for twenty DM masses logarithmically distributed
in therange [100 GeV; 1000 GeV], weperform afit to theAms-
02 measurements of the positron flux using MINUIT. We deter-
mine the minimum value of theχ2 defined as

χ2 =
i

{
Φdata(Ei) − Φth(Ei)

σdata(Ei)

} 2

· (29)

In thecaseof thefiveannihilation channels, theparameter space
is of dimension six: two corresponding to mχ and 〈σv〉, and four
for the branching ratios bi given the constraint

∑
i bi = 1. In the

case of the leptophilic DM, the parameter space is of dimen-
sion four. To remain conservative, for each propagation model,
we perform the fit seven times, varying the Fisk potential in the
3σ range [647 MV; 830 MV] where 724 MV corresponds to
the nominal value of the potential (Ghelfi et al. 2016). In the
following, we first discuss results for DM annihilation into the
fivechannelsbb̄, W+W− , e+e− , µ+µ− , and τ+τ− , then for the lep-
tophilic DM case.

5.2. Results of the analysis

We plot in Fig. 10 the main result of our analysis, namely the
evolution of the χ2 per degrees of freedom χ2

d.o.f ., as a function
of the DM mass mχ. The two plots correspond to DM annihi-
lating into a fitted combination of bb̄, W+W− , e+e− , µ+µ− , and
τ+τ− channels (left panel) and φφ → 2e+2e− , φφ → 2µ+2µ− ,
and φφ → 2τ+2τ− channels (right panel). The results are dis-
played for diff erent values of the Fisk potential (nominal value,
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Fig. 11. Global best fit for the direct annihilation into standard model particles (upper panel) and annihilation into four leptons through light
mediators (lower panel). The DM (resp. secondary) component is displayed in thick red (resp. thick green) while the total flux, the sum of these
two components, is shown in thick blue. In the case of direct annihilation, the electron, muon, and b quark channels are displayed in dotted,
dashed, and solid red lines, respectively. In the case of annihilations through light mediators, the electron and τ channels are displayed in dotted
and dot-dashed red lines, respectively. TheAms-02 positron flux, including experimental uncertainties, issuperimposed with black dots.

and ±3σ). In the direct annihilation case, as one can see from
Fig. 10, we find a a global best fit corresponding to a minimal
χ2

d.o.f . = χ2/ nd.o.f . = 100/ 66 = 1.5. It is obtained for a DM
mass of mχ = 264 GeV annihilating into bb̄, e+e− , and µ+µ−

with branching ratios of 0.92, 0.05, and 0.03 respectively (the
branching ratios for the channels W+W− and τ+τ− are found to
bezero). Theassociated annihilation cross-section is∼272 times
larger than the thermal cross-section. This means that a peculiar
enhancement mechanism is required, ashasbeen found in many
former studies.

Similarly, in the leptophilic case, we find a global best fit
associated to a χ2

d.o.f . = 1231/ 68 = 18. This corresponds to a
DM mass mχ of 183 GeV annihilating into φφ → 2e+2e− and
φφ→ 2τ+2τ− with respectivebranching ratiosof 0.09 and 0.91.
The branching ratio of the channel φφ → 2µ+2µ− is chosen as
zero by thefit.

Interestingly, valuesof theminimal χ2
d.o.f . arehigh, especially

in the leptophilic case. To understand resultsof thefitting proce-
dure, we plot in Fig. 11 the theoretical positron fluxes obtained
using the best fit models, together with the data. In the direct
annihilation case, one can note the remarkably good agrement
of thefit with thedataup to 300 GeV. However, theprediction is

in discrepancy with the last two datapointsat two to four sigma.
These two points (and marginally the first one) are responsible
for the low quality of the fit yielding a χ2

d.o.f . = 1.5 or equiv-
alently a p-value of 0.4%. From the left panel of Fig. 10, we
observe that imposing the DM mass to be above 450 GeV in or-
der to explain the last two pointsof thepositron flux would yield
an even poorer χ2

d.o.f ., above2. In the leptophilic case, thepicture
is even worse: no single part of the spectrum can be accurately
described when onetries to fit thewholeenergy range. Thus, the
resulting minimal χ2

d.o.f . is extremely bad.

Let us now discuss the evolution of χ2
d.o.f . with respect to

the DM mass. First of all, we observe that, whatever the solar
modulation, the evolution of the χ2

d.o.f . is similar: with increas-
ing DM mass, the χ2

d.o.f . first decreases, reaching a minimal val-
ues around a few hundred GeV, and then increases. Low DM
masses cannot account for the high-energy part of the positron
flux since no positrons with energy above the DM mass can be
emitted. Thus, at first, the goodness of the fit is improving (i.e.
theχ2

d.o.f . decreases) with theDM mass. Interestingly, aboveape-
culiar DM mass, none of the channels can produce low-energy
positrons in a suffi cient amount to explain the low-energy part
of the data. Consequently the goodness of fit degrades, that is,
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Table5. Number of propagation models allowed after theanalysis of Sect. 4, and associated parameter ranges.

Allowed δ K0 L Vc Va

propagation models (kpc2 Myr−1) (kpc) (km s−1) (km s−1)
All datapoints 54 0.46 0.0599–0.0764 8.5–15 5–6 104.0–118.3

First point excluded 623 0.46–0.7 0.0240–0.0764 4.5–15 5–12 70.9–119.0
First two points excluded 623 0.46–0.7 0.0240–0.0764 4.5–15 5–12 70.9–119.0
First threepoints excluded 692 0.46–0.7 0.0215–0.0764 4–15 5–12 70.4–119.0

Notes. Wepresent results of theskimming method discarding successively up to the threefirst datapoints.

the χ2
d.o.f . increases. As a result, there is a “middle ground” at a

peculiar mass (thevaluechanges with annihilation channelsand
Fisk potential), which corresponds to the best possible attempt
to fulfill similarly high- and low-energy constraints. Somehow,
the flatness of the spectrum is such that it is not possible to
accommodate it entirely with a single primary component. We
also note the drift of the best fit towards lower DM masses as
the solar modulation increases. This is simply because the low-
energy part of thefluxesismoreand moresuppressed with an in-
creasing Fisk potential. Hence, additional low-energy positrons
are needed (i.e. lighter DM) to fit the data. However increasing
the Fisk potential is not necessary associated with an improving
χ2

d.o.f .. The actual shape of the annihilation spectrum matters, as
can beseen by comparing theupper and lower panelsof Fig. 11.
Indeed, in thedirect annihilation case, increasing theFisk poten-
tial tends to improve the fit, whereas in the case of annihilation
through light mediators it worsens it.

In summary, we find interpretation of the excess in terms of
pure DM annihilations challenging, since our conservativeanal-
ysis always leads to low-quality fits of the data. It is remarkable
that the shape of the positron excess, with respect to the pure
secondary prediction, cannot be captured by annihilations of a
single DM species. This feature is due to: i) the high precision
of the Ams-02 data, and ii) the possibility to fit the whole data
range thanks to our new semi-analytical resolution method. It is
reasonableto believethat afit above10 GeV would not havehad
this issue. Similarly, we expect multi-component models, with,
for example, one heavy and one light DM species to be able to
fit the excess. In the following section, we discuss how robust
this conclusion is against a relaxation of our selection criterion
of propagation parameters, aswell as the inclusion of theoretical
uncertainties in the modelling.

6. Robustness of the results

In thissection, weassesstherobustnessof theconclusionsdrawn
above, under changes in the skimming method and source-term
modelisation. Since our selection criterion does not combine in-
formation of data points together but makes use of them sepa-
retely, we investigate first whether or not a specific datapoint of
the positron flux could be leading the constraints, eventually bi-
asing theresults. Indeed, onecan seein Fig. 8 that theposition of
thefirst datapoint measured by Ams-02 isvery low with respect
to theexpected trend from thepredicted secondary positron flux.
Secondly, weevaluateuncertaintiesof thesecondary component
source term in order to attest that they can be safely neglected
in our analysis. These uncertainties come from the experimen-
tal measurement of the Ams-02 primary fluxes, as well as the
choice of p and Hespallation cross-section onto the ISM.

To check whether the first data point is more discriminat-
ing than thehigher energy ones, werepeat theskimming method
presented in Sect. 4 discarding thispeculiar point from theanaly-

sis. Thecomparison between the resultsof theanalysiswith and
without thefirst point is reported in thefirst two linesof Table5.
Not surprisingly, the number of selected models does increase.
However, in amuch morestriking way than expected, wenotice
that it increases more than twelve times. The parameter space
counts now 623 allowed models. We conclude that within our
skimming method, the first point of the flux has indeed a very
strong discriminating power. To check that it was apecularity of
thefirst datapoint, wesuccessively repeat theskimming method
discarding up to the three first data points. The results are re-
ported in Table 5 and confirm the singularity of the first point;
the number of allowed models never exceeds 692. Let us em-
phasise that even without its first point, the positron flux pro-
videsstringent constraintson propagation parameters; it enables
to rule out two thirds of the parameter space allowed by former
boron-over-carbon analysis. To check the impact of abigger pa-
rameter space on our DM analysis (see Sect. 5), we repeat it
with the 623 propagation models selected without the first point
of the positron flux. In the case of DM annihilating directly into
a combination of bb̄, W+W− , e+e− , µ+µ− , and τ+τ− channels,
the χ2

d.o.f . of the best fit is now of 1.1, which corresponds to a
p-value of 26%. Such a value might indicate that DM annihila-
tion canstill explain thepositronexcess. However, theassociated
DM mass is 336 GeV, causing a cut-off of the primary positron
flux at this energy, not observed in Ams-02 data. Hence, with
improving statistics in these last two bins, it is likely that the
χ2

d.o.f . will quickly degrade. On theother hand, imposing theDM
mass to be above the energy of the last data point increases the
χ2

d.o.f . to a value above 2, indicative of a bad quality fit. In the
hypothesis of leptophilic DM annihilating into φφ → 2e+2e−

and φφ → 2τ+2τ− through a light mediator, the best fit has a
χ2

d.o.f . greater than 10. Thus, the conclusion remains unaltered.
We now turn to assessing the impact of uncertainties associated
to the source term of the secondary component on our conclu-
sions. A key ingredient of the secondary positron prediction is
an accuratemeasurement of theflux of their progenitors; mainly
proton and helium nuclei. In Sect. 3.1, we gave the parameteri-
sation used to describe these fluxes, as well as the best-fit value
of theparameters. Given thefiniteprecision of Ams-02 measure-
ments, uncertaintiesin thedetermination of theseparameterscan
affect our secondary positron prediction. To estimate the uncer-
tainty associated to thefitting procedure, wedeveloped an origi-
nal method that takes into account both systematic and statistical
uncertainties of the measured primary fluxes. We proceed in the
following way: wefirst generatemock dataof theprimary fluxes
within their total uncertainties, fit them with our parameterisa-
tion, and computeanew secondary positron flux. Repeating this
process 10000 times allows us to determine the distribution of
the secondary positron flux in each energy bin. The mock data
for the primary fluxes are generated according to the following
strategy: for each data point a new random value is computed
as Φ̄data(Ei) + δΦstat(Ei) + δΦsyst(Ei), where Φ̄data is the mean
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Fig. 12. Left panel: secondary positron flux (multiplied by E3) asa function of thepositron energy. Theerror bars represent theuncertainty due to
theexperimental uncertainty on theproton and helium fluxes. Right panel: relativeuncertainty on thesecondary positron flux, as a function of the
positron energy.

value of the flux in the energy bin Ei , δΦstat is drawn from a
Gaussian distribution with standard deviationσstat(Ei) andδΦsyst

is drawn from a uniform distribution of size 2σsyst(Ei). These
two uncertainties σ are provided by the Ams-02 collaboration
in Aguilar et al. (2015b,a). Results are displayed in Fig. 12. On
the left panel is shown the distribution of our prediction in each
energy bin, compared to the fiducial value calculated with the
Med propagation model. The relative uncertainty displayed in
the right panel is found to increase with the energy, with a max-
imum of 7% at 500 GeV. The experimental uncertainties of the
positron flux are respectively of 6% and 30%, much larger than
thetheoretical uncertainty yielded by theprimary fluxes. Wethus
conclude that the precision in the measurement of the primary
fluxes is suffi ciently small that it does not alter our analysis.

A second major ingredient entering the source term for sec-
ondary positrons are the cross-sections adopted for the p and
He interaction with the ISM. In our studies, we used proton-
proton cross-section from Kamaeet al. (2006). We recall that
any other nucleus-nucleus cross-section can be obtained by
rescaling this one with an empirical factor, which we took
from Norbury & Townsend (2007). Thechoiceof proton-proton
cross-section from Kamaeet al. (2006) is motivated by the fact
that, at low energy, this model produces less positrons than
the commonly used Moskalenko & Strong (1998), which in-
cludes the parameterisation of the Lorentz invariant obtained by
Tan & Ng (1983) and Badhwar et al. (1977). Wethereforeadopt
a strategy similar to our treatment of solar modulation, which
minimises as much as possible the positron flux below 10 GeV
by using a very high Fisk potential, on the edge of currently al-
lowed values. Although there is an uncertainty associated to the
cross-section and solar modulation modelling, our choices lead
to conservative results and thus robust conclusions.

7. Conclusion

Two yearsago, the Ams-02 collaboration released themost pre-
cise measurement of the positron flux in the energy range 0.5
to 500 GeV, confirming the high-energy excess with respect to
pure secondary predictions. Until now, most of the studies try-
ing to explain thisexcess in termsof DM annihilationsrestricted
themselves to energies above 10 GeV by prejudice and to sim-
plify computations. Indeed, below this energy, several mecha-
nisms taking place in the halo, namely diff usive reacceleration

and convection, aswell asenergy lossesin thedisc, maketheres-
olution of the propagation equation much more involved. How-
ever, a consistent model should be able to explain the positron
flux over the entire energy range covered by the Ams-02 data.

Wehavethereforereinvestigated theproblem of thepositron
anomaly with anew semi-analytical resolution method enabling
us to take into account transport processes so far neglected but
important below a few GeV. The key idea is to pinch energy
losses occurring in the whole magnetic halo, namely inverse
Compton and synchrotron, inside the Galactic disc. The corre-
sponding energy loss rate is artificially enhanced by a so-called
pinching factor, which is calculated for each energy. Thisallows
us to solve the CR propagation equation using a Bessel expan-
sion and the Cranck-Nicholson scheme.

With this procedure, we recover the correct high-energy
positron flux at the per mille level and extend the computation
to low energies, at the main advantage of a very fast resolu-
tion technique compared to fully numerical methods. We have
re-evaluated both primary and secondary components of the
positron flux, finding as expected that they are significantly af-
fected at low energies by the incorporation of the thus far ne-
glected CR transport mechanisms. Surprisingly, we also find
that modifications are still substantial at a few tens of GeV, de-
pending on the CR propagation parameters. As pointed out in
Delahaye et al. (2009) and Lavalle et al. (2014), weconfirm that
the secondary prediction of thepositron flux at low energiescan
be in large excess compared to Ams-02 data, even for propaga-
tion modelscompatiblewith theB/C analysis from Maurin et al.
(2001).

Motivated by this result, we have carried out a scan over
the CR propagation parameters of Maurin et al. (2001), apply-
ing an original skimming method which leads to severe con-
straints on the propagation parameters: out of the 1623 models,
only 54 survive theprocedure. In particular, thebenchmark Min
and Med configurations are excluded. On the other hand, Max-
like propagation models, that is, with large { K0,L} and small
δ, are favoured by the data. Those models are very close to the
best configuration found in Kappl et al. (2015) by fitting thepre-
liminary B/C data of Ams-02. This needs to be confirmed with
the newest B/C published recently by Ams-02 (Aguilar et al.
2016b). We do not expect major changes in our conclusions.

To overcomethediffi culty arising from solar modulation, we
have made use of a very high Fisk potential, 3σ above the mean
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valueobtained by Ghelfi et al. (2016). Thischoiceminimisesthe
flux at low energies and makes our skimming procedure of the
CR parameter spaceconservative, leading usto keep modelsthat
should bedisregarded.

In a similar way, we have made use of the p and He spalla-
tion cross-sections from Kamaeet al. (2006) since they lead to
the lowest amount of positrons. Furthermore, we have checked
that uncertainties in the measurements of the p and He fluxes
do not alter our result. Finally, given that our skimming method
makes use of information from data points separately, we have
investigated whether or not a specific data point could drive the
constraints. We found that this is indeed the case. The first data
point has a much higher discriminating power than the others.
Discarding it from the analysis, our skimming method selected
623 models, which still corresponds to a rejection of about two
thirdsof theparameter space. Wecan thereforeconcludethat the
positron flux isavery useful and independent probeof CR prop-
agation, to beused in synergy with other tracers such as theB/C
ratio. Our resultsalso indicate that thepositron excess isalready
present at GeV energies, typically starting above2 GeV.

Finally, we have re-investigated the explanation of the
positron anomaly in terms of annihilations of a single DM
species, in the WIMP framework, over the whole energy range
of theAms-02 data. Wehaveperformed ascan over WIMPmass
and explored thepossibility of: i) direct annihilation into a com-
bination of channels; and ii) leptophilic DM annihilating into
four leptons through a light mediator. For a given WIMP mass
and propagation model (selected by our skimming method), we
haveobtained thebest-fit valuesof theannihilation cross-section
and branching ratios. Our most striking result is that no good fit
to the data is obtained for either case i) or ii). Indeed, in case i),
the best fit is found for a mass of 264 GeV that does not allow
reproduction of the highest-energy data points. Hence, the asso-
ciated p-value is as low as 0.4%. On the other hand, requiring
the DM mass to be larger than 500 GeV yieldsχ2

d.o.f . > 3, since
thelow-energy part of thedatacannot beconsistently accommo-
dated. Caseii) turnsout to beeven worse, thebest-fit χ2

d.o.f . being
ashigh as15. Wehavechecked therobustnessof our conclusions
against a few possible loopholes.

We are thus led to the conclusion that annihilations of a sin-
gle DM species should be disregarded as the sole origin of the
positron excess, on the basis of the positron data themselves,
irrespective of other observables such as the antiproton flux or
CMB anisotropies. It is likely that more ad-hoc multi-species
models, with, for example, oneheavy and one light DM particle,
will beable to accommodate theexcess, although astrong state-
ment would require a dedicated study. It is probable that such
an analysis, with a unique pulsar as the source of the anomaly,
would lead to similar conclusions, requiring in the future more
realistic multi-component studies.
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