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Resumo

Recentemente os modelos de Deep Learning têm ganhado muito destaque na área de análise de
imagem, porém necessitam de muitos dados para terem bons desempenhos. Isto di�culta a
aplicação em bases de dados médicas visto que existe uma di�culdade em se obter muitas
observações equiparadamente, entre os diferentes casos como, por exemplo, patológicos e normal.
Para pequenas bases de dados pode-se utilizar modelos de transferência de aprendizado, ensemble e
aumento de dados para se ter melhores de-sempenhos na tarefa de classi�car imagens, já para base
de dados desbalanceadas pode-se utilizar técnicas de reamostragem como undersampling e
oversampling. Neste trabalho propomos uma nova abordagem baseada no ensemble de modelos de
transferência de aprendizado com diferentes pesos para melhorar a predição de observações da
classe minoritária em pequenas bases de dados desbalanceadas considerando reamostragem e
aumento de dados. Ao �nal, um experimento é realizado com a base de dados do Hos-pital
A.C.Camargo Cancer Center, que é um hospital oncológico especializado no diag-nóstico,
tratamento e pesquisa de câncer. Esta base de dados nunca foi utilizada para nenhum tipo de
análise e tem-se como objetivo classi�car imagens de mamogra�a como malignas ou benignas. A
partir dos resultados obtidos nota-se que as combinações com melhores métricas são obtidas com a
utilização de reamostragem e as piores sem a utili-zação desta técnica. O que comprova que a
utilização da metodologia de reamostragem (undersampling e oversampling) melhora o desempenho
da combinação em prever a clas-se minoritária. Ainda, com a utilização de aumento de dados, as
combinações propostas têm um melhor desempenho do que a não utilização desta técnica.
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