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ABSTRACT
In infinite graph theory, the notion of ends, first introduced by Freudenthal and Jung for locally finite graphs, plays an

important role when generalizing statements from finite graphs to infinite ones. Nash‐Williams' Tree‐Packing Theorem and

MacLane's Planarity Criteria are examples of results that allow a topological approach, in which ends may be considered as

endpoints of rays. In fact, there are extensive studies in the literature showing that classical (vertex‐)connectivity theorems

for finite graphs can be discussed regarding ends, in a more general context. However, aiming to generalize results

of edge‐connectivity, this paper recalls the definition of edge‐ends in infinite graphs due to Hahn, Laviolette and Širáň. In
terms of that object, we state an edge version of Menger's Theorem (following a previous work of Polat) and generalize the

Lovász‐Cherkassky Theorem for infinite graphs with edge‐ends (inspired by a recent paper of Jacobs, Joó, Knappe, Kurkofka

and Melcher).

1 | Introduction

Most graphs in this paper are simple, in the sense that loops and
multiple edges are not considered. Exceptionally, graphs that
might admit parallel edges are referred to as multigraphs. If S
and H are subgraphs of a given graph G, we define the neigh-
borhoods N S v V G V S v S( ) = { ( )\ ( ) : has a neighbor in }∈ and
N S N S V H( ) ( ) ( )H ≔ ∩ . IfG is infinite, we recall that a ray is a
one‐way infinite path within it. In other words, it is a
subgraph of the form r v v v= …0 1 2 , in which v V G( )i ∈ and
v v E G( )i i+1 ∈ for every i ∈ . Thus, we say that r starts at v0

and that any infinite connected subgraph of r is its tail.
Similarly, a double ray is a subgraph of the form
R v v v v v= … …−2 −1 0 1 2 , in which v v E G{ } ( )i i i+1  ⊆ . For any
n ∈ , the subgraphs r v v v= …n n n+ +1 +2 and r v v v= …n n n− −1 −2

are called the half‐rays of R. Intuitively, a ray describes a
direction in the ambient graph G, which is formalized by the
following equivalence relation: we write r s~ whenever r and s
cannot be separated by finitely many vertices, namely, the tails
of r and s belong to the same connected component of G S\ for

every finite set S V G( )⊂ . If this is not the case, we say that
some finite set S V G( )⊂ separates r and s.

Equivalently, r s~ if and only if there is an infinite family of
r s− disjoint paths. In this notation, given A and B two vertex
subsets of G, we say that an A B− path is a finite path
v v v v… n0 1 2 with precisely one endpoint in A and the other in B,
that is, v A v B, n0 ∈ ∈ and v v v V G A B, , …, ( ) \( )n1 2 −1 ∈ ∪ .
Hence, it is easily seen that ~ is an equivalence relation over

G( ) , the collection of rays ofG. The quotient G( )

~

 , denoted by
GΩ( ), is called the end space of G. An element r G[ ] Ω( )∈ ,

in its turn, is the end of the ray r .

This notion was first approached by Freudenthal in [1] and by
Hopf in [2], within algebraic discussions related to group the-
ory. Halin in [3], however, properly stated this definition for
infinite graphs, inspiring generalizations of results from finite
graph theory since then. For example, Stein in [4] showed how
ends play an important role when extending the Nash‐Williams'
Three Packing Theorem for locally finite graphs. Her joint work
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with Bruhn in [5] presents a similar discussion, in which Ma-
cLane's Planarity Criteria is stated for locally finite graphs with
their ends. Although this paper works under weaker conditions,
local finiteness is a convenient hypothesis when preserving
theorems from finite graph theory. As pointed out by Diestel
in his survey [6], the ends are helpful, and occasionally
unavoidable, structures to that aim.

In any case, the results mentioned in the previous paragraph
are obtained through a topological approach. Indeed, from
the definition of ~, the connected components obtained after
the removal of finite vertex sets suggest a natural topology for
V G V G Gˆ ( ) ( ) Ω( )≔ ∪ . More precisely, given S V G( )⊂ finite
and r G( )∈ , let C S r( , [ ]) be the set of vertices that belong
to the connected component of G S\ in which r has a tail. By
defining

S r s G S r sΩ( , [ ]) = {[ ] Ω( ) : does not separate and },∈

we declare S and V S r C S r S rˆ ( , [ ]) ( , [ ]) Ω( , [ ])≔ ∪ as basic
open sets in V Gˆ ( ). Since equivalent rays are infinitely con-
nected, it is easily seen that S rΩ( , [ ]) is well‐defined.

With this topology for V Gˆ ( ), the end r[ ] is precisely the
boundary of the ray r (as a set of vertices), formalizing the idea
that r converges to r[ ] or that r[ ] might be seen as an endpoint of
r . Then, roughly speaking, in the previously mentioned gener-
alizations of results from finite graph theory, the ends of G play
the same role as vertices, but “at the infinity.”

On the other hand, the literature related to the edge‐
connectivity of infinity graphs and their ends is still not broad,
with few references on the subject. An exception, for instance,
is the paper [7], in which Jacobs, Joó, Knappe, Kurkofka and
Melcher generalized the classical Lovász‐Cherkassky Theorem
(recalled at the end of the next section) to locally finite graphs
with ends. Their proof relies on the version of the same theorem
for countable graphs, obtained by Joó in [8] without mentioning
ends. Actually, the Lovász‐Cherkassky Theorem is now proven
for arbitrary infinite graphs in [9], where Joó extended his
previous work. In this paper, we will revisit all these results by
considering infinite graphs and their edge‐ends. As a conclu-
sion, at the end of Section 2 we establish the following:

Theorem 1.1 (Lovász‐Cherkassky for infinite graphs
with edge‐ends). Let G V E= ( , ) be any infinite graph and fix
a discrete subspace T V G G( ) Ω ( )E⊂ ∪ of E Gˆ ( ). Suppose that
δ X( )  is even or infinite for every X V G( )⊂ in whose closure
T lies. Then, there is a collection  of edge‐disjoint T −paths such
that, for every t T∈ , there is a cut separating t fromT t\ { } that lies
on the family P t P= { : is an endpoint of }t ∈ .

Especially regarding connecting paths, the definitions and nota-
tions employed in the above statement are presented throughout
the next sections. However, we remark that the notion of edge‐
ends introduced by Theorem 1.1 is inspired by the definitions of
ends, but slightly modified so that edge‐connectivity results can be
approached more properly. Thus, given rays r s G, ( )∈ , we now
say that r and s are edge‐equivalent, writing r s~E , if, and only
if, the tails of r and s belong to the same connected component of
G F\ , for every finite set of edges F E G( )⊂ . Equivalently, there is

an infinite family of edge‐disjoint paths, with distinct endpoints,
connecting r and s. If this is not the case, we say that a finite
set F E G( )⊂ separates r and s. When F can be described by
uv E G u X v V G X{ ( ) : , ( ) \ }∈ ∈ ∈ for some X V G( )⊂ , we write
F δ X= ( ) and call F the cut corresponding to the vertex set X .

As it is easily seen, ~E is also an equivalence relation over G( ) ,
so that the quotient G( )

~E

 defines the edge‐end space of G,

denoted by GΩ ( )E . Similarly, we denote the equivalence class
of ray r by r[ ]E and we call it an edge‐end of the graph. We
even observe that ~ and ~E are the same relation if G is locally
finite, because, in this case, rays which are separated by finitely
many vertices can be separated by the finitely many edges
incident to them. In particular, the main result of [7] will
be preserved by Theorem 1.1. When there are vertices
of infinite degree, however, ~E may identify more rays, as
exemplified by Figure 1.

In the literature, the definition of ~E was first presented by the
paper [10] of Hahn, Laviolette and Širáň. Besides this article,
the discussions carried out by Georgakopoulos in [11] comprise
one of the few other works which approach the notion of
edge‐ends. In fact, since ~ and ~E are the same equivalence
relation over locally finite graphs, most references in infinite
graph theory may not mention the latter one in their studies.

Despite that, we observe that Theorem 1.1 also requires topo-
logical conditions on V G G( ) Ω ( )E∪ . Indeed, once presented
the topology for V Gˆ ( ), the relation ~E suggests a topology for
E G V G Gˆ ( ) = ( ) Ω ( )E∪ as well. Now, given a finite F E G( )⊂

and an edge‐end r G[ ] Ω ( )E E∈ , we denote by C F r( , [ ] )E E the
(vertices of the) connected component of G F\ in which r has a
tail. Analogously, if v V G( )∈ is a vertex, C F v( , )E denotes the
vertex set of the connected component in G F\ containing it.
As a concept handled by Theorem 1.1 and that will be often
used throughout the paper, we now say that F separates two
subsets A B E G, ˆ ( )⊆ if C F x C F y( , ) ( , )E E≠ for every x A∈ and
y B∈ . In its turn, since C F r C F r( , [ ] ) = ( , [ ′] )E E E E if r and r′ are
edge‐equivalent rays, the following set is also well‐defined:

F r s G F r sΩ ( , [ ] ) = {[ ] Ω ( ) : does not separate and }.E E E E∈

Then, by denoting E F r C F r F rˆ ( , [ ] ) ( , [ ] ) Ω ( , [ ] )E E E E E≔ ∪ ,
the aimed topology for E Gˆ ( ) has v v V G E{{ } : ( )} { ˆ∈ ∪

F r F E G r G( , [ ] ) : ( ) finite , [ ] Ω ( )}E E E⊂ ∈ as a basis. In partic-
ular, the subspace G E GΩ ( ) ˆ ( )E ⊂ has F r r{Ω ( , [ ] ) : [ ]E E E∈

G F E GΩ ( ), ( ) finite}E ⊂ as a basis. Thus, also considering
G V GΩ( ) ˆ ( )⊂ with the corresponding inherited structure,

a comparison between the classes of topological spaces
G GΩ {Ω( ) : graph}≔ and G GΩ {Ω ( ) : graph}E E≔ can be

found in [12]. Among other studies in that paper, written in a
joint work with Paulo Magalhães Júnior, we discuss howΩE is a
proper subfamily of Ω.

FIGURE 1 | This graph has two ends, corresponding to the rays

v v v …0 1 2 and v v v …0 −1 −2 , for example. However, it has only one edge‐end.
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Finally, we revisit the work of Polat in [13] to illustrate how the
definition of ~E is appropriate when studying edge‐connectivity
properties. More precisely, throughout the next sections we
prove the following Mengerian result:

Theorem 1.2 (Menger's Theorem for edge‐ends). Let
A B G, Ω ( )E⊂ be sets of edge‐ends such that A B = =∩ ∅

A B∩ . Then, there is a family  of edge‐disjoint A B− paths
and an A B− separator F E G( )⊆ that lies on it.

2 | Suitable Connecting Paths

In this section, we formalize the definitions of T−paths and
A B− paths employed by Theorems 1.1 and 1.2, respectively,
besides also proving a first common instance of these
statements. To this aim, we first recall that Menger's classical
theorem for finite graphs is a duality result regarding connectiv-
ity. It claims that the minimum amount of vertices in a graph G
that separate two subsets of V G( ) is attained by the maximum
size of a family of disjoint paths connecting them. In this case,
each path of this family must contain precisely one vertex from
the minimum separator. It was conjectured by Erdős that this
property is preserved for infinite graphs, which was only verified
by Aharoni and Berger in [14] after more than thirty years:

Theorem 2.1 (Aharoni and Berger [14], Erdős‐Menger
Theorem). Let G be a graph and fix A B V G, ( )⊂ . Then, there
exists a family  of disjoint A B− paths and an A B− separator
S V G( )⊆ that lies on it.

In the above formulation, an A B− separator is a vertex set
S V G( )⊂ such that there is no A B− path in G S\ . When
saying that S lies on a family  of disjoint paths, we mean that
S is obtained by the choice of precisely one vertex from each
element of  .

However, we can rephrase Theorem 2.1 to consider  as a
family of edge‐disjoint A B− paths, rather than analyzing
just disjoint ones. In this case, the minimum separator
described by the statement must be a set of edges. Then,
we say that an edge‐set F in a graph G lies on a family
of edge‐disjoint paths  if F is obtained by the choice of
precisely one edge from each element of  . In these terms,
the result below is folklore, but its proof is presented here for
the sake of completeness. Roughly speaking, it is obtained
after blowing up vertices to complete graphs and applying the
Erdős‐Menger Theorem:

Corollary 2.2 (Erdős‐Menger Theorem for edges). Let G
be a graph and fix disjoint subsets A B V G, ( )⊂ . Then, there exist
a family  of edge‐disjoint A B− paths and a cut δ X( ) lying on
it such that A X⊂ and B V G X( ) \⊂ .

Proof. We will define an auxiliary graph G̃. For every
v V G( )∈ , let Kv be a complete graph on d v( ) vertices. Then,
the vertex set of G̃ will be the disjoint union V K( )v V G v( ) . For
every edge uv E G( )∈ , we define an edge u v′ ′ between the cliques
Ku and Kv, referred as an old edge. Since K d v= ( )v  , we can
assume that every vertex of Kv is an endpoint of at most one old
edge.

Apply Theorem 2.1 to separate the (disjoint) vertex sets
A V K˜ = ( )v A v and B V K˜ = ( )u B u , fixing the family ̃ of
disjoint A B˜ − ˜ paths and the separator S̃ lying on it. For every
P̃ ̃∈ and every v V G( )∈ , we can assume that P V K˜ ( ) 2v ≤∩  .
In fact, if v v V K˜ , ˜ ( )v1 2 ∈ are nonadjacent vertices in P̃, consider
the path P̃′ obtained from P̃ after replacing the subpath
connecting v v˜ − ˜1 2 by the edge v v˜ ˜1 2. Being an A B˜ − ˜ path, P̃′

must meet S̃ in the vertex of P S˜ ˜∩ , since ̃ is composed of
disjoint paths. Therefore, P P( ˜ \ { ˜}) { ˜′} ∪ is also a family of disjoint
A B˜ − ˜ paths on which S̃ lies.

By considering that P V K˜ ( ) 2v ≤∩  for every v V G( )∈ , a path
P in G arises from P̃ ̃∈ after contracting the cliques K{ :v
v V G( )}∈ to their original vertices. Then, P P= { : ˜ ˜ } ∈
is a family of edge‐disjoint A B− paths. Moreover, each vertex
v S˜ ˜∈ belongs to a clique of the form Kv and it is the
endpoint of a unique old edge θ v(˜), originally incident in
v V G( )∈ . Note also that θ v(˜) belongs to the path of ̃ that
contains ṽ .

We observe that every A B− path Q in G must pass through
an edge from θ v v S{ (˜) : ˜ ˜}∈ . Otherwise, a minimal path in G̃

containing all the old edges of Q will not intersect S̃,
contradicting the fact that S̃ separates Ã and B̃. Therefore,
F θ v v S= { (˜) : ˜ ˜}∈ is an edge set lying on  for which there
is no A B− path in G F\ . Although it is no difficult to
see that F δ X= ( ) for some X V G( )⊂ such that A X⊂ and
B V G X( ) \⊂ , this will later follow by Lemma 2.7. □

In addition, there also exist statements for Mengerian theorems
when considering infinite graphs and their ends, which we shall
revisit to conclude both Theorems 1.1 and 1.2. To that aim, the
notions of A B− paths and A B− separators need to be better
discussed when A and B are not only vertex subsets, but might
contain ends. Nevertheless, when dealing with the topological
space V Gˆ ( ), different references in the literature present
distinct definitions for connecting paths between ends and the
corresponding separators, although all the formulations are
coincident for locally finite graphs.

Before comparing these concepts, it is useful to distinguish the
role played by some vertices of infinite degree. More precisely,
fixed a graph G, we say that v V G( )∈ dominates a ray
r G( )∈ if it is infinitely connected to r , in the following
sense: for every finite set S V G v( ) \ { }⊂ , a tail of r and the
vertex v belong to the same connected component of G S\ ,
that is, v C S r( , [ ])∈ . Equivalently, there is an infinite family
of paths connecting v and r , pairwise intersecting precisely
at v. In this case, v dominates any other ray equivalent
to r , allowing us to say that v dominates the end r[ ]. Then,
combining notations from [13] and [7], we set the following
definitions:

Definition 2.3 (Connecting paths). Let G be a graph.
Depending on whether we are considering connectivities
of the form “vertex‐vertex,” “vertex‐end,” and “end‐end,” we
define the paths and the graphic paths as follows:

• Connectivity between vertices: For vertices
u v V G, ( )∈ , a u v− path is any finite path in G which has
u and v as endpoints;

456 of 524 Journal of Graph Theory, 2025
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• Connectivity between vertices and ends:
Fix v V G( )∈ and ω GΩ( )∈ . A graphic v ω− path is a
ray starting at v whose end is ω. A v ω− path is either
a graphic v ω− path or a v u− path, in which u V G( )∈ is
a vertex that dominates ω;

• Connectivity between ends: Fix ω ω G, Ω( )1 2 ∈ .
A graphic ω ω−1 2 path is a double ray in which one
half‐ray has end ω1 and the other has end ω2. In its turn, a
ω ω−1 2 path is either a graphic ω ω−1 2 path or a v ω− i

path, for some i {1, 2}∈ and a vertex v V G( )∈ that dom-
inates ω i3− .

More generally, for given sets A B V G, ˆ ( )⊂ , a (graphic) A B−

path is any (graphic) a b− path for some a A∈ and some
b B∈ . Additionally, only when A B V G, ( )⊂ , we impose that
any A B− path intersects A B∪ precisely at their endpoints,
which recovers the definition presented in the introduction.

Roughly speaking, the paths in Definition 2.3 differ from the
graphic ones by allowing dominating vertices to represent some
reachable end. If we consider only graphic paths, Bruhn, Diestel
and Stein in [15] generalized Theorem 2.1 somehow verbatim,
under a condition of topological separation:

Theorem 2.4 (Bruhn et al. [15], Theorem 1.1). In a given
connected graph G, fix A B V G, ˆ ( )⊂ two sets that are separated
topologically, that is, such that A B A B= =∩ ∅ ∩ . Then, there
exist a family  of disjoint graphic A B− paths and a subset
S V Gˆ ( )⊂ with the following properties:

i. The graphic paths intersect A and B precisely at their
endpoints. Formally, for every P ∈ there are a A∈ and
b B∈ such that P A B a b( ) = { , }∩ ∪ ;

ii. Any two distinct graphic paths P Q, ∈ are disjoint even
at the infinity. In other words, P Q =∩ ∅;

iii. P S = 1∩  for every P ∈ and S S P= P ∩ ;

iv . If Q is any graphic A B− path, then Q S∩ ≠ ∅.

Comparing Theorem 2.4 with the original statement of the
Erdős‐Menger Theorem, the subset S V Gˆ ( )⊂ of the above
thesis plays the role of an “A B− separator lying on the family
 .” Nevertheless, when applied to the graphG of Figure 1, there
are no two disjoint graphic paths connecting the only two ends
ω ω G, Ω( )1 2 ∈ . But, since v∞ is adjacent to every other vertex,
at least two vertices are needed to separate ω1 and ω2. The
“ ω ω{ } − { }1 2 separator” claimed by Theorem 2.4, then, is given
by either ω{ }1 or ω{ }2 . However, if we aim to forbid ends in
separating sets, the broader definition of connecting paths
in Definition 2.3‐rather than only the graphic ones‐is useful.
Relying on this notion, Polat in [13] obtained the Mengerian
result below:

Theorem 2.5 (Polat [13], Theorem 3.4). Let1A B G, Ω( )⊂

be two sets of ends such that A B A B= =∩ ∅ ∩ . Consider a
family  of maximum size of disjoint A B− paths and fix an
A B− separator S of minimum size. Then, S=   .

Although we shall precise Polat's notion of “A B− separators”
only in the next section, we remark that Theorem 2.5 will be

further stated in an edge‐analogous setting as a consequence
of our Theorem 1.2. To this aim, however, the definitions
employed in the above result need to be rewritten in their
edge‐related versions as well. Hence, inheriting the notion
of − dominance from [10], we say that a vertex v V G( )∈

of a graph G edge‐dominates an edge‐end ω GΩ ( )E∈ if
v C F ω( , )E∈ for every finite set F E G( )⊂ . In this case, there is
an infinite family of edge‐disjoint paths connecting v to infi-
nitely many vertices of r . Then, we fix the following definitions:

Definition 2.6 (Connecting paths—edge version). Let G
be a graph. For vertex sets A B V G, ( )⊂ , the notion of an A B−

path given by Definition 2.3 is preserved. For connectivities
between edge‐ends and vertices and edge‐ends, we consider the
following criteria:

• Connectivity between vertices and edge-
ends: Fix v V G( )∈ and ω GΩ ( )E∈ . A graphic v ω−

path is a ray starting at v whose edge‐end is ω. Then,
a v ω− path is either a graphic one or a v u{ } − { } path for
some vertex u V G( )∈ that edge‐dominates ω;

• Connectivity between edge-ends: For edge‐
ends ω ω G, Ω ( )E1 2 ∈ , an ω ω−1 2 path is one of objects
below:

i. A v ω− i path, for some i {1, 2}∈ and some vertex
v V G( )∈ that edge‐dominates ω i3− ;

ii. A double ray in which one half‐ray has edge‐end ω1

and the other has edge‐end ω2. This case defines a
graphic ω ω−1 2 path.

Finally, given A B E G, ˆ ( )⊂ such that A B G( ) Ω ( )E∪ ∩ ≠ ∅, an
A B− path is simply an a b− path for some a A∈ and some
b B∈ .

To conclude a restricted version of Theorem 1.1, which will be
later useful for proving Theorem 1.2, we turn our attention to
subsets of E Gˆ ( ) that can be separated by finitely many edges.
While discussing Menger‐type results, we are particularly in-
terested when these separators are small ones, often minimal or
with minimum size. Then, in future arguments, we shall rely on
the following remark:

Lemma 2.7. Consider sets A and B such that either
A V G( )⊂ or A GΩ ( )E⊂ , as well as either B V G( )⊂ or
B GΩ ( )E⊂ . If it exists, let F E G( )⊂ be a −⊆ minimal finite
edge set that separates A and B. Then, there is X V G( )⊂ such
that F δ X= ( ). Besides that, X can be chosen so that A C∩ ≠ ∅

for every connected component C of G X[ ].

Proof. Considering the topology of E Gˆ ( ), define the family

C C G F A

C

= { : is a connected component of \ such that

}.



∩ ≠ ∅

We will show that the claimed subset of V G( ) can be chosen as
X V C= ( )C . In fact, for every edge e F∈ , there is an A B−

path P inG F e\( \ { }) by the minimality of F . This path contains e
because F separates A and B by assumption, although P

contains no other edge from F . Therefore, e has an endpoint in
X and the other in V G X( ) \ , so that e δ X( )∈ .
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Conversely, by definition of  , an edge e δ X( )∈ has endpoints
in two distinct connected components of G F\ . Hence, we must
have e F∈ . □

However, by possibly containing infinitely many edges,
the precise definition of an A B− separator as mentioned by
Theorem 1.2 will be better introduced in Section 3. From
now until the end of the current one, we shall rather conclude
the instance below and draw some related consequences.
Roughly speaking, its proof follows from an iterative
application of Corollary 2.2, the Erdős‐Menger Theorem for
edges. In the literature, its vertex‐analogous statement is the
Theorem 4.7 found in [16], from where the details below are
adapted:

Lemma 2.8. Let G be a connected graph. Fix an edge‐end set
A GΩ ( )E⊂ and a vertex set S V G( )⊆ . Assume the existence of a
finite edge set F E G( )⊂ that separates A and S, which we
consider to have minimum size with that property. Then, there is
a family  of F  many edge‐disjoint S A− paths.

Revisited proof of Theorem 4.7 in [16]. We first consider the case
when A is closed in GΩ ( )E . Then, we will construct the required
family  recursively, as the limit object from a sequence

P P P( ) = { , , …, }n n
n n

k
n
n1 2  of families of edge‐disjoint finite

paths. In this notation, k F≔   and Pin+1 shall contain Pi
n as an

initial subpath, for each n ∈ and i k1 ≤ ≤ .

To initialize this construction, we rely on Lemma 2.7 to write
F δ V= ( )0 for some V V G( )0 ⊂ , since F is −⊆ minimal regard-
ing a separation property. By denoting V V G V′ = ( )\0 0, we
assume that S V ′0⊂ and A V0⊂ .

Now, let S V G′ ( )⊆ comprise the endpoints of the edges in F
that belong to V0. Denote by Ĝ the subgraph of G obtained after
adjoining toG V[ ′]0 precisely S′ and the edges from F . Hence, by

the minimality of F , Corollary 2.2 (the Erdős‐Menger Theorem
for edges) guarantees the existence in Ĝ of a family  of k edge‐
disjoint S S− ′ paths. In particular, each edge from F belongs to
precisely one path of  .

After setting G G S S, ,0 0 0 ≔ ≔ ≔ and F F0 ≔ , suppose by
induction that we have defined the following objects and their
properties:

• The family of paths P i k= { : 1 }n i
n ≤ ≤ . For each

i k1 ≤ ≤ , denote by vi
n the endpoint of Pi

n other than the
one in S;

• A subgraph Gn of G such that the cut δ V G( ( ))n in G is
finite. Moreover, we assume that every edge‐end of A has a
representative in Gn;

• A sizewise minimum cut Fn in Gn which separates a spec-
ified vertex set S V G( )n n⊆ from A. We also assume that the
last edge from each path of n is an element of Fn.

First, since Fn is a cut of Gn, let us write F δ V= ( )n n and
V V G V′ ( ) \n n n≔ for some V V G( )n n⊂ . We assume that
G G V[ ]n n n+1 ≔ is the subgraph induced by the part of the
bipartition V V{ , ′ }n n in which every end of A has a representa-

tive. Then, define

{ }S v v A G= : finitely many edges separate from in .n j
n

j
n

n+1 +1

For every i k1 ≤ ≤ such that v Si
n

n+1∉ , we set P P=i
n

i
n+1 . Since

Sn+1 is finite, its definition allows us to find a finite set
F E G( )n n+1 +1⊂ that separates Sn+1 from A. By choosing Fn+1

of minimum size with that property, Fn+1 is a cut in Gn+1

by Lemma 2.7. Hence, we write F δ V= ( )n n+1 +1 for some
V V G( )n n+1 +1⊂ , considering V V G V′ ( ) \n n n+1 +1 +1≔ as the part
of the bipartition V V{ , ′ }n n+1 +1 containing Sn+1.

Denote by K Fn n⊂ the set of edges of Fn whose endpoints belong
to Sn+1. Let A′ be the set of endpoints in V ′n for the edges of Fn
and, similarly, let B′ be the set of endpoints inVn+1 for the edges
of Fn+1. Define Ĝn as the graph obtained after adding to
G V[ ′ ]n n+1 +1 the vertices of A B′ ′∪ and the edges of K Fn n+1∪ .

By Corollary 2.2 (the edge version of the Erdős‐Menger Theo-
rem), there is a family ′ of edge‐disjoint A B′ − ′ paths in Ĝn
together with a cut C′ obtained by the choice of precisely one
edge from each path of ′ . We observe that C K′ n≥   . Other-
wise, F F K C′ = ( \ ) ′n n n ∪ has strictly fewer edges than Fn and
separates A from Sn in Gn, contradicting the definition of Fn.
Therefore, each edge from Kn lies on precisely one path of ′ .
By concatenating these paths with the previous paths of n that
end in K Fn n⊂ , we finish the definition of n+1 .

At the end of this recursive process, consider P P′ =i n i
n

 for
each i k1 ≤ ≤ , which is well‐defined since, for every n ∈ , the
path Pi

n+1 is constructed to contain Pi
n as an initial segment.

We observe that, if P′i is a ray, its edge‐end belongs to A,
so that P′i is an S A− path. Otherwise, since A is closed by
assumption, there would be a finite set F E G′ ( )⊂ such
that A F PΩ ( ′, [ ′] ) =E i E∩ ∅. However, we can argue that

E G( ) =n n ∅ , proving that F E G′ ( ) =n∩ ∅ for some big
enough n. In fact, suppose for a while that there exists an edge
e E G( )∈ contained inGn for every n ∈ . SinceG is connected,
there would be a (finite) path containing both e and some edge
from F0. Nevertheless, this path should intersect Fn for every
n 1≥ , because e E G( )n∈ and F E G E G( ) \ ( )n0 ⊆ . This reaches a
contradiction once F{ }n n is a family of pairwise disjoint edge
sets by construction, while the path just claimed is finite.
Therefore, if n ∈ is chosen so that F E G′ ( ) =n∩ ∅, then
C F P( ′, [ ′] )E i E contains the connected component of Gn in which

there is a tail of P′i. This connected component also contains
representatives of edge‐ends in A by Lemma 2.7, now contra-
dicting the fact that A F PΩ ( ′, [ ′] ) =E i E∩ ∅. Hence, P′i is indeed

an S A− path.

Similarly, if P′i is a finite path for some i k1 ≤ ≤ , then P P′ =i i
n

for all but finitely many numbers n ∈ . Moreover, by
definition, P′i is also an S A− path if, and only if, its endpoint vi
edge‐dominates an edge‐end from A. Then, consider the set
of indices I i k P S A= {1 : ′ is not a − path}i≤ ≤ . Let J I⊂

be a subset of maximum size for which there is a family
P j J= { : }J j ∈ of edge‐disjoint S A− paths satisfying the

following properties:

• P i J P j J{ ′ : } { : }i j∉ ∪ ∈ is a set of edge‐disjoint rays or

finite paths;

• P′j is an initial subpath of Pj for every j J∈ .
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If we prove that J I= , then P i I P i I= { ′ : } { : }i i ∉ ∪ ∈ is the

claimed family of edge‐disjoint S A− paths. Indeed, suppose that
there exists I Jℓ \∈ . Then, P′ℓ is a finite path whose endpoint vℓ
(other than the one in S) does not edge‐dominate an end
from A. In particular, vℓ does not edge‐dominate an edge‐end
from P P i I P P j J{[ ′] : ′ is a ray , } {[ ] : is a ray , }i E i j E j∉ ∪ ∈ . Hence,

there is a finite edge set L E G( )⊆ such that C L v( , )E ℓ contains no
tail from a ray in P i J P j J{ ′ : } { : }i j∉ ∪ ∈ . This means thatC may

contain edges from the finite paths in P i J P j J{ ′ : } { : }i j∉ ∪ ∈ ,

but it contains only finitely many edges from the elements of this
family which are rays. In other words, by possibly adding finitely
many edges to L, we can assume that E C( ) actually does not
intersect E P E P( ′) ( )i J i j J j∪∉  . However, by construction, vℓ
cannot be separated from A by finitely many edges, since P′ℓ is a
finite path. Hence, there is a ray inC starting at v′ℓ whose edge‐end
belongs to A. Concatenating this ray with the finite path P′ℓ, we
contradict the maximality of J .

Now, suppose that A GΩ ( )E⊂ is any subset that can be sepa-
rated from S by the finite set F E G( )⊂ . If F has minimum size
with that property, we will now finish the proof by reducing
Lemma 2.8 to the case just analyzed, in which A was assumed
to be closed. In that regard, we first observe that F also sepa-
rates A from S. Otherwise, suppose that r is a graphic S A−

path missing F . Since r A[ ]E ∈ , fix ω A F rΩ ( , [ ] )E E∈ ∩ and let
r′ be a representative of this edge‐end which starts in some
vertex in S. Once C F r C F r( , [ ′] ) = ( , [ ] )E E E E by the choice of
ω, the tail of r′ in G F\ is thus contained in C F r( , [ ] )E E . In other
words, this tail of r′ lies in a connected component of G F\

which contains a vertex of S, since r is a S A− path that does
not intersect F . However, this contradicts the choice of F as an
edge set that separates S and A, because r ω A[ ′] =E ∈ .

Hence, by the case just analyzed, there is a family  of k F=  
edge‐disjoint S A− paths. Then, for every P ∈ there is an
edge‐end ω AP ∈ such that P is either a ray whose edge‐end is
ωP or a finite path such that an endpoint edge‐dominates ωP.
In this latter case, by shortening the path P if necessary,
we assume that its endpoint is the unique vertex of P that edge‐
dominates the edge‐end ωP.

Consider then the set X P ω A A= { : \ }P∈ ∈ . Suppose that 
is chosen so that X has minimum size. Finishing the proof, we
claim that X = ∅. Otherwise, fix P ∈ and, since  is finite,
let L E G( )⊂ be a finite edge set such that ω L ωΩ ( , )Q E P∉ for
every Q Q ω ω{ ′ : }Q P′∈ ∈ ≠ . By possibly adding (finitely
many) edges to L, we can even assume that no edge from

E Q( )Q

ω ωQ P

∈
≠

 lies in C L ω( , )E P . However, there is a ray r′ in

C L ω( , )E P whose edge‐end r[ ′]E belongs to A, since ω A A\P ∈ .
By changing the choice of P within Q ω ω{ : = }Q P∈ if nec-
essary, we can assume that r′ starts in a vertex of P and does not
intersect V Q( )Q

ω ω=Q P

∈ in any other point, because r ω[ ′]E P≠ .

This defines an S A− path P′ by concatenating r′ with an initial
segment of P, so that P P( \ { }) { ′} ∪ contradicts the minimality
of X .

Applying the above result to both sides of a bipartition of V G( )

given by a minimum A B− cut, we obtain the following cor-
ollary as a particular case of Theorem 1.1:

Corollary 2.9. Given a graphG, let A B G, Ω ( )E⊂ be two sets
of edge‐ends which can be separated by a finite edge set
F E G( )⊆ . If F has minimum size with that property, there is a
family  of F −  many edge‐disjoint A B− paths.

Proof. Since F has minimum size, we can write F δ V= ( )1 for
some V V G( )1 ⊂ by Lemma 2.7. Consider V V G V= ( )\2 1 and let
Si be the set of endpoints of edges of F inVi , for i = 1, 2. Assume
that the representatives of edge‐ends in A have their tails in
G V[ ]1 , while the representatives of edge‐ends in B have their
tails inG V[ ]2 . Hence, F is an edge set of minimum size separating
A from S2 in G V S[ ]1 2∪ . By Lemma 2.8, there is a family

P P P= { , , …, }F1 1
1

2
1 1   of edge‐disjoint S A−2 paths. Analogously,

there is a set P P P= { , , …, }F2 1
2

2
2 2   of edge‐disjoint S B−1 paths in

G V S[ ]2 1∪ . By changing the enumeration of the elements in 2 if
necessary, we observe that Pi

1 and Pi
2 intersect in

precisely one edge from F for every i F1 ≤ ≤  . Therefore,
the concatenation P Pi i

1 2 is a well defined A B− path, so that
P P i F= { : 1 }i i

1 2 ≤ ≤   is the claimed family. □

Finishing this section, we will discuss how Lemma 2.8 is
useful for extending already known generalizations of the
Lovász‐Cherkassky Theorem, specially to draw a proof for
Theorem 1.1 as one of our main results. Before that, we first
recall its classical statement within finite graph theory:

Theorem 2.10 (Lovász‐Cherkassky). In a given finite
graph G, fix T V G( )⊂ . If G is inner‐Eulerian for T , the
maximum number of pairwise edge‐disjoint T−paths in G is
equal to

λ t T t
1

2
( , \ { }),

t T∈



where λ t T t( , \ { }) denotes the minimum size of a cut separating
t from T t\ { }.

In the above result, a T ‐path in G is a a b− path P as in
Definition 2.3, where a b T, ∈ are distinct endpoints. On the
other hand, G is inner‐Eulerian for T if every vertex of
V G T( ) \ has even degree. Under this hypothesis, Theorem 2.10
claims that there is a family  of edge‐disjoint T−paths
attaining an optimal size. After all, in a family of at least

λ t T t1 + ( , \ { })t T
1

2  paths, two of them must intersect in an

edge of a minimum cut separating some vertex t from T t\ { }. In
particular, for every t T∈ , the maximum family  contains
precisely λ t T t( , \ { }) paths that end at t . Considering this
property, Jacobs, Joó, Knappe, Kurkofka and Melcher obtained
a version of the Lovász‐Cherkassky Theorem for locally finite
graphs and their ends:

Theorem 2.11 (Jacobs et al. [7], Theorem 1). Let G be a
locally finite graph and fix T V Gˆ ( )⊂ a discrete subset. Suppose
that δ X( )  is even or infinite for every X V G( )⊂ for which
T X⊂ . Then, there is a family  of edge‐disjoint graphic
T −paths such that, for every t T∈ , the number of graphic
t T t{ } − ( \ { }) paths is equal to λ t T t( , \ { }).

Following the notation from Definition 2.3, a graphic T–path
is a graphic T T− path P such that P T = 2∩  . Intuitively,

459 of 524

 10970118, 2025, 4, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/jgt.23234 by U

niversity O
f Sao Paulo - B

razil, W
iley O

nline L
ibrary on [24/06/2025]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



P intersects T precisely at its endpoints. Since Theorem 2.11 is
restricted to locally finite graphs, we can rely on both Definitions
2.3 and 2.6 to state the above result, as there is no distinction
between ends and edge‐ends in this graph family. Analogously,
λ t T t( , \ { }) now denotes the minimum size of a t T t{ } − \ { }

(edge‐)separator, as in Definition 3.8. By assuming thatT V Gˆ ( )⊂

is discrete, λ t T t( , \ { }) is a well‐defined natural number.

Comparing the Theorems 2.10 and 2.11, the “inner‐Eulerian”
assumption over G is, in the locally finite generalization,
replaced by a parity condition over some finite cuts. In
the Appendix of [7], Jacobs, Joó, Knappe, Kurkofka and
Melcher discuss the need of this alternative notion to conclude
Theorem 2.11. Despite that, the new assumption indeed
restricts to the original hypothesis for finite graphs. More pre-
cisely, ifG is finite and every vertex ofG T\ has finite degree, let
G̃ be the multigraph obtained by contracting a set X T⊃ to a
new vertex v. Since G̃ has an even number of vertices of
odd degree, the degree of v must be even, because so is
the degree of every vertex from V G v V G X( ˜)\ { } = ( )\ . Noticing
that δ X( )  is the degree of v in G̃, the above result is, in fact, a
generalization of the classical Lovász‐Cherkassky Theorem for
finite graphs. On the other hand, its proof relies on the count-
able version of Theorem 2.10, previously obtained by Joó in [8].
Below, we present an updated statement of Joó's result,
established by him in [9] for arbitrary graphs:

Theorem 2.12 (Joó [9], Theorem 1.2). Let G be a (multi)
graph and fix T V G( )⊂ . Suppose that δ X( )  is even or infinite for
every X V G( )⊂ in whichT X⊂ . Then, there is a family  of edge‐
disjointT−paths such that, for every t T∈ , there is a cut separating t
from T t\ { } obtained by the choice of precisely one edge from each
path of P t P= { : is an endpoint of }t ∈ .

The proof of Theorem 2.11 is drawn by an appropriate reduc-
tion to Theorem 2.12. In [7], previously known results about
the connectivity of locally finite graphs and its ends were also
recalled for that study, such as Lemma 10 in [17]. Now, to
conclude the Lovász‐Cherkassky Theorem for arbitrary infinite
graphs and its edge ends, we can combine Lemma 2.8 to the
main idea for proving Theorem 2.11. To this aim, a T–path in
the result below means a T T− path P as in Definition 2.6 and
such that P T = 2∩  :

Theorem 1.1. LetG V E= ( , ) be a graph and fixT E Gˆ ( )⊂ a
discrete subspace of E Gˆ ( ). Suppose that δ X( )  is even or infinite
for every X V G( )⊂ in which T X⊂ . Then, there is a collection
 of edge‐disjoint T−paths such that, for every t T∈ , there
is a cut separating t from T t\ { } that lies on the family

P t P= { : is an endpoint of }t ∈ .

Revisited proof of Theorem 1 in [7]. We shall rely on Lemma 3.6,
which will be proven in the next section with the support
of suitable tools that are developed there. Since T E Gˆ ( )⊂

is discrete, that result claims the existence of a family
C ω T G{ : Ω ( )}ω E∈ ∩ of connected subgraphs of G for which
the following properties are verified:

• C C =ω ω1 2∩ ∅ if ω ω1 2≠ ;

• For every ω T GΩ ( )E∈ ∩ , the cut F δ C( )ω ω≔ is finite and
E F ω T ωˆ ( , ) = { }ω ∩ .

Then, for every ω GΩ ( )E∈ , let Ĉω denote the subgraph of G
induced by Cω and the endpoints of the edges in the finite
cut F δ C( )ω ω≔ . In particular, Fω turns out to be a finite
N C ω( ) − { }ω separator in G. By passing Cω to a connected
subgraph if necessary, Lemma 2.7 allows us to assume that no
edge set inG with fewer than Fω  elements is also a N C ω( ) − { }ω

separator. Hence, now according to Lemma 2.8, there is a
family ω of F −ω  many edge‐disjoint N C ω( ) − { }ω paths in Ĉω .

In its turn, let G̃ be the (multi)graph obtained from G by con-
tracting each Cω to a vertex vω. In this new graph, for every
ω T GΩ ( )E ∩ , the edges from Fω are precisely the ones that
are incident in vω. Then, define also T T V G′ = ( ( ))∩ ∪

v ω T G{ : Ω ( )}ω E ∩ and let X V G′ ( ˆ )⊆ be any set of vertices
containing T′. We observe that the edges in δ X E G( ′) ( ˆ )⊆

are precisely those in G from the cut defined by X≔

X V G C( ′ ( )) ω T G ωΩ ( )E∩ ∪ ∩ . Since T X⊆ , we know by
assumption that this cut inG is even or infinite, concluding that
δ X( ′) is even or infinite. Therefore, the hypothesis of Theorem
2.12 (which has no mention of ends or edge‐ends) are verified
by Ĝ and T′. Then, let ′ be a collection of edge‐disjoint
T′−paths such that, for every t T′ , there is a cut Et which
lies on the family P t P′ = { ′ : is an endpoint of }t   and
separates t from T t′\ { }.

Finishing the proof, we describe the claimed collection  of
edge‐disjoint T−paths as follows: for every ω T GΩ ( )E∈ ∩ , we
concatenate different paths from ′vω with different paths from
the family ω . Note that E F′ = =v v ω ωω ω ≤       , because Fω  is
precisely the degree of vω in G̃. Then, this construction of  is
well defined, although some paths of ω are not extended to
paths of  if E F<v ωω   .

3 | Topological and Combinatorial Separations

We observe that our main results indicated in the introduction
mention topological conditions on relevant sets of vertices or
edge‐ends. On one hand, the Lovász‐Cherkassky theorem for
infinite graphs requires that the set T as in Theorem 1.1 is
discrete. On the other, the sets A and B in Theorem 1.2 satisfy
A B A B= =∩ ∅ ∩ . However, these hypotheses were not ex-
plored so far. In fact, Lemma 2.8 was the core of the previous
section, but it was obtained when supposing that its relevant
objects could be separated by only finitely many edges. In its
turn, this section shall explain how the topological assumptions
on Theorems 1.1 and 1.2 ensure the well‐definition of infinite
edge sets as separators. In particular, we draw some combina-
torial interpretations for standard notions within the topology
of end and edge‐end spaces.

Before that, it is useful to first recall some recent results towards
the end structure of infinite graphs. For example, revisiting the
work of Kurkofka and Pitz in [18], an envelope for a vertex
subset U V G( )⊂ of a graph G is a superset U U* ⊃ satisfying
the two axioms below:

• The neighborhood N C U( ) *⊆ is finite for every connected
component C of G U\ *;

• U U U U*¯ \ * = ¯ \ , that is, the boundaries of U and U* in the
topological space V Gˆ ( ) define the same set of ends.
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Envelopes for an arbitrary U are constructed by Theorem 3.2
of [18], and we can even assume that they induce connected
subgraphs. Moreover, the first condition above claims precisely
that envelopes are subsets of finite adhesion, in the sense that
the connected components of their complements have finite
neighborhood. If C is such a connected component and it
contains a ray r , then V N C rˆ ( ( ), [ ]) is a basic open set in V Gˆ ( )

around the end r[ ]. Due to this simple observation, most
definitions and results in this section are statements about
convenient subgraphs of finite adhesion.

Incidentally, rayless normal trees are probably the most
well‐known examples of these subgraphs. In fact, we recall that
a tree T in a graph G is normal if, after fixing a tree‐order ≤,
any V T( ) −path P in G has comparable endpoints regarding ≤.
In particular, there is no edge in G connecting incomparable
elements of T and, for every connected component C of G T\ ,
its neighborhood N C( ) is totally ordered by ≤. In this case, T
has finite adhesion if it contains no rays. Considering that,
Kurkofka, Melcher and Pitz in [19] discussed how rayless
normal trees can approximate the end structure of a given
graph:

Theorem 3.1 (Kurkofka et al. [19], Theorem 1). Let G be
an infinite graph. Fix an open cover for the subspace GΩ( ) of the
form V S ω ω G= { ˆ ( , ) : Ω( )}ω ∈ . Then, there is a rayless normal
tree in G which refines  . More precisely, for every connected
component C′ of G T\ , there is C ∈ such that C C′ ⊂ .

Compiling many consequences of the above result, the paper
[19] also contains unified proofs of previous works in infinite
graph theory. Below, by relying on the notion of envelopes, we
draw one more application of Theorem 3.1:

Lemma 3.2. For a fixed graph G, let X V Gˆ ( )⊂ be a discrete
subspace. Then, there is a subgraph H ofG containing X V G( )∩

and for which the following properties hold:

i. H has finite adhesion;

ii. For every two different ends ω ω X,1 2 ∈ , there are distinct
connected components C1 and C2 of G H\ such that ω C1 1∈

and ω C2 2∈ .

Proof. Applying Zorn's Lemma, let  be a −⊆ maximal
family of disjoint rays whose ends belong to X X\ . Note that

= ∅ if X is closed. Then, consider a connected envelopeU*

for the vertex set U X V G V s( ( )) ( )s≔ ∩ ∪  .

We claim that U U U U X X*\ * = \ = \ , where the first equality
follows from the definition of envelopes. In fact, an element of
X X\ is an end ω X∈ . In this case, any of its representatives r
must intersect infinitely many vertices of U : otherwise,

r{ ′} ∪ would contradict the −⊆ maximality of  , where r′
denotes a tail of r such that V r U( ′) =∩ ∅. In particular,
C S ω U( , ) ∩ ≠ ∅ for every finite set S V G( )⊂ , proving that
ω U U\∈ . Conversely, given ω U U\∈ , we must have
C S ω U( , ) ∩ ≠ ∅ for every finite set S V G( )⊂ . Since  is a
family of disjoint rays, we may add finitely many vertices to a
finite set S V G( )⊂ to assume that s S\ is a tail of s for every
s ∈ . In this case, C S ω U( , ) ∩ must contain a vertex from

X V G( )∩ or the tail of a ray in , whose end belongs to X X\

by definition. In other words, the end ω lies in the closure
of X X X V G( \ ) ( ( ))∪ ∩ , meaning that ω X X\∈ since X is
discrete by assumption. Once showed that U U X X*\ * = \ ,
it follows that every end ω X∈ has a representative in
some connected component of G U\ *. If not, we would have
C S ω U( , ) *∩ ≠ ∅ for every finite set S V G( )⊂ . This
would mean that ω X U*∈ ∩ , contradicting the fact that
U X U* *∩ ⊆ contains no end.

Now, let D be a connected component of G U\ *,
whose neighborhood N D( ) is then finite. In particular,
D D GΩ( ) = Ω( )∩ is an open subspace of GΩ( ). For every

end ω DΩ( )∈ , then either ω X∈ or ω X∉ , since
V N D ω Uˆ ( ( ), ) * =∩ ∅ and U U X X*\ * = \ . In the first case,
there is a finite set S V G( )ω ⊂ such that V S ω X ωˆ ( , ) = { }ω ∩ ,
because X is discrete. In the latter one, there is a finite set
S V G( )ω ⊂ for which V S ω Xˆ ( , ) =ω ∩ ∅. Clearly DΩ( ) is thus
covered by the family V S ω ω D{ ˆ ( , ) : Ω( )}ω ∈ . Therefore,
Theorem 3.1 guarantees the existence of a rayless normal tree
TD in D with the following property: for every connected
component C of D T\ D, there is an end ω DΩ( )∈ such
that C V S ωˆ ( , )ω⊂ . In particular, by the choice of Sω, there is
at most one element in C X∩ . On the other hand, for every
ω ω D X( )∈ ∩ there is indeed a connected component Cω

D of
D T\ D such that ω Cω

D∈ , once TD is a rayless normal tree. Then,
consider the following family of connected subgraphs of G:

{ }C ω D X D G U= : Ω( ) , is a connected component of \ * .ω
D ∈ ∩

Finishing the proof, we will show that the graph H claimed by
the statement can be chosen as the one induced by
G V K\ ( )K . We first note that H contains U*, verifying the
inclusion X V G V H( ) ( )∩ ⊂ . In addition, there is no edge in H
connecting distinct pairs C C,ω

D
ω
D

1
1

2
2 ∈ . After all, Cω

D
1
1 and Cω

D
2
2

are contained in distinct connected components of G U\ * if
D D1 2≠ . If D D D=1 2≔ , then Cω

D
1
1 and Cω

D
2
2 are distinct

connected components of D T\ D, because ω ω X D, Ω( )1 2 ∈ ∩

are different ends. Thus,  is also the set of connected
components of G H\ . Moreover, for every ω X∈ there is a
connected component D of G U\ * in which ω has a
representative, meaning that ω Cω

D∈ . To summarize, we just
verified the second item of the statement. Finally, H has finite
adhesion since so do the envelope U* and the rayless normal
trees of T D G U{ : is a connected component of \ *}D . In other
words, a given component Cω

D has its neighborhood contained
in the finite set N D N C( ) ( )T ω

D
D∪ . □

In a similar fashion, we remark that, if X GΩ( )⊂ is a closed set
of ends in a graph G, then there is also a subset U V G* ( )⊂ of
finite adhesion satisfying U U X*\ * = . Indeed, we may consider
U* as an envelope for the vertex setU V G( )⊆ of a −⊆ maximal
disjoint family of rays whose end belong to X , observing that
U U X X\ = = by the same reasoning applied in the second
paragraph of the above proof. If we now write X A= for a given
end set A GΩ( )⊂ and we fix B GΩ( )⊂ such that A B =∩ ∅,
then every representative r of an end in B has a tail in a con-
nected component C r[ ] of G U\ *. When we further assume that
A B =∩ ∅, then an envelope for the set N C( )ω B ω plays the
role of a graph H as in the statement below:
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Lemma 3.3 (Polat [13], Theorem 1.2). Let A B G, Ω( )⊂ be
two sets of end in a graph G which are topologically separated,
that is, such that A B A B= =∩ ∅ ∩ . Then, there is a
subgraph H of G satisfying the two properties below:

i. H has finite adhesion and H A B( ) =∩ ∪ ∅;

ii. Given two rays r and s in G such that r A[ ] ∈ and s B[ ] ∈ ,
their tails in G H\ are contained in distinct connected
components.

The subgraph H in the above result may be understood as a
(possibly infinite) structure that separates A and B combina-
torially. Its existence was first established by Polat in [13], who
relied in his theory of multiendings to that aim. In his work,
especially when stating Theorem 2.5, H is an example of the
objects he introduces as A B− separators. In fact, Polat's defi-
nition of separators reads precisely as follows:

Definition 3.4 (Polat [13], Definition 1.1). Fix a graph G

and two end subsets A B G, Ω( )⊂ . Then, S V G( )⊂ is called an
A B− separator if S A B( ) =∩ ∪ ∅ and, for every connected
component C of G S\ , we have C A =∩ ∅ or C B =∩ ∅. This
requires A and B to be disjoint, since every end from A B∪ has
a representative ray in G S\ . Moreover, G S\ must contain no
A B− path as in Definition 2.3.

Incidentally, Theorem 1.2 in [13] claims also the converse of
Lemma 3.3: that is, there is an A B− separator in a graph G if,
and only if, A B G, Ω( )⊆ satisfy A B A B= =∩ ∅ ∩ . How-
ever, in this paper we are mainly interested in edge‐connectivity
results. Therefore, we shall now restate the conclusions of
Lemmas 3.2 and 3.3 for studying suitable sets of edge‐ends
rather than subspaces of GΩ( ). As a familiar tool around these
discussions, we recall that the line graphG′ of a given graph G
is defined by setting V G E G( ′) = ( ) and

ef E G e f adjacentedges( ′) if, and only if , and are ,∈

namely, e and f share a common endpoint.

The following observation, then, easily translates paths in G to
paths in G′ and conversely:

Lemma 3.5. Fix e and f two nonadjacent edges in a
connected graph G. Therefore, the two statements below hold:

i. If v v v v… n0 1 2 is a path in G such that e v v= 0 1 and
f v v= n n−1 , then v v( )i i i n+1 < defines a path inG′ connecting e
and f ;

ii. Conversely, if e e e e… n0 1 2 is a vertex‐minimal path in G′

connecting the edges e e= 0 and f f= n of G, then there
is a path v v v v… n0 1 2 +1 in G such that e v v=i i i+1 for each

i n0 ≤ ≤ .

Proof. The first item is trivial. In fact, if v v v v… n0 1 2 is a path in
G, then v vi i1 and v vi i+1 are distinct and adjacent edges for every

i n1 < < , defining a path in G′.

Now, suppose that e e e e… n0 1 2 is a minimal path inG′ connecting
the edges e e= 0 and f f= n. Hence, for each i n e< , i and ei+1

share an endpoint vi+1 in G, since those are adjacent edges.
Moreover, v vi j+1 +1≠ for every j n< distinct from i. Otherwise,
if v v=i j+1 +1 and i j< for instance, the edges ei and ej+1 would
be adjacent, so that the path e e e e e… …i j n0 1 +1 would contradict
the minimality of e e e e… n0 1 2 . □

Besides that, the first item in the above lemma also provides a
natural identification of some ends of GΩ ( )E with elements of
GΩ( ′). More precisely, given a ray r v v v= …0 1 2 , we denote by

ϕ r( ) the ray in G′ presented by ϕ r v v( ) = { }i i i ω+1 < . We thus
consider the induced map

G G

r ϕ r

Φ: Ω ( ) Ω( ′)

[ ] [ ( )]
E

E

→

↦
(1)

It is not difficult to prove that Φ is a well‐defined injection, as it
is also claimed by Lemma 1 of [10]. However, one cannot en-
sure that Φ is surjective, since infinitely many edges incident to
a vertex v of G may define a ray in G′ whose end belongs to
G GΩ( ′) \Ω ( )E . In other words, besides being a natural inclusion

of GΩ ( )E in GΩ( ′), the map Φ might not identify these two
spaces. Thus, unlike in finite graph theory (where many results
of edge‐connectivity are restrictions of vertex‐analogous state-
ments to line graphs), the interplay between G and G′ needs to
be analyzed with additional caution if they contain vertices of
infinite degree. Considering that, the edge‐analogous of
Lemma 3.2 reads as follows:

Lemma 3.6. For a fixed graph G, let T E Gˆ ( )⊂ be a discrete
subset. Then, there is a family C ω T G{ : Ω ( )}ω E∈ ∩ of connected
subgraphs of G for which the following properties are verified:

i. C C =ω ω1 2∩ ∅ if ω ω1 2≠ ;

ii. For every ω T GΩ ( )E∈ ∩ , the cut F δ C( )ω ω≔ is finite and
E F ω T ωˆ ( , ) = { }ω ∩ .

Proof. For every v T V G( )∈ ∩ , let K δ v= ({ })v denote the set
of edges in G which have v as an endpoint. Therefore, Kv is a
vertex set that induces a clique in the line graph G′. We will
then show that the set T T G K′ = Φ( Ω ( ))E v T V G v( )∩ ∪ ∩ is
also discrete in V Gˆ ( ′), where Φ is the map given by (1).
Since vertices are isolated points in this topological space,
it is sufficient to conclude that there is no edge‐end
r T G[ ] Ω ( )E E∈ ∩ such that ϕ r T ϕ r[ ( )] ′\ {[ ( )]}∈ . In fact, for
every edge‐end r T G[ ] Ω ( )E E∈ ∩ , there is a finite set F E G( )⊂
such that E F r T rˆ ( , [ ] ) = {[ ] }E E∩ , because T is a discrete
subspace of E Gˆ ( ). Regarding F as a finite vertex subset of G′,
we must have V F ϕ r T ϕ rˆ ( , [ ( )]) ′ = {[ ( )]}∩ . Otherwise, one of
the following items is verified:

• If there is e V F ϕ r T V Gˆ ( , [ ( )]) ′ ( ′)∈ ∩ ∩ , then e is an edge
inG which is incident to some vertex v T∈ . In this case, by
Lemma 3.5, any vertex‐minimal path in G F′\ connecting e
to a tail of ϕ r( ) would describe a path inG connecting v to a
tail of r , but avoiding the edges in F . This contradicts the
fact that v E F r Tˆ ( , [ ] )E∉ ∩ ;

• If there is an end ω V F ϕ r T Gˆ ( , [ ( )]) ′ Ω( ′)∈ ∩ ∩ , then
ω ϕ s= [ ( )] for some ray s in G such that s T[ ]E ∈ . In this
case, again by Lemma 3.5, any vertex‐minimal path inG F′\

connecting the tails of ϕ r( ) and ϕ s( ) would describe a path
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in G connecting the tails of r and s, but avoiding the edges
of F . Since E F r T rˆ ( , [ ] ) = {[ ] }E E∩ , we then must have
r s[ ] = [ ]E E. Therefore, ω ϕ r= [ ( )].

Hence,T′ is indeed a discrete subspace ofV Gˆ ( ′). Then, let H be
the subgraph of G′ claimed by Lemma 3.2 when considering
X T= ′. Therefore, for each edge‐end ω T GΩ ( )E∈ ∩ there is a
connected component Kω of G H′\ such that ω KΦ( ) ω∈ .
Observing that V K V G E G( ) ( ′) = ( )ω ⊂ , we define Cω as the
subgraph of G induced by the vertices which are endpoints of
some edge from V K( )ω . In particular, Cω is connected by
Lemma 3.5 and must contain all but finitely many edges of
any ray r of G such that ω r= [ ]E, since a tail of ϕ r( ) in G′ is
contained in Kω in this case.

We now note thatC C =ω ω1 2∩ ∅ if ω ω1 2≠ . In fact, if there were
a vertex v C Cω ω1 2∈ ∩ , then v would be a common endpoint of
some given edges e V K( )ω1∈ and f V K( )ω2∈ . This means that e
and f would be adjacent edges, belonging (as vertices) to the
same connected component K K=ω ω1 2 of G H′\ . However, this
would contradict the injectivity ofΦ, once Lemma 3.2 asserts that
K K=ω ω1 2 if, and only if, ω ωΦ( ) = Φ( )1 2 .

Finally, for a fixed ω T GΩ ( )E∈ ∩ , we observe that the
following equivalences hold for any edge e E G( )∈ :

e δ C e xy x C y V G C

e xy x f V K

y V C

e f V K

K

e N K h H h

K G

( ) = for some and some ( )\

= for some endpoint of an edge ( )

and some  ( )

is adjacent to some ( ) but do not 

belong to

belongs to ( ) { : has a 

neighbor in } as a vertex of ′.

ω ω ω

ω

ω

ω

ω

ω

ω

  






⇔

⇔

∉

⇔

⇔ ≔

In other words, we just verified the equality δ C N K( ) = ( )ω ω .
From the finite adhesion of H , it follows that F δ C( )ω ω≔ is finite.
Hence, it remains to prove that E F ω T V Gˆ ( , ) ( ) =ω ∩ ∩ ∅,
once we already concluded that ω C E F ωˆ ( , )ω ω∈ ⊂ and that
C C =ω η∩ ∅ if η G T ωΩ ( ) \ { }E∈ ∩ . For instance, thus, suppose
that there is a vertex v E F ω T V Gˆ ( , ) ( )ω∈ ∩ ∩ . Then, there is a
path P in Cω connecting v to a tail of a ray r such that ω r= [ ]E.
In this case, Lemma 3.5 claims that the edges of P define a path
in G′ which connects an element from K δ v= ({ })v to a tail
of ϕ r( ). However, contradicting the fact that E P E C( ) ( )ω⊂ ,
this path must intersect N K δ C( ) = ( )ω ω , because K T′v ⊆ and
ϕ r ω K[ ( )] = Φ( ) ω∈ . □

Revisiting the previous section, we observe that Lemma 3.6
played a central role in the proof of Theorem 1.1. In addition,
from the first paragraphs of the above proof we can extract the
following conclusion: if ϕ r T[ ( )] Φ( )∈ for some edge‐end
r G[ ] Ω ( )E E∈ and some set T GΩ ( )E⊂ , then r T[ ]E ∈ . In
other words, the function Φ as defined in (1) is an open map
over its range. Although simple, this remark is useful for
translating Lemma 3.3 to its edge‐related version:

Lemma 3.7. Let A B G, Ω ( )E⊂ be two sets of edge‐ends in a
graph G which are topologically separated, that is, such that
A B A B= =∩ ∩ ∅. Then, there is an edge set H E G( )⊂ with
the following properties:

i. For every edge‐end ω A B∈ ∪ , there is a connected com-
ponent of G H\ which assumes the form C F ω( , )E ω for some
finite edge set F E G( )ω ⊆ ;

ii. For given rays r and s in G such that r A[ ]E ∈ and
s B[ ]E ∈ , their tails are contained in distinct connected
components of G H\ .

Proof. Let Φ be the function defined as in (1), which is an
open map over its range. Therefore, A B AΦ( ) Φ( ) = Φ( )∩ ∩

BΦ( ) = ∅ by the main hypothesis over the sets A and B. If G′
denotes the line graph of G, let H be its subgraph of finite
adhesion claimed by Lemma 3.3. Then, H A B(Φ( ) Φ( ))∩ ∪

= ∅ and, given two rays r and s in G such that r A[ ]E ∈ and
s B[ ]E ∈ , the tails of ϕ r( ) and ϕ s( ) in are contained in distinct
connected components of G H′\ .

In particular, for an edge‐end ω A B∈ ∪ and a representative
ray r ω∈ , the connected component Kω of G H′\ containing
a tail of ϕ r( ) has finite neighborhood. In other words,
the set N K h H h K( ) = { : has a neighbor in }ω ω∈ is finite.
Nevertheless, we can see F N K( )ω ω≔ as a finite edge set
in G, once V H E G( ) ( )⊂ by the definition of line graph. In
addition, there is no edge h V H( )∈ with both endpoints in
C F ω( , )E ω : otherwise, there would exist in this subgraph of G a
path P connecting a tail of r to an endpoint of h (which is an
edge in G). However, this would imply by Lemma 3.5 in the
existence of a path Q in G N K′\ ( )ω connecting a tail of ϕ r( ) to
h V H( )∈ , contradicting the fact that Kω is the connected
component ofG H′\ in which ϕ r( ) has its tail. In particular, we
just proved that C F ω( , )E ω is a connected subgraph of G H\ .
Actually, observing that F Hω ⊆ by definition, C F ω( , )E ω is
indeed a connected component of G H\ . Hence, the edge
set V H E G( ) ( )⊂ verifies the first property required by the
statement.

Therefore, we shall finish the proof by arguing thatV H( ) fulfills
the property ii) as well. To this aim, fix two rays r and s in G
such that r A[ ]E ∈ and s B[ ]E ∈ . Suppose for a contradiction
that their tails are contained in a same connected component of
G V H\ ( ), meaning that there is a path in G connecting these
tails but avoiding the edges from V H( ). However, by
Lemma 3.5, this would define a path in G H′\ which connects
the rays ϕ r( ) and ϕ s( ), contradicting the second item of
Lemma 3.3 for the choice of H . □

In its turn, the two properties of the edge set H claimed by
Lemma 3.7 inspire an edge‐related version of Definition 3.4.
More precisely, under the assumption that A B G, Ω ( )E⊂ are
topologically separated as in the above result, we just verified
that the combinatorial structure below indeed exists within the
graph G:

Definition 3.8 (Separators—edge version). Fix a graph G
and two end subsets A B G, Ω ( )E⊆ . Then, we call S E G( )⊂ an
A B− separator if there is no graphic A B− path in G S\ and,
for every edge‐end ω A B∈ ∪ , there exists a finite set F E G( )⊂

such that no edge from S has both its endpoints in C ω F( , )E .
In particular, every edge‐end from A B∪ has a representative
ray in G S\ , but this subgraph contains no A B− path as in
Definition 2.6.

463 of 524

 10970118, 2025, 4, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/jgt.23234 by U

niversity O
f Sao Paulo - B

razil, W
iley O

nline L
ibrary on [24/06/2025]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Therefore, the settings of Theorem 1.2 were finally fully dis-
cussed: for given sets A B G, Ω ( )E⊂ , the A B− paths are those
introduced by Definition 2.6, while the A B− separators are the
ones as in Definition 3.8. Moreover, Corollary 2.9 already
established this Menger‐type result precisely when A and B can
be separated by finitely many edges. The general case, then, is
covered by the proof below:

Theorem 1.2 (Erdős‐Menger Theorem for edge‐ends).
Let A B G, Ω ( )E⊂ be two set of ends such that A B =∩

A B =∩ ∅. Then, there is a family  of edge‐disjoint A B−

paths and an A B− separator S E G( )⊆ which lies on it.

Proof. Since A B A B= =∩ ∅ ∩ , fix an edge set H E G′ ( )⊆

satisfying properties i) and ii) of Lemma 3.7. Then, define the family
C C G H C′ = { ′ : ′ is a connected component of \ ′ such that ′ ∩

A B( ) }∪ ≠ ∅ . By property i), the cut δ C( ′) is finite for every
C′ ′∈ . In particular, δ C( ′) is a finite edge set that separates N C( ′)

from C A B′ ( )∩ ∪ in the graph induced by V C N C( ′) ( ′)∪ .
Hence, by Lemma 2.7, there is a vertex set X V C( ′)C′ ⊆ such that
δ X( )C′ is a sizewise minimum finite cut which separates N C( ′) and
C ′ in G V C N C[ ( ′) ( ′)]∪ . Moreover, XC′ can be chosen so that
every connected component ofG X[ ]C′ contains a representative ray
of some edge‐end in A B∪ . Therefore, after writing HC′ for the
edge set of the graph induced by V C X( ′) \ C′, the edge set
H H H δ X′ ( ( ))C C C′ ′ ′ ′≔ ∪ ∪ also satisfies properties i) and ii)
of Lemma 3.7. Besides that, the following additional assertion now
holds:

Claim. Let C be a connected component of G H\ such that
C A B( )∩ ∪ ≠ ∅. Then, δ C( ) is a sizewise minimum cut that
separates N C( ) and C A B( )∩ ∪ in G.

Proof of the claim. Suppose that there is a cut
F E C δ C( ) ( )C ⊆ ∪ which separates N C( ) and C A B( )∩ ∪

but such that F δ C< ( )C   . Then, let C′ be the connected
component of G H\ ′ which contains C as a subgraph. By
definition of H , note thatC is a connected component ofG X[ ]C′ .
In this case, δ X δ C F( ( ) \ ( ))C C′ ∪ is an edge set that separates
N C( ′) from C A B′ ( )∩ ∪ , but it has strictly fewer than δ X( )C′ 
many edges. This contradicts the choice of XC′, concluding that
F δ C= ( )C   . □

Now, define C C G H= { : is a connected component of \ such
Cthat A B( ) }∩ ∪ ≠ ∅ . Then, for every C ∈ , Lemma 2.8

ensures the existence of a family C of δ C( )  many edge‐disjoint
N C C A B( ) − ( ( ))∩ ∪ paths in the graph induced by
V C N C( ) ( )∪ . On the other hand, let H̃ denote the subgraph of
G comprising the edges from H δ C( )C∪  and from the
connected components of G H\ which have no representatives
of edge‐ends in A B∪ . Thus, we fix the sets A v H˜ = { ˜ :∈

v V C C C A( ) for some such that }∈ ∈ ∩ ≠ ∅ and B v˜ = { ∈

H v V C C C B˜ : ( ) for some such that }∈ ∈ ∩ ≠ ∅ , which are
disjoint by property ii) of Lemma 3.7.

Therefore, by the Erdős‐Menger Theorem for edges
(Corollary 2.2), there exist in H̃ a family  of edge‐disjoint
A B˜ − ˜ paths and a cut S δ X( )≔ lying on it. Moreover, we
choose X V H( )⊆ so that A X˜ ⊆ and B V G X˜ ( )\⊆ . When
writing a given path P ∈ as P v v v v= … n n0 1 −1 , we thus can
assume that v Ã0 ∈ and v B̃n ∈ . By definition of Ã and B̃, there

are connected components C and D of G H\ such that
v V C C A v V D( ), , ( )n0 ∈ ∩ ≠ ∅ ∈ and D B∩ ≠ ∅. Then, the
edges v v δ C( )0 1 0∈ and v v δ C( )n n n−1 ∈ belong to certain
(possibly infinite) paths Q C∈ and Q′ D∈ , respectively.
Note that Q and Q′ are uniquely determined as paths containing
v v0 1 and v vn n−1 respectively, since the families C and D
comprise pairwise edge‐disjoint (possibly infinite) paths. By
concatenating Q P, and Q′ accordingly, we then uniquely
describe an A B− path P̃. Regarding this construction, which is
similar to the one in the last paragraph within the proof of
Theorem 1.1, P P˜ { ˜ : } ≔ ∈ is a well‐defined family of edge‐
disjoint A B− paths that contains the cut S on it. By properties i)
and ii) of Lemma 3.7, that are satisfied by H , every A B− path in
G must contain the edges of an A B˜ − ˜ path in H̃ and, hence,
must intersect the A B˜ − ˜ separator S. Observing that S H̃⊆ , this
establishes S also as an A B− separator and finishes the proof. □

Corollary 3.9. Let A B G, Ω ( )E⊆ be two sets of edge‐ends
such that A B A B= =∩ ∅ ∩ . Fix a sizewise maximum family
 of edge‐disjoint A B− paths and let S E G( )⊆ be an A B−

separator of minimum size. Then, S=   .

Proof. Let  be the family claimed by the previous theorem and
S be the corresponding A B− separator. Once S lies on  , we
clearly have S =    . In particular, S is a sizewise maximum
A B− separator: after all, if S E G′ ( )⊆ has fewer than S  many
edges, then there is P ∈ such that E P S( ) ′ =∩ ∅. On the other
hand, since S must meet every A B− path, it follows that  has
maximum size as a family of edge‐disjoint A B− paths. □

In particular, the above corollary translates Theorem 2.5
verbatim to an edge‐related context. Despite that, it lacks the
structural property highlighted by Theorem 1.2, which is
more general and had no explicit vertex‐analogous counter-
part in the literature regarding end spaces. In fact, its
proof here is supported by the Erdős‐Menger Theorem
(for edges), a result due to Aharoni and Berger in [14] that
was not available at the time Polat published his Theorem 2.5
in [13].
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Endnotes
1When consulting the original statement in [13], the reader may be
aware that A and B are indeed end subsets of G, although a typo in
Theorem 3.4 led to a notation for GΩ( ) which disagrees with the one
adopted in the whole paper.
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