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ABSTRACT
Correlations between tracers of the matter density field and gravitational lensing are sensitive
to the evolution of the matter power spectrum and the expansion rate across cosmic time.
Appropriately defined ratios of such correlation functions, on the other hand, depend only
on the angular diameter distances to the tracer objects and to the gravitational lensing
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source planes. Because of their simple cosmological dependence, such ratios can exploit
available signal-to-noise ratio down to small angular scales, even where directly modelling
the correlation functions is difficult. We present a measurement of lensing ratios using galaxy
position and lensing data from the Dark Energy Survey, and CMB lensing data from the South
Pole Telescope and Planck, obtaining the highest precision lensing ratio measurements to date.
Relative to the concordance �CDM model, we find a best-fitting lensing ratio amplitude of
A = 1.1 ± 0.1. We use the ratio measurements to generate cosmological constraints, focusing
on the curvature parameter. We demonstrate that photometrically selected galaxies can be
used to measure lensing ratios, and argue that future lensing ratio measurements with data
from a combination of LSST and Stage-4 CMB experiments can be used to place interesting
cosmological constraints, even after considering the systematic uncertainties associated with
photometric redshift and galaxy shear estimation.

Key words: gravitational lensing: weak – cosmological parameters – cosmology: observa-
tions – large-scale structure of Universe.

1 IN T RO D U C T I O N

As photons from a distant light source traverse the Universe, their
paths are perturbed by the gravitational influence of large-scale
structure. Since galaxies trace this structure, the projected galaxy
density on the sky, δg, is correlated with the strength of gravitational
lensing, as quantified via the convergence, κ . Two-point correlation
functions between δg and κ are sensitive to the cosmological growth
of structure and to the geometry of the Universe (e.g. Bianchini et al.
2015; Giannantonio et al. 2016; Prat et al. 2018). We refer to the
galaxies used to compute δg as tracer galaxies since we use them
as tracers of the large-scale structure.

Extracting useful cosmological information from tracer-lensing
correlations is complicated by the need to model the relationship
between the galaxy density field and the underlying matter field,
i.e. galaxy bias (Benson et al. 2000). Furthermore, at small angular
separations, lensing-galaxy two-point functions become sensitive
to the small-scale matter power spectrum, which is difficult to
model due to e.g. non-linearities and baryonic effects (van Daalen
et al. 2011; Takahashi et al. 2012). For these reasons, many recent
analyses (e.g. Abbott et al. 2018b) have restricted the usage of
galaxy-lensing correlations to the regime where a simple linear bias
model can be assumed and baryonic effects on the matter power
spectrum can be neglected. While this approach has the advantage
of decreasing the complexity of the required modelling, it comes at
the cost of increased statistical uncertainty.

Several authors (e.g. Jain & Taylor 2003; Bernstein 2006; Hu,
Holz & Vale 2007; Das & Spergel 2009) have pointed out that if
one considers suitably defined ratios between lensing-galaxy two-
point functions, the dependence of these ratios on the galaxy-matter
power spectrum cancels, but the ratio is still sensitive to the angular
diameter distances to the tracer galaxies and to the sources of light
used to measure lensing. This sensitivity can be used to constrain
cosmology via the distance–redshift relation. The cancellation of
the galaxy-matter power spectrum is valid when two conditions are
met: (1) the ratio is between two two-point functions that involve
the same set of tracer galaxies, but sources at two different redshifts,
and (2) the tracer galaxies are narrowly distributed in redshift.

In principle, any two sources of light could be used to compute
a lensing ratio. However, as pointed out by Hu et al. (2007) and
Das & Spergel (2009), lensing ratios that involve galaxy light as
one of the source planes and CMB light as the other are especially
interesting cosmological probes. There are two reasons for this.
First, the CMB provides a very long redshift lever arm, which

increases the sensitivity of the ratios to cosmological parameters.
Secondly, the redshift of the CMB is known very precisely and
is not subject to e.g. photometric redshift uncertainty. In contrast,
lensing ratios involving only galaxy lensing are more sensitive to
photometric redshift and shear calibration errors, and less sensitive
to cosmology because both source planes are then at low redshift.
Indeed, the recent galaxy–galaxy lensing analysis of Prat et al.
(2018) used lensing ratios to place constraints on the photometric
redshifts of source galaxies, and demonstrated their ability to inform
shear calibration priors as well. On the other hand, Kitching et al.
(2015) used lensing ratio measurements involving only galaxy
lensing with galaxy clusters as lenses to measure the distance–
redshift relation, and infer cosmological parameters in combination
with other probes.

In this work, we present measurements of lensing ratios involving
galaxy lensing and CMB lensing using data from the Dark Energy
Survey (DES), the South Pole Telescope (SPT), and Planck. The
DES data are used to construct samples of tracer galaxies and to
generate weak lensing convergence maps. The SPT and Planck
data are used to construct CMB lensing convergence maps. We
measure angular correlations between the tracer galaxy samples
and the convergence maps, and use these measurements to constrain
lensing ratios for multiple source and tracer galaxy redshift bins.
The measured ratios are then used to constrain cosmology, focusing
on the curvature parameter, �k.

For current data, with measurement uncertainty on the lensing
ratios of roughly 10 per cent, the cosmological constraints obtained
from the ratio measurements are fairly weak. We therefore also
explore the potential of future data to constrain cosmology using
lensing ratios. In particular, we consider how the presence of
systematic errors in estimated redshifts and shears can degrade the
cosmological constraints from lensing ratio measurements. As part
of this analysis, we consider how future lensing ratio constraints can
potentially be improved by using photometrically identified tracer
galaxies rather the spectroscopically identified galaxies, sacrificing
some redshift precision for increased number density and increased
overlap on the sky with planned CMB experiments.

An analysis of lensing ratios formed with galaxy lensing and
CMB lensing measurements was recently presented by Miyatake
et al. (2017). In addition to using different, more constraining
data, this work differs from that of Miyatake et al. (2017) in two
important respects. For the first time, we use a set of tracer galaxies
obtained from a photometric survey. This is possible because of the
redMaGiC algorithm (Rozo et al. 2016), which produces a selection
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of galaxies with tightly constrained photometric redshifts, whose
error distributions are very well understood. Secondly, we perform
a complete cosmological analysis to obtain parameter constraints
from the lensing ratios.

Our measurements of the correlations between tracer galaxies
and both galaxy and CMB lensing are similar to those of Baxter
et al. (2016). However, in that work, the measured correlation
functions were fit directly, rather than being used to compute
lensing ratios. The complications of galaxy bias and baryonic
effects at small scales were circumvented by introducing additional
freedom into the model for the small-scale galaxy-matter power
spectrum. The main advantage of this work over Baxter et al.
(2016) is the reduced complexity of the modelling and the fact
that the constraints obtained here are purely geometrical in nature.
Similarly, forthcoming analyses from DES and SPT will perform
a joint analysis of cross-correlations between DES data products
and CMB lensing maps produced from a combination of SPT and
Planck data (see Baxter et al. 2019 for an overview of the analysis
and methodology and Abbott et al. 2018a for the results). While such
joint two-point analyses can place tight cosmological constraints,
they are limited by our ability to model the data across a wide range
of angular scales.

This paper is organized as follows. In Section 2 we introduce the
basic formalism for describing the lensing ratios; in Section 3 we
describe the data sets used in this work; in Section 4 we describe
the process of extracting constraints on the lensing ratios from the
data; in Section 5 we extend our modelling to include important
systematic effects, and describe tests of the model’s robustness; the
results of our analysis of the data are presented in Section 6; we
make forecasts for future experiments in Section 7, with emphasis
on the impact of systematic errors in measurement of source galaxy
redshifts; we conclude in Section 8.

2 FOR M A LISM

In this section we present the theory relevant to computing the
lensing ratios of two-point correlation functions between some set
of tracer galaxies and gravitational lensing convergence, which can
be reconstructed using either galaxy shear measurements at redshift
of z ∼ 1 or using the CMB at redshift of z ∼ 1100. The lensing
convergence, κ , in the direction θ̂ is given by

κ(θ̂) = 3

2
�mH 2

0

∫
dχ d2

A(χ )
qs(χ )

a(χ )
δ(θ̂ , χ ), (1)

where �m is the matter density parameter today, H0 is the Hubble
constant today, χ is comoving distance, dA(χ ) is the angular
diameter distance to χ , a(χ ) is the scale factor, and δ(θ̂ , χ ) is the
overdensity at a particular point along the line of sight. We have
defined the lensing weight function

qs(χ ) = 1

dA(χ )

∫ ∞

χ

dχ ′Ws(χ
′)

dA(χ, χ ′)
dA(χ ′)

, (2)

where Ws(χ ) is the normalized distribution of source light as a
function of redshift and we use the notation dA(χ , χ

′
) to represent

the angular diameter distance between comoving distance χ and
χ ’. For the CMB source plane, the source distribution can be
approximated as a Dirac δ function centred at the comoving distance
to the surface of last scattering, χ∗. In this case, the lensing weight
function becomes

qCMB(χ ) = dA(χ, χ∗)

dA(χ∗) dA(χ )
. (3)

We are interested in correlations between κ and the projected
density of the tracer galaxies on the sky, δg(θ̂ ). For tracer galaxies
whose normalized redshift distribution is described by Wl(χ ), the
projected density on the sky can be written as

δg(θ̂) =
∫

dχWl(χ ) δ3D
g (θ̂ , χ ), (4)

where δ3D
g (θ̂ , χ ) is the 3D galaxy overdensity.

We write the two-point angular correlation between tracer galax-
ies and the lensing convergence as wiκ (θ ), where i labels the redshift
bin of the lenses and κ can represent either the galaxy lensing map
(κj

s for the lensing map derived from the jth galaxy source bin)
or the CMB lensing map (κCMB). It is also useful to define the
harmonic space cross-spectrum between the galaxy density and
lensing fields, which we write as Ciκ (	). Using the Limber and flat
sky approximations, we have

Ciκ (	) = 3

2
�mH 2

0

∫
dχWl(χ )

q(χ )

a(χ )
b

(
	

dA(χ )
, χ

)

PNL

(
	

dA(χ )
, χ

)
, (5)

where q(χ ) is the lensing weight function corresponding to κ . We
have written the galaxy-matter power spectrum as a bias factor, b(k,
χ ), multiplied by the non-linear matter power spectrum, PNL(k, χ ).
We can now convert the harmonic space cross-correlation to the
angular two-point function:

wiκ (θ ) =
∑ 2	 + 1

4π
F (	)P	(cos(θ ))Ciκ (	), (6)

where P	 is the 	th order Legendre polynomial and F(	) describes
additional filtering that is applied to the κ maps.

As described in Baxter et al. (2019), modes below 	 < 30 and
above 	 � 3000 in the CMB κ maps generated by Omori et al.
(2017) can be very noisy, or potentially biased. We therefore filter
the CMB maps to remove these modes. Since we are interested in
ratios between correlations with κCMB and with κ s, we apply the
same filter to κ s as we use for κCMB; this ensures that the expectation
of the ratio of the correlation functions remains a constant function
of angular scale. Following Baxter et al. (2019), we adopt the filter
function

F (	) = exp(−	(	 + 1)/	2
beam)�(	 − 30)�(3000 − 	), (7)

where 	beam ≡ √
16 ln 2/θFWHM ≈ 2120 and �(	) is a step function.

The use of the Gaussian smoothing reduces ringing as a result of
the low-pass filtering.

In the limit that the tracer galaxies are narrowly distributed in
redshift, the W(χ ) factor in equation (5) can be replaced by W(χ ) =
δ(χ − χ l), where χ l is the comoving distance to the tracer galaxies.
After transforming to an integral over redshift, the ratio of the
galaxy–CMB lensing cross-correlation to the galaxy–galaxy lensing
cross-correlation can then be expressed as

rij = wi κCMB (θ )

wiκ
j
s (θ )

= dA(zi
l , z

∗)

dA(z∗)
∫ ∞

zi
l

dz n
j
s (z)

dA(zi
l , z)

dA(z)

, (8)

where nj
s (z) is the normalized redshift distribution of the source

galaxies and zi
l is the redshift of the tracer galaxies in the ith bin.

Equation (8) depends only on the redshift to the tracer galaxies,
the source galaxies, and the surface of last scattering. Therefore,
the lensing ratios depend only on the distance–redshift relation
in this limit. This is the main selling point of lensing ratios
as cosmological observables: they contain information about the
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expansion history of the Universe, but do not require modelling
galaxy bias or the matter power spectrum to extract this information.
Bernstein (2006) has also pointed out that similar cosmographic
measurements using a combination of gravitational lensing and
observations of the transverse baryon acoustic oscillation (BAO)
feature can constrain curvature without assuming anything about
the dynamics or content of the Universe. This is in contrast to other
cosmological observables – including the angular scale of the CMB
power spectrum and measurements of the distances and redshifts of
supernovae – for which the dynamics must be specified in order to
translate constraints on the distance–redshift relation to a constraint
on curvature. In this work, however, we will specify the dynamics by
considering models with dark energy parametrized by an equation
of state w.

In the analysis presented here, the tracer galaxies have a non-zero
extent in redshift, so the δ-function approximation made above is
questionable. However, we will show in Section 5.3.1 that the width
of the tracergalaxy redshift distribution is sufficiently narrow, and
the error bars on the ratio measurements are sufficiently large, that
the redshift distribution of the tracer galaxies can be approximated
as infinitely narrow. Additionally, the above model description
assumes that all redshift and shear measurements are performed
without biases. In Section 5 we will extend the model to include
parametrizations for systematic errors in the measurements.

3 DATA

In this work we measure correlations between the tracer galaxies
and lensing convergence maps generated from both the CMB and
source galaxies. We use data from the first year observations of
DES (Flaugher et al. 2015; DES Collaboration 2016; Drlica-Wagner
et al. 2018) for both the tracer galaxy sample and the galaxy lensing
convergence maps (Chang et al. 2018). For the CMB convergence
map, we use the map described in Omori et al. (2017), which used a
combination of CMB data from SPT and Planck. Below we describe
in more detail the tracer galaxies and the convergence maps used in
this work.

3.1 Tracer galaxies

For the foreground tracer galaxies, we use a sample of galaxies
referred to as ‘redMaGiC.’ This sample is the same galaxy sample
used in the DES Y1 cosmological analysis (Abbott et al. 2018b).
redMaGiC galaxies are luminous red galaxies selected based on
goodness of fit to a red-sequence template, as described in Rozo
et al. (2016). The main advantage of the redMaGiC galaxy sample
is that it is constructed to have very small photo-z uncertainties. In
particular, the DES Y1 redMaGiC photo-zs have a scatter of σ z =
0.0166(1 + z). The tracer redshift distributions shown in Fig. 1
are computed from the sum of Gaussians with σ = σ z, centred
on the redshift estimates computed by redMaGiC for each galaxy.
For a more detailed description of the tracer galaxy sample, see
Elvin-Poole et al. (2018) and Prat et al. (2018).

We divide the tracer galaxies into three redshift bins between
redshift 0.15 and 0.6, using the same z-binning as in the DES Y1
cosmology analysis (Abbott et al. 2018b). The redshift distributions
for these bins are estimated as the sum of the individual redshift
probability distribution functions (PDF) for each redMaGiC galaxy,
and are shown in Fig. 1. Galaxies were divided into bins based on the
mean of the redshift PDF estimate for each galaxy. In this work we
do not use the two higher redshift bins used by Abbott et al. (2018b)
in order to minimize the overlap between tracers and sources. The

Figure 1. The estimated redshift distributions of the tracer and source
galaxies for the different bins used in this analysis. Shaded bands represent
the selection functions for the bins; galaxies are placed into bins according
to the mean of their redshift probability distribution functions.

uncertainty on the mean redshift for each of the redshift bins was
studied in Cawthon et al. (2018), finding photometric redshift biases
of |
 z| < 0.01.

3.2 Galaxy lensing convergence maps

We use the ∼1300 sq. deg. weak lensing convergence maps
described in Chang et al. (2018). These maps were generated from
the DES Y1 METACALIBRATION shear catalogue (Zuntz et al. 2018),
using the same sample that was used to obtain the DES Y1 3x2pt
cosmology results (Abbott et al. 2018b). METACALIBRATION is a
recently developed method to calibrate galaxy shear measurements
from the data itself, measuring the response of a shear estimator
to an artificially applied shear, without relying on calibration
from simulations (Huff & Mandelbaum 2017; Sheldon & Huff
2017). More details about the source sample and how the response
corrections have been applied to the maps can be found in Troxel
et al. (2018) and in Chang et al. (2018).

The galaxy convergence maps of Chang et al. (2018) were
constructed using an implementation of the Kaiser–Squires method
(Kaiser & Squires 1993; Schneider 1996) on a sphere (Heavens
2003; Castro, Heavens & Kitching 2005; Heavens, Kitching &
Taylor 2006; Leistedt et al. 2017; Wallis et al. 2017), which converts
the shear, γ , into the convergence κ . The galaxy κ maps used
here were generated on healpix maps with nside = 2048, as
opposed to the maps described in Chang et al. (2018), which have
nside = 1024. To match filtering applied to the CMB lensing
maps described below, the galaxy κ maps were smoothed with a 5.4
arcmin full width at half-maximum (FWHM) Gaussian, and were
filtered to remove modes with l < lmin = 30 and l > lmax = 3000.

We use the two higher redshift (0.63 < z < 0.9 and 0.9 < z <

1.3) mass maps constructed in Chang et al. (2018) for this work.
The redshift distributions of the source galaxies used to construct
these maps are shown in Fig. 1, which have been obtained stacking
a random sample from the redshift probability distribution of each
galaxy. The source galaxy samples that were used to construct these
two maps correspond to the two high-redshift source bins used
in the DES Y1 cosmological analysis, and hence they have been
studied extensively for both their photo-z characteristics, (Davis
et al. 2017; Gatti et al. 2018; Hoyle et al. 2018; Prat et al. 2018)
and their shear measurement biases (Samuroff et al. 2018; Zuntz
et al. 2018). Briefly, their photometric redshift distributions have
been estimated using the BPZ code (Benitez 2000), and calibrated
using COSMOS galaxies and galaxy clustering cross-correlations
with the redMaGiC sample. This allows us to use the results of
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these studies as priors in our model-fitting, which is essential for
extracting cosmological information from the lensing ratios.

3.3 CMB lensing map

The CMB lensing map used in this analysis is presented in Omori
et al. (2017), and we refer readers to that work for more details.
Briefly, Omori et al. (2017) combined 150 GHz maps from SPT
and 143 GHz maps from Planck using inverse variance weighting
to generate a combined CMB temperature map. A quadratic lensing
estimator (Hu & Okamoto 2002) was then applied to the combined
CMB temperature map to estimate κCMB. Bright point sources
detected in the flux density range 50 < F150 < 500 mJy and F150 >

500 mJy in the 150 GHz band were masked with apertures of radius
6 and 9 arcmin2, respectively, prior to reconstruction. Modes in the
κCMB maps with 	 < 30 and 	 > 3000 were removed to reduce the
impact of mean-field calibration and to suppress potential biases due
to foregrounds, and a 5.4 arcmin Gaussian smoothing was applied,
consistently with the galaxy κ maps.

We note that using the joint SPT + Planck map from Omori et al.
(2017) significantly improves the total signal-to-noise ratio of the
tracer-CMB lensing correlation measurements relative to using a
CMB lensing map derived from Planck alone, and it also improves
the results we would obtain with SPT alone.

4 M EASU R EMENTS O F THE LENSING RATI OS

In this section we describe the procedure for obtaining constraints
on lensing ratios from the combination of DES, SPT, and Planck
data. We begin by describing the procedure used to measure
the galaxy-lensing correlation functions and their corresponding
covariance matrix. Next, we describe corrections for possible tSZ
contamination of the CMB lensing maps. Finally, we describe our
fitting procedure for using the measured correlation functions to
constrain the amplitudes of the lensing ratios.

4.1 Measuring the tracer-lensing two-point functions

We measure the angular two-point correlation function between the
pixelized lensing convergence maps κ and the galaxy distribution
δg by summing over tracer–convergence pixel pairs g, separated by
angle θ . We subtract the corresponding correlation with a sample of
random points in place of the tracer galaxies, where the sum is over
random–convergence pairs r separated by θ . The final estimator is

wiκ (θ ) =
∑

g ωgκg∑
g ωg

(θ ) −
∑

r ωrκr∑
r ωr

(θ ), (9)

where ωg and ωr are the weights associated respectively with each
tracer galaxy and random point. This estimator is analogous to that
used in tangential shear measurements in galaxy–galaxy lensing
(see e.g. Prat et al. 2018). For the random points we set ωr = 1,
and for the galaxies this weight was computed in Elvin-Poole et al.
(2018) to reduce the correlation with observational systematics.
For the fiducial measurements in this work, we grouped the tracer-
convergence pairs in five log-spaced angular separation bins be-
tween 2.5 and 100 arcmin. We usetreecorr1 (Jarvis, Bernstein &
Jain 2004) to measure all two-point correlation functions in this
work. The measured correlation functions are shown in Fig. 3.

1https://github.com/rmjarvis/TreeCorr

4.2 Covariance matrix of the two-point functions

We estimate the covariance matrix between the measurements
using the jackknife method. In this approach, the survey area is
divided into NJK regions (‘jackknife patches’), and the correlation
function measurements are repeated once with each jackknife patch
removed for the tracer sample, while we keep the convergence map
untouched. The estimate of the covariance of measurements is then

CJK
iκθ,i′κ ′θ ′ = NJK − 1

NJK

NJK∑
n=1

(
wiκ

n (θ ) − wiκ (θ )
)

(
wi′κ ′

n (θ ′) − wi′κ ′ (θ ′)
)

, (10)

where i denotes the tracer galaxy bin, κ denotes the convergence
map, n denotes the jackknife patch being removed, and wiκ (θ ) is the
mean across the NJK re-samplings. The jackknife provides a data-
based estimate of the covariance. It is well motivated here since our
analysis focuses on the small scales of the tracer-lensing correlations
(down to 2.5 arcmin) which are difficult to model theoretically.
Although the jackknife cannot capture super sample covariance
(Takada & Hu 2013) since by definition no samples are available
outside the survey, this contribution to the covariance is expected
to be negligible over the scales considered (i.e. below 100 arcmin).
Moreover, at small scales, jackknife estimates have been extensively
validated; see e.g. Prat et al. (2018) and Omori et al. (2018).

The jackknife regions are obtained using the kmeans algorithm2

run on a homogeneous random point catalogue with the same survey
geometry. We choose NJK = 500, which corresponds to jackknife
regions whose typical size matches the maximum scale used in this
work, of 100 arcmin.

4.3 Correcting the two-point functions for thermal
Sunyaev–Zel’dovich contamination

A study of the systematics affecting the wiκCMB measurements using
the DES redMaGiC galaxies and the Omori et al. (2017) CMB
lensing map was performed in Baxter et al. (2019). In that work,
the presence of the thermal Sunyaev–Zel’dovich (tSZ) effect in
the CMB lensing map from Omori et al. (2017) was identified as
a potentially significant source of contamination. To reduce this
contamination, Baxter et al. (2019) took the conservative approach
of excluding the small angular scales from the analysis that were
estimated to be most contaminated.

Here, we take a more aggressive approach by explicitly modelling
the tSZ contamination in our analysis. We use the model of tSZ
contamination from Baxter et al. (2019) for this purpose (see
their equation 22). Baxter et al. (2019) model was derived in the
following manner. First, the tSZ signal over the SPT patch was
estimated using catalogues of galaxy clusters detected by DES,
SPT, and Planck. The tSZ signal for each cluster was estimated
using a β-model (Cavaliere & Fusco-Femiano 1976) fit to the
observed cluster tSZ profile (for SPT-detected clusters) or by
adopting a model profile given an estimate of the cluster mass
(for DES and Planck detected clusters). The resulting tSZ map
was then processed through the κ estimation pipeline of Omori
et al. (2017) to calculate spatially varying tSZ contamination in the
κCMB maps. Finally, the contaminant maps were correlated with the
DES redMaGic catalogues to estimate the bias in wiκCMB (θ ) due
to tSZ contamination. Fitting functions for the measured biases are

2https://github.com/esheldon/kmeans radec
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provided in Baxter et al. (2019), and we adopt those fitting functions
here.

We test the sensitivity of our results to the model for tSZ
contamination in Section 5.3.4. Note that in this analysis, we make
the same masking choices as in Baxter et al. (2019) so that the tSZ
model derived therein is appropriate; this includes masking the most
massive galaxy clusters across the SPT field. Note that in Baxter
et al. (2019) the effects of such masking on the correlation functions
were found to be negligible relative to the statistical uncertainties.

4.4 Extracting constraints on the lensing ratios

Given the measurements of the tracer-lensing correlation functions,
we wish to extract constraints on the ratios of these correlations.
Simply taking the ratios of the correlation function measurements is
not optimal when the two measurements have non-zero uncertainties
and can lead to biased results. Instead, we take the approach
described below to measure the ratios.

We model the correlation functions as

wiκ
j
s (θa) = βijαia (11)

wiκCMB (θa) = βiCMBαiaf
tSZ
i (θa), (12)

where αia, β ij, and β iCMB are free parameters. Here, f tSZ
i (θ ) is

the tSZ bias model for each tracer bin i described in Section 4.3.
Without loss of generality, we set β i0 = 1. In effect, the αia control
the shape of the correlation function between the ith tracer redshift
bin and each of the convergence maps.

On the other hand, the β ij and β iCMB (which we can group as
β iκ ), control the amplitudes of the correlation functions of different
convergence maps with the tracer galaxies in redshift bin i; we will
use the βs to extract constraints on the lensing ratios.

Given our model for the measured correlation functions, we
define a Gaussian likelihood for the measurements, {wiκ (θ )}, where
κ can either be κCMB or the galaxy mass map in redshift bin j, κj

s :

lnL({ wiκ (θ ) }|{αi(θ ), βiκ}) = −1

2

∑
iκθ i′κ ′θ ′

(
wiκ (θ ) − ŵiκ (θ )

)
× [

C−1
]
iκθ,i′κ ′θ ′

(
wiκ ′

(θ ′) − ŵiκ ′
(θ ′)

)
.

(13)

In the equation above ŵ represents the correlation function model
from equations (11) and (12), and C is the covariance matrix of the
observations, as estimated with the jackknife method described in
Section 4.1. We apply the so-called Hartlap factor (Hartlap, Simon &
Schneider 2007) to the inverted covariance to account for the noise
in the jackknife covariance matrix estimate. We assume flat priors
on the α and β, so the posterior on these parameters is simply
proportional to the likelihood. We sample from the model posterior
using a Monte Carlo Markov Chain (MCMC) method implemented
in the code emcee (Foreman-Mackey et al. 2013).

Ultimately, we are not interested in the α or β themselves, but
rather the ratios of the correlation function measurements for pairs
that use the same tracer galaxy bin. We can obtain the posterior on
the ratios by computing these ratios at each point in the Markov
chains for the β’s. At each point in the chains, we compute

rij = βi CMB

βij

. (14)

The distribution of rij then provides the posterior of the ratios,
without loss of information. By choosing to keep the (noisier)

galaxy-CMB lensing two-point functions in the numerator of the
ratio, we reduce the possibility of divergences in the ratios of the
βs (which can occur if the posterior on a β has support at β = 0).
Hereafter, we use the term lensing ratio to refer to this definition of
such ratios.

5 MO D E L L I N G TH E L E N S I N G R AT I O S

Above we have developed a model for the correlation functions that
allows us to extract constraints on the lensing ratios in equation (14).
We now describe our parametrized model for the measured lensing
ratios, including prescriptions for various systematic uncertainties,
in order to extract constraints on cosmology.

5.1 Modelling photometric redshift and shear calibration bias

As noted above, we assume that all of the tracer galaxies are located
at a single redshift, zl. We obtain zl from the mean of the redshift
distributions of the redMaGiC galaxies shown in Fig. 1. For the
source galaxies, we use the full ns(z) when computing the model
for the ratios.

Following Krause et al. (2017), we parametrize redshift uncer-
tainties in the estimated tracer and source galaxy redshift distri-
butions with the bias parameters, 
zl and 
zs, respectively. This
means that in equation (8) we make the replacements

nj
s (z) → nj

s (z − 
zj
s ) (15)

and

zi
l → zi

l + 
zi
l , (16)

where 
zj
s and 
zi

l are treated as free parameters (with priors) for
each source and tracer galaxy redshift bin, respectively.

We parametrize shear calibration bias with the parameter m such
that the observed shear is related to the true shear via γobs = (1 +
m) γtrue. This means that we make the replacement

rij → rij

1 + mj

, (17)

where mj is a free parameter for each source galaxy redshift bin.

5.2 Complete model for the lensing ratio

Following from equation (8) and including the above prescriptions
for systematic uncertainties, our complete model for rij is:

r̂ij (�θcosmo, �θsys)= (1+mj ) dA (zi
l+
zi

l , z
∗)

dA(z∗)
∫ ∞

zi
l
+
zi

l
dz n

j
s (z−
z

j
s )

dA(zi
l+
zi

l , z)

dA(z)

, (18)

where �θcosmo is the set of cosmological parameters and �θsys is the
vector of systematics parameters. We use astropy for computing
cosmological distances (Astropy Collaboration 2018).

The posterior on the parameters given the set of measured ratios,
{r}, is given by

P (�θcosmo, �θsys|{r})=P ({r}|{r̂(�θcosmo, �θsys)})Pprior(�θcosmo)Pprior(�θsys),

(19)

where Pprior(�θcosmo) is the prior on the cosmological parameters, and
Pprior(�θsys) is the prior on the systematics parameters. For the like-
lihood P ({r}|{r̂}) we adopt a multivariate Gaussian approximation
to the posterior from Section 4.4:

ln P ({r}|{r̂}) = −1

2
(r − r̂) C−1

r (r − r̂)T . (20)
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Figure 2. Test of the narrow tracer bin approximation used in this analysis.
We compute the error in the ratio, 
r(θ ), incurred by assuming the tracer
galaxies are distributed in infinitely narrow redshift bins. This quantity is
plotted relative to the statistical errors in the ratio measurements, σ , which is
the uncertainty from all angular bins combined. At most, the error incurred
by assuming narrow tracer bins is ∼25 per cent of the statistical error on the
ratio, and we therefore ignore it in this analysis.

We compute the covariance matrix of the ratio estimates, Cr , from
the Markov chains for the ratios described in Section 4.4. We discuss
the accuracy of the Gaussian approximation to the true posterior in
Appendix A.

5.3 Model validation

5.3.1 Narrow tracer bin approximation

A fundamental assumption of our analysis is that in our modelling,
we can approximate the tracer galaxy redshift distribution with a
δ function centered at the mean of full redshift distribution. Only
in the δ function limit does the cancellation of the galaxy-matter
power spectrum occur. However, as described in Section 3.1, the
tracer galaxies used in this work are not all at the same redshift,
but they are distributed over a relatively narrow redshift interval.
Furthermore, as seen in Fig. 1, there is some overlap in the redshift
distributions of the third tracer bin, and first source bin. This overlap,
which is not included in our modelling, will reduce the lensing signal
(since sources at lower redshift than the tracers will not be lensed).

To test the impact of the narrow tracer bin approximation on our
analysis, we generate simulated correlation function measurements
using equation (6). To do this, we assume a linear bias model with
b = (1.45, 1.55, 1.65) for each of the tracer galaxy redshift bins,
following the analysis of Abbott et al. (2018b). Thus, for this test,
we are assuming that the galaxy bias is independent of scale and of
redshift within each tracer bin. The angular dependence of the ratio
can then be computed from the simulated data vectors and compared
to the approximate value of the ratio computed assuming infinitely
narrow tracer redshift bins; we denote the difference between the
true ratio and the approximated ratio as 
r.

We plot the angular dependence of 
r relative to the error bars
on the ratio measurements in Fig. 2. We see that for all tracer-
source bin combinations, the error induced by the narrow tracer bin
approximation is small compared to the error bars on the ratio. Note
that the decline in 
r/σ close to 100 arcmin is due to the high-pass
filtering that is applied to the lensing convergence maps.

5.3.2 Lensing dilution and galaxy lensing boost factors

When there is overlap in redshift between the source and the
tracer galaxies two different effects occur. The first one is already
mentioned in the section above, which is the dilution of the lensing
signal when source galaxies are in front or at the same redshift of
tracer galaxies. In our analysis we make use of the narrow tracer bin
approximation and therefore some of this dilution is not naturally
accounted for in the theory prediction. Thus, to test for the impact
of this effect, we have removed the bin combination which shows
the largest overlap in redshift, which is the third tracer bin and first
source bin combination (as seen in Fig. 1), and found that removing
it has negligible impact on the inferred cosmological parameters.

The second effect results from the tracer and source galaxies
being physically correlated, since they both trace the large-scale
structure. This changes the galaxy lensing signal since it will change
the true n(z) on the sky in a way that is not captured by the full survey
n(z). Generally, this effect reduces the lensing signal since source
galaxies behind the tracer galaxies will be on average closer to the
tracer galaxies than what it is predicted by the full survey n(z). To
take into account this effect in the modelling we would need to
measure the redshift distributions of the galaxies included in each
of the angular bins. Alternatively, one can correct for this effect
using the so-called boost factors. This correction is scale dependent
and is bigger at small scales, where the clustering is also larger.
Using the same data as employed here, Prat et al. (2018) estimated
the magnitude of this effect (i.e. the boost factor) by measuring
the excess of sources around tracers compared to random points,
as a function of scale, for every tracer-source bin combination (cf.
their Fig. 10). For the tracer-source binning configurations and for
the choice of scales used in this analysis, the results in Prat et al.
(2018) demonstrate that the boost factors are 1 per cent or less over
all angular scales, allowing us to safely ignore this effect in our
analysis. This makes sense, because we have attempted to use only
tracer and source galaxy combinations that are well separated in
redshift, so as to make the narrow tracer bin approximation more
accurate.

5.3.3 Intrinsic alignments

Another systematic effect related to the overlap in redshift between
the tracer and source galaxies is the intrinsic alignments (IA)
of the shapes and orientations of source galaxies resulting from
gravitational tidal fields during galaxy formation and evolution. IA
can generate correlations between the source ellipticity and the lens
position if the two galaxies are physically close.

In equation (8) we have assumed that there is no contribution
from IA in the cross-correlation measurements with the galaxy
convergence maps. IA are detected in the multiprobe correlation
function analysis of Abbott et al. (2018b). However, since here we
analyse only those tracer and source redshift bin combinations that
are widely separated in redshift, we expect the contribution from
IA to be minimal for our analysis. Moreover, Blazek et al. (2012)
found that when boost factors are not significant, IA can be ignored
as well.

5.3.4 tSZ validation

Our model of tSZ contamination of the measured two-point
functions relies on estimating the tSZ signal for galaxy clusters
across the SPT field. To estimate possible systematic errors in our
anlaysis associated with these modelling estimates, we recompute
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the bias corrections by modifying the assumed masses of the DES-
detected clusters used when generating the contaminant maps. The
DES clusters dominate our estimate of the tSZ bias because the
more massive SPT-detected clusters are masked. The difference
between the estimated biases for the fiducial and perturbed models
should therefore provide a reasonable estimate of our modelling
uncertainty. We generate two perturbed models by increasing and
decreasing the amplitude of the assumed mass–richness relation-
ship. The fiducial mass–richness model is based on the weak lensing
calibration of Melchior et al. (2017); the perturbed models adjust
the amplitude of the normalization by ±1σ , where σ represents
the statistical uncertainty on the amplitude from the Melchior et al.
(2017) analysis. Note that the updated weak lensing calibration of
DES redMaPPer clusters by McClintock et al. (2019) is consistent
with that of Melchior et al. (2017), albeit with smaller error bars;
using the 1σ error from Melchior et al. (2017) is therefore a
conservative choice. We show the result of analysing the data
using our fiducial tSZ bias model and the two perturbed models
in Section 6. Note that simply varying the amplitude of the assumed
mass–richness relation does not necessarily capture all of the
uncertainty in the tSZ bias model. However, since the tSZ amplitude
scales strongly with mass, we expect the mass uncertainty to capture
a dominant part of the total tSZ bias uncertainty.

6 R ESULTS

We now present the constraints obtained on the lensing ratios and
cosmological parameters from our analysis of data from DES,
SPT, and Planck. We note that in order to avoid confirmation
bias, our analysis was blinded during testing by replacing the
true measurements with simulated data vectors. The real data were
used only after we were confident that the analysis pipelines were
working correctly and the model had been validated.

6.1 Correlation function and ratio constraints

The measurements of the two-point correlation functions between
galaxies and (galaxy and CMB) lensing are shown as a function of
angular scale in Fig. 3 (points), together with the best-fitting ratio
model described in Section 4.4 (lines). For the cross-correlations
with the κCMB map, we show both the model corrected by the tSZ
effect (solid), as described in Section 4.3, and the uncorrected model
(dashed) for comparison.

The corresponding constraints on the lensing ratios are shown in
Fig. 4 as a function of the mean lens redshift. The full posteriors
on the lensing ratios are shown in Fig. A1. In total, we constrain
six lensing ratios at the 13–23 per cent level. The highest signal-to-
noise ratio constraints are those corresponding to the highest lens
redshift bin.

We first fit the measured ratios using a fiducial
cosmological model. We compute the expectation value
of the ratios using the best-fitting cosmology from the
TT,TE,EE+lowP+lensing + ext analysis in Ade
et al. (2016). We call these values rPlanck and fit the measured ratios
with a model of the form r̂ = ArPlanck, where A is a free parameter.
We find A = 1.1 ± 0.1. This measurement demonstrates that the
ratio measurements are consistent with the fiducial cosmology
within the statistical error bars, and are measured a combined
precision of roughly 10 per cent. For comparison, the measurement
of lensing ratios presented in Miyatake et al. (2017) using CMASS
galaxies as tracers, galaxy shapes from CFHTLenS and Planck
data, reports a 17 per cent uncertainty on a joint measurement of

the ratio, obtained from combining results from three tracer galaxy
redshift bins and a single source galaxy bin. The χ2 per degree
of freedom for the measurements relative to the rPlanck model
is 8.5/5, corresponding to a probability to exceed of 0.13. This
indicates a reasonable fit to the Planck model. Note that the ratio
measurements for different source bins but the same tracer galaxy
bin are highly covariant, as can be seen in Fig. A1.

6.2 Cosmological constraints

We now use the ratio measurements presented above to constrain
cosmological parameters. As an illustration of the cosmological
sensitivity of the ratios, Fig. 4 shows the theoretical predictions for
two cosmological �CDM models with different values of �k, with
�m fixed to 0.3. Throughout this analysis, we fix the redshift of the
surface of last scattering to z∗ = 1090. From this figure, we see
that negative values of �k have a significantly greater impact on
the lensing ratios than positive values. This is due to the fact that
the angular diameter distance to the surface of the last scattering
changes more with curvature for negative �k than for positive �k.

To obtain cosmological constraints we use the methodology
described in Section 5.2. We consider curved �CDM models
where we vary the cosmological parameters �k and �m and the
systematics parameters described in Section 5.1. We use the priors
on the multiplicative shear bias derived in Zuntz et al. (2018) and
the redshift bias parameters from Hoyle et al. (2018), Davis et al.
(2017), and Gatti et al. (2018).

Fig. 5 shows the resultant marginalized posterior density (colored
region) as a function �m and �k. We find that the data strongly rule
out low values of �m and very negative values of �k. However, at
each �m, we obtain only a lower limit on �k. Consequently, we
focus on how the data constrain �k. We derive limits on �k in the
following way. For each value of �m, we determine the value of �k

such that the marginalized posterior on �k is lower than the peak
of the posterior by a factor of 1/e2. For a Gaussian distribution, this
would correspond to the 2σ lower limit. This limit is shown in Fig. 5
as the solid red line. Consistent with the marginalized posterior, we
rule out very negative �k, with the limit tightening for lower values
of �m.

As seen in Fig. 5, the data somewhat prefer models with negative
curvature over models with �k = 0. This preference is driven by the
high-redshift data points seen in Fig. 4. However, this preference is
not statistically significant. For �k � −0.1, the posterior on �k is
quite flat for all �m. This is consistent with the finding noted above
that the amplitude of the lensing ratios is consistent (to 1σ ) with the
prediction from flat �CDM, which has �k = 0.

Fig. 5 also shows the impact of using the high and low-
amplitude tSZ models (see discussion in Section 5.3.4) on the
cosmological constraints with the green and orange dashed curves,
respectively. The uncertainty on the tSZ amplitude contributes a
non-negligible amount of systematic uncertainty to our analysis,
but it is subdominant to the statistical uncertainty.

We have tested that the constraints obtained by varying only
the cosmological parameters, and not marginalizing over the shear
and photometric redshifts systematics parameters are essentially
identical to those obtained when the systematics parameters are
varied. Therefore, we conclude that at the current level of statistical
uncertainty on the lensing ratios, the impact of systematics errors in
photometric redshifts and shear calibration are not significant. Note
that the systematics parameters 
zi

s, 
zi
l , and mi are strongly prior

dominated.

MNRAS 487, 1363–1379 (2019)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/487/1/1363/5489191 by U
SP- R

eitoria-Sibi (inst. bio) user on 29 January 2021



Cosmological constraints from lensing ratios 1371

Figure 3. Tracer-lensing correlation function measurements, together with the best-fitting ratio model described in Section 4.4. The model for the galaxy-CMB
lensing correlations has been corrected for the tSZ-induced bias as explained in Section 4.3. We also show the uncorrected model in dashed lines for comparison.

Figure 4. Measurements of the lensing ratios (points with error bars) as
a function of lens redshift for two different source galaxy redshift bins
(orange and grey curves). The corresponding redshift distributions for these
bins are shown in Fig. 1. Also shown are theoretical predictions (curves) for
�CDM models with �m = 0.3, but with different values of �k. Solid curves
correspond to �k = 0, while the dashed and dotted curves change �k to
−0.5 and 0.5, respectively. Relative to the concordance flat �CDM model,
the ratio measurements prefer an amplitude of A = 1.1 ± 0.1, indicating
consistency with this model. While the highest redshift data points appear
in some tension with the �k = 0.0 model, these points are covariant; the
χ2 per degree of freedom relative to that model is 8.5/5, corresponding to a
probability to exceed of p.t.e = 0.13.

Figure 5. The constraints on �m and �k resulting from analysis of the
measured lensing ratios. The background colour shows the marginalized
posterior density for these two parameters. The data strongly rule out regions
of parameter space with low �m and very negative �k. At each �m, we
identify a lower limit on �k by identifying the value of �k for which the
marginalized posterior falls by 1/e2 relative to the maximum, which for a
Gaussian distribution would correspond to the 2σ lower limit. This limit
is illustrated with the red solid curve. We also show (dashed curves) the
changes to these limits when using two variations on the fiducial tSZ model,
as described in Section 4.3.

7 FORECASTS

Upcoming data from DES, SPT, and future surveys have the
potential to significantly reduce the statistical uncertainty on
measurements of lensing ratios. Das & Spergel (2009) calculated
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the uncertainty on lensing ratios that could be obtained with the
combination of a lens galaxy sample from a futuristic spectroscopic
survey, an LSST-like galaxy weak lensing survey, and a CMB
lensing map from a CMBPOL-like survey. They found that roughly
1 per cent constraint on the lensing ratio could be obtained with
this combination of experiments, and that such a constraint could
contribute useful cosmological information that is complementary
to e.g. Planck and future measurements of the BAO feature in the
galaxy distribution.

Here, we extend the analysis of Das & Spergel (2009) to
account for the effects of systematic errors in the redshift and
shear measurements. We also update the forecasts given current
expectations for future survey designs. Finally, we show how using a
lens galaxy population identified with photometric data from LSST
can be used to decrease the error bars on the ratio measurements.
For this analysis, we consider curved wCDM cosmological models,
parametrized by �m, �k, and w, the equation-of-state parameter of
dark energy.

As discussed in Section 5, there are several potential sources
of systematic error that could affect measurement of lensing
ratios beyond errors in the source redshift distributions and shear
calibration errors. In particular, tSZ bias in the κCMB maps is a
potentially significant concern. Here, we ignore bias due to tSZ
contamination of the κCMB map under the assumption that future
experiments will use lensing estimators based on CMB polarization
data (which is much less severely impacted by tSZ), or that they will
use some multifrequency cleaning strategy, such as that discussed
in Madhavacheril & Hill (2018).

7.1 Calculation of projected uncertainty

To estimate the error on the lensing ratios with future data we use a
methodology similar to Das & Spergel (2009). We define

Z	 = C
κCMBδg
	 − r C

κsδg
	 , (21)

and a corresponding χ2 via

χ2(r) =
∑

l

Z2
l

σ 2(Zl)
, (22)

where σ 2(Zl) is the variance of Zl. The uncertainty on the ratio, σ (r),
can then be calculated as

1

σ 2(r)
= 1

2

∂2χ2(r)

∂r2
. (23)

To compute Zl, we must extend the formalism of Das & Spergel
(2009) to include partial overlap between surveys. Given a fiducial
value of the ratio, r0, the variance of Zl can be computed using the
expressions in White, Song & Percival (2009). We find

σ 2 (Z	) = 1

(2	 + 1)

[
1

f
κCMBδg
sky

(
C̃

κCMBκCMB
	 C̃

δgδg
	 +

(
C

κCMBδg
	

)2
)

+ r2
0

f
κsδg
sky

(
C̃

κsκs

	 C̃
δgδg
	 +

(
C

κsδg
	

)2
)

−2r0

f
κCMBκs δg
sky

f
κCMBδg
sky f

κsδg
sky

(
C

κCMBκs

	 C̃
δgδg
	 + C

κCMBδg
	 C

κsδg
	

) ]
,

(24)

Figure 6. Noise power spectra for the experimental configurations de-

scribed in Section 7.2. The noise power for C
δgδg
	 (grey curves) is inversely

proportional to the lens galaxy density; the noise power for C
κsκs
	 (orange

curves) is inversely proportional to source galaxy density. Noise power in
the CMB lensing maps (blue curves) is dependent on the details of the
experimental configurations of the CMB telescope. For SPT-SZ we use the
measured CMB lensing noise power, while for CMB-S3 and S4, we use
forecasts.

where

C̃XX
	 = CXX

	 + NXX
	 , (25)

and N	 is the corresponding noise power spectrum. The Poisson
noise for the tracer sample is N

δgδg
	 = 1/ng, where ng is the number

density of tracer galaxies per steradian. We compute N
κsκs

	 as

N
κsκs

	 = σ 2
ε

ns
, (26)

where σ ε is the standard deviation of the weighted galaxy shapes
and ns is the number density of the source galaxies per steradian
used to produce the lensing maps. We adopt σ ε = 0.26 below. The
various noise curves used in the forecasts are shown for the different
surveys in Fig. 6.

The fsky factors in equation (24) approximately take into account
the fact that the variance of the C	 measurements is increased
for partial sky coverage. We define f

κCMBδg
sky and f

κsδg
sky as the sky

fractions over which C
κCMBδg
	 and C

κsδg
	 are measured, respectively,

and f
κCMBκs δg
sky is the sky fraction over which the δg, κCMB, and

κ s measurements all overlap. In the case that there is no overlap
between all three measurements, C

κCMBδg
	 and C

κsδg
	 are uncorrelated

and the variance of Zl is given by the sum of the variances of the two
terms in equation (21). In the case where there is overlap between
the lens galaxies, source galaxies, and CMB lensing measurements,
some reduction of variance can be obtained via sample variance
cancellation.

Finally, σ (r) is calculated by substituting equations (22) and (24)
into equation (23). For the purposes of these forecasts, we adopt
the best-fitting �CDM cosmological model from the analysis of
TT,TE,EE+lowP+lensing + ext data sets in Ade et al.
(2016).

MNRAS 487, 1363–1379 (2019)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/487/1/1363/5489191 by U
SP- R

eitoria-Sibi (inst. bio) user on 29 January 2021



Cosmological constraints from lensing ratios 1373

7.2 Future experiment configuration

We consider several future experimental configurations using both
current and future surveys, which are also summarized in Table 1:

(i) DES Y5 + SPT-SZ: this represents what can be achieved
with full-survey DES data and current SPT-SZ data. We assume an
overlapping area of 2500 sq. deg. (i.e. the full area of the SPT-SZ
survey). For the tracer and source galaxies, we adopt the current
redshift bins and the same number densities for the tracer galaxies;
we assume an increased source density of a factor of two with
respect to the Y1 density, due to the higher depth of Y5 data.
The assumed CMB noise power, N

κCMBκCMB
	 , is taken from Omori

et al. (2017). Finally we assume that tSZ bias can be mitigated
using multifrequency information, allowing us to exploit all angular
scales.

(ii) DES Y5 + Stage 3 CMB: this represents what can be
achieved with full-survey DES data and a near-term, Stage 3 CMB
experiment (CMB-S3). Stage 3 CMB experiments include SPT-
3G (Benson et al. 2014) and Advanced ACTPol (Henderson et al.
2016). We assume an overlapping area of 5000 sq. deg. and use the
CMB-S3 noise curve from Abazajian et al. (2016). We adopt the
same tracer and source galaxy bins as the current analysis, with a
source density of twice the Y1 density.

(iii) DESI + LSST + Stage 4 CMB: this represents one possible
use of future survey data to constrain lensing ratios. We assume
that the tracer galaxies are spectroscopically identified using the
Dark Energy Spectroscopic Instrument (DESI Collaboration 2016),
allowing us to ignore redshift errors for this sample. The tracer
galaxies are assumed to be drawn from two DESI populations: a set
of low-z galaxies from the Bright Galaxy (BGS) sample and a set
of high-z galaxies from the Emission Line Galaxy (ELG) sample.
The BGS tracer galaxies are divided into four redshift bins between
z = 0.2 and z = 0.4, and the tracer galaxy bias is assumed to be
1.34/D(z), where D(z) is the linear growth factor, normalized to
D(z = 0) = 1; the ELG galaxies are divided into two redshift bins
between z = 0.8 and z = 1.0, and are assumed to have a bias of
0.84/D(z) (DESI Collaboration 2016). The tracer galaxy density for
the BGS redshift bins (width of 
z = 0.05) is assumed to be 75
per sq. deg. and 150 per sq. deg. for the ELG redshift bins (width
of 
z = 0.1). We assume that LSST (LSST Dark Energy Science
Collaboration 2012) is used to measure shapes of source galaxies,
with a source density of 25 galaxies per sq. arcmin and redshift
range from z = 1.0 to z = 1.6.
The CMB lensing map is assumed to come from a Stage 4 (CMB-
S4) like experiment (Abazajian et al. 2016); we adopt the minimum
variance CMB lensing noise curve from Schaan et al. (2017).
Finally, we assume overlapping area between DESI and CMB-S4
of 16 500 sq. deg., overlap between DESI and LSST of 3000 sq.
deg., and overlap between all three surveys of 3000 sq. deg.

(iv) LSST + CMB-S4: another possible use of future survey
data for measuring lensing ratios is to define a tracer galaxy sample
using photometric data from LSST. As we have shown above,
algorithms like redMaGiC can be used to define galaxy populations
that are sufficiently narrowly distributed in redshift for the purposes
of measuring lensing ratios. We assume that the LSST tracer galaxy
sample is divided into 10 bins between z = 0.2 and z = 0.7, with
number density of 100 galaxies per square degree for each bin. Such
densities are comparable to what is currently achieved with DES
redMaGiC. We make the same source galaxy and CMB lensing
assumptions as above.

In addition to the survey assumptions described above, we must
adopt some prescription for the expected systematic errors on shear
calibration and photometric redshift determination. We assume that
the multiplicative shear bias from LSST can be calibrated to σ (m) =
0.001, which is the requirement set in LSST Science Collaboration
(2009) and also of the order of what is expected from Schaan et al.
(2017). When using DESI to create the tracer galaxy sample, we
ignore redshift errors in the analysis; for LSST we assume that
with a redMaGic-like algorithm, the tracer galaxy redshifts can be
calibrated to σ (
zl) = 0.005. We assume that the source photo-zs
measured by LSST can be calibrated to the level of σ (
zs) = 0.01
(LSST Science Collaboration 2009).

Note that in the forecasts below, we ignore the issue of the finite
width of the tracer galaxy redshift bins. For the survey assumptions
defined above, we have tested that the errors on the ratios induced by
the narrow lens approximation are significantly below the statistical
uncertainties on the ratios. Furthermore, given the small assumed
redshift errors of the lens galaxies, we could in principle divide
the tracer galaxies into more redshift bins and the narrow lens
approximation would improve. We find, however, that doing so
does not appreciably change our results.

7.3 Future constraints on lensing ratios

There are three sources of statistical noise in the measurements of
the lensing ratios: noise in the measurement of galaxy density, noise
in the galaxy lensing maps, and noise in the CMB lensing maps. For
current data, all of these components make significant contributions
to the total uncertainty on the ratios, although noise in the CMB
lensing map and galaxy density dominate. For instance, increasing
the number density of tracers by a factor of two would decrease
the uncertainty on the ratios by roughly 15 per cent. Significant
improvement could also be obtained by reducing the noise in the
κ maps, especially κCMB. Halving the noise in the CMB κ maps
would decrease the ratio uncertainty by 25 per cent, while the
same improvement in the galaxy κ maps would reduce the ratio
uncertainty by 5 per cent. Finally, doubling the area of the surveys
would reduce by 40 per cent the uncertainty on the ratios. The future
survey configurations described in Section 7.2 make improvements
to the lensing ratio constraints in all of these ways.

The projected cosmological constraints on �m, �k, and w ob-
tained from the forecasted lensing ratio constraints for DESI, LSST,
and CMB S4 are shown in Fig. 7, assuming the tomographic ratio
measurements are independent. This is a reasonable assumption
because for these configurations there is only one source bin (see
Table. 1) and the covariance between measurements using different
tracer bins is small, as shown in Fig. A1. When generating this
figure, we have adopted priors from the Planck measurement of
the CMB power spectrum in Ade et al. (2016). Since the lensing
ratio measurements are purely geometrical in nature, we choose to
use only geometric information from the CMB power spectrum.
For this purpose, we use the geometric CMB prior defined in
Aubourg et al. (2015). Since most of the information in this prior
comes from the first few peaks of the CMB temperature power
spectrum, constructing this prior from the Planck constraints is a
reasonable approximation for future surveys. Since the CMB prior
depends on h and �b, we have marginalized over these quantities
in generating Fig. 7. Additionally, in Fig. 7 we have marginalized
over the systematics parameters 
zl, 
zs, and m for each redshift
bin, imposing the priors described in Section 7.2.

Fig. 7 makes it clear that the lensing ratios contribute information
beyond that contained in the geometrical CMB prior. Because
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Table 1. Forecasts for precision of ratio measurements for the future experiment configurations described in Section 7.2, except for the first row, which
corresponds to the measurements presented in this paper in Fig. 4. Last column represents the minimum and maximum statistical errors on the ratios over all
tracer and source galaxy bin combinations.

Surveys Lens z range Nlens bins Source z range Nsource bins σr,stat [min, max]

DES Y1 + SPT-SZ (current measurements) 0.15 < zl < 0.6 3 0.6 < zs < 1.3 2 [0.13, 0.23]
DES Y5 + SPT-SZ 0.15 < zl < 0.6 3 0.6 < zs < 1.3 2 [0.098, 0.15]
DES Y5 + CMB-S3 0.15 < zl < 0.6 3 0.6 < zs < 1.3 2 [0.042, 0.060]
DESI + LSST + CMB-S4 0.2 < zl < 0.4 (BGS) 4 1.0 < zs < 1.6 1 [0.040, 0.054] (ELG)

0.8 < zl < 1.0 (ELG) 2 [0.018, 0.019] (BGS)
LSST + CMB-S4 0.2 < zl < 0.7 10 1.0 < zs < 1.6 1 [0.013,0.015]

Figure 7. Projected cosmological constraints from lensing ratios when
using LSST + DESI + CMB-S4 versus LSST + CMB-S4, using the
geometrical Planck prior, which is also shown in the figure. We have
marginalized over parameters describing systematic uncertainties in lens
and source galaxy redshifts, and systematic errors in source galaxy shears.
We also marginalize over h and �b as these appear in the geometrical Planck
prior (see text). The constraints that can be obtained using a photometrically
identified tracer galaxy population (LSST + CMB-S4) are tighter than
those that can be obtained from a spectroscopically identified tracer galaxy
population (DESI + LSST + CMB-S4). Apparently, the increased number
density of the tracer galaxies with the photometric survey outweighs the
increased redshift uncertainties.

of the ‘geometrical degeneracy’ in the CMB power spectrum
(Efstathiou & Bond 1999), the CMB constraints on �m, �k, and w

are quite weak when all three parameters are varied simultaneously
(the red contours). However, future lensing ratio constraints help to
break these degeneracies. The combination of the lensing ratio and
geometric CMB prior is particularly powerful in the space of �k

and w. The main impact of the lensing ratio constraints is to remove
regions of parameter space with negative �k and with small w in
absolute value, leading to a tight degeneracy between �k and w.
This degeneracy can be broken using e.g. information from BAO
(Das & Spergel 2009). Alternatively, if flatness is assumed (i.e.
�k = 0), the resultant constraint is w = −1.0 ± 0.1 (grey dashed
curve in lower right panel).

Additionally, from Fig. 7 it can be seen that the cosmological
constraints obtained from using LSST redMaGiC-like galaxies

Figure 8. Degeneracy between �m and source redshift bias, 
zs, for the
case of one lens and source redshift bin when the lensing ratio is measured to
1 per cent precision. Since there is only one ratio measurement, the constraint
on �m is completely degenerate with the redshift bias.

as the tracers are tighter than what is obtained by using DESI
galaxies as the tracers. This is one of the main findings of our
analysis: because of the tight photometric redshift errors that can
be obtained with a redMaGiC-like algorithm, lensing ratios can
be measured to high precision using a combination of photometric
galaxy measurement and CMB lensing. A spectroscopic lens galaxy
catalogue is not necessary for the purposes of measuring lensing
ratios. For fixed w = −1, the constraint obtained on �k for the case
of DESI tracers is σ (�k) = 0.014; for the case of LSST tracers, it is
σ (�k) = 0.009. Similarly, for fixed �k = 0, the constraint obtained
on w for the case of DESI tracers is σ (w) = 0.15; for the case of
LSST tracers, it is σ (w) = 0.09.

7.4 Impact of systematic errors on lensing ratios

We now investigate in more detail the impact of systematic errors
on future ratio measurements. For illustrative purposes, we first
consider the case of a ratio measurement using a single lens and
source galaxy bin, for which we adopt a 1 per cent error typical of
the LSST + CMB-S4 forecasts. In this case, since there is only
a single ratio measurement, systematic errors on shear calibration
and photometric redshift bias will be completely degenerate with the
cosmological constraints. This degeneracy is illustrated for the case
of �m in Fig. 8. Without a prior on 
zs, �m cannot be constrained
at all (orange contour). Given the projected prior on 
zs of 0.01,
we can obtain a constraint on �m (light green contour). However,
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Figure 9. Projected constraints on �k and w for different priors on the
redshift bias parameter, 
zs. We have assumed the projected constraints for
LSST + CMB S4 in this figure. Uncertainty on 
zs significantly degrades
the cosmological constraints. For the projected level of constraints, σ (
zs) =
0.01, the degradation is small, but non-zero.

in this case the cosmological constraint will be strongly determined
by the accuracy of our prior on 
zs and the constraining power on
�m will be reduced by photo-z uncertainties.

In Fig. 9 we show the impact of source redshift errors in the
w–�k plane when more cosmological parameters are added into
the model, and also when multiple ratios coming from different
lens and source bin combinations are used. For this figure, lensing
ratio constraints are taken from LSST + CMB-S4 forecasts, which
match the ones from Fig. 7 for the contours marginalizing over 
zs

with the fiducial prior (light blue). In this figure, we also show the
results of marginalizing over 
zs with a wide, flat prior (orange),
and fixing 
zs = 0 (grey). Degeneracy between the cosmological
parameters and 
zs can have a large impact, as evidenced by the
change in constraints in going from 
zs = 0 to marginalizing over

zs with the wide, flat prior. However, with the assumed 
zs priors
of 0.01 we find that the effect of source redshift uncertainty on the
lensing ratios constraints is fairly small, but also not negligible.

If multiple lens redshift bins are used to measure multiple
lensing ratios, the degeneracy between 
zs and the cosmological
parameters can be broken somewhat. To illustrate this point,
Fig. 10 shows the posteriors on 
zs when using a single ratio or
multiple ratio measurements. With only a single ratio measurement
(orange curve), the ratio is highly degenerated with the systematic
uncertainty on the redshift bias parameter, 
zs, so the posterior
on 
zs is very broad. Using multiple ratios allows for some self-
calibration of the photo-z bias (blue curve); in this case, the ratio
measurements alone are being used to calibrate 
zs. However, we
see that the level of self-calibration of 
zs remains weaker than
the prior (black dashed curve) and, therefore, not using any 
zs

prior in the cosmology analysis would result in some degradation
of the cosmology constraints. Note that the preference for large 
zs

exhibited in Fig. 10 for the case of a single ratio measurement is
due to the projection of the higher dimensional parameter space to
the one-dimensional constraints on 
zs.

We have also investigated the impact of shear calibration un-
certainty on the constraints, as parametrized via m. Since 
zs and
m both affect all ratio measurements for a single source galaxy

Figure 10. Posteriors on the source redshift bias parameter, 
zs, when
using only one lens bin and source bin (one ratio) versus using three lens
and one source bins (three ratios). Using multiple lens redshift bins allows
one to obtain some self-calibration of the photo-z bias. However, the level of
self-calibration achieved is not as tight as expected priors, σ (
zs) = 0.01.

bin, their impacts on the lensing ratios are largely degenerate.
Consequently, even for multiple lens redshift bins, when both 
zs

and m are left completely free, no useful level of self-calibration
can be achieved, and the cosmological constraints are significantly
degraded. However, for the projected priors on m of σ (m) = 0.001,
the impact of marginalizing over m on the cosmological constraints
is negligible, given the projected statistical error bars on the ratios.
Note that the cosmological constraints presented in Fig. 7 include
marginalization over m with the fiducial σ (m) = 0.001 prior.

8 C O N C L U S I O N S

Using a combination of galaxy position measurements and galaxy
lensing maps from DES, and CMB lensing measurements from
SPT and Planck, we have measured several cosmological lensing
ratios. These ratios have the attractive feature that they can be
modelled using only geometrical information (i.e. distances as
a function of redshift), and do not depend on the galaxy-matter
power spectrum. Although lensing ratios use the CMB as a source
plane, they are completely independent of the physics of BAOs
in the primordial plasma, making them a useful cross-check of
geometrical constraints from the CMB and the BAO feature in the
galaxy distribution. Similarly, lensing ratios provide a test of cos-
mological distances that is completely independent of constraints
from supernovae.

Enabled by the well-understood photometric redshifts of the
redMaGic galaxies, we have for the first time measured lensing
ratios without the use of spectroscopic galaxy samples. Each
lensing ratio is constrained from 13 to 23 per cent precision, and
the combined constraint from all ratios is roughly 10 per cent.
Using these measurements, we place constraints on curved �CDM
cosmological models, finding consistency with the concordance
cosmological model. Our most interesting cosmological constraint
is on �k and is shown in Fig. 5.

We have also predicted the constraining power on lensing ratios
of future experiments. While previous forecasts have focused
on spectroscopic identification of tracer galaxies, we argue that
photometrically identified galaxies can be used, provided their
redshifts can be constrained with redMaGiC-like accuracy. Given
this observation, we argue that the combination of data from
LSST and CMB-S4 experiments will provide tight constraints on
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lensing ratios, achieving roughly 1.5 per cent precision for tracers
distributed over z ∈ [0.2, 0.7]. Additionally, we showed that sys-
tematic uncertainty in the redshift estimates for the source galaxies
significantly degrades the cosmological constraints from lensing
ratios. However, given the expected priors on the source galaxy
redshift biases, the degradation from the source redshift uncertainty
will be smaller than the statistical uncertainties. Moreover, we have
found that using multiple lens and source bins allows for some self-
calibration of the photometric redshifts, but not to the level of the
expected priors. We have ignored the complication that photometric
redshift errors may not be adequately parametrized by a single
shift parameters as in equation (16). Exploring the consequences of
more generic redshift bias models is one avenue for future work.
We have also found that multiplicative shear biases will not be a
limiting factor for lensing ratios given the expected priors on these
parameters.

When combined with geometrical constraints from the CMB, the
lensing ratios explored in this work offer the possibility of deriving
purely geometric constraints on the curvature of the Universe and
the equation-of-state parameter of dark energy. Analyses with future
data sets will be able to significantly improve on current lensing ratio
measurements, as seen in Table 1 and Fig. 7. While such future
constraints would be interesting in their own right, their geometric
nature also means that comparisons to cosmological probes that use
growth and power spectrum information are particularly interesting.
Modified gravity, for instance, is expected to lead to differences in
cosmological models inferred from geometry and growth measure-
ments (e.g. Ruiz & Huterer 2015). Exploring these possibilities with
lensing ratios is another exciting avenue for future work.

Part of the appeal of lensing ratios is their simplicity: they do
not require complicated modeling of the two-point functions that
they depend on. Unfortunately, this simplicity comes at the cost of
reduced sensitivity to cosmological parameters. While lensing ratios
have already been used to provide competitive constraints on sys-
tematics parameters (e.g. Prat et al. 2018), competitive cosmological
constraints with lensing ratios have yet to be demonstrated. Still, the
geometric nature of the constraints, the fact that they are independent
of the physics of BAO, and the fact that their sensitivity spans a
wide range of redshifts make lensing ratios worth exploring with
future data. Furthermore, assuming cosmologists continue to mea-
sure two-point functions between galaxy density and gravitational
lensing, lensing ratio constraints on cosmology come essentially for
free.
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APPENDIX A : TEST O F G AU SSIAN
APPROX I MATI ON TO R ATI O POSTERI O RS

In Fig. A1 we show the posteriors on the lensing ratios obtained
from the fitting procedure to the two-point correlation functions
using an MCMC, described in detail in Section 4.4. These posteriors
serve as the likelihood to then measure the cosmological parameters
running a second MCMC, as can be seen in equation (19). In our
analysis, for simplicity, we assume this likelihood is a multivariate
Gaussian with a covariance coming from the fitting procedure of
Section 4.4. We test this assumption in Fig. A1, where we compare
the measured lensing ratio posteriors with contours drawn from a
multivariate Gaussian centered at the same value, and using the
measured covariance, finding that they are indeed very similar.
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Figure A1. Measured posteriors on the lensing ratios compared to a multivariate Gaussian drawn from the measured covariance between the ratios centered
in the same value. rij is the ratio between the measurements in the CMB lensing map and the lens bin i and the convergence map in source bin j and same lens
bin, as defined in equation (14).
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59Departamento de Fı́sica Matemática, Instituto de Fı́sica, Universidade de
São Paulo, CP 66318, São Paulo, SP 05314-970, Brazil
60Steward Observatory, University of Arizona, 933 North Cherry Avenue,
Tucson, AZ 85721, USA
61George P. and Cynthia Woods Mitchell Institute for Fundamental Physics
and Astronomy, and Department of Physics and Astronomy, Texas A&M
University, College Station, TX 77843, USA
62Department of Astrophysical Sciences, Princeton University, Peyton Hall,
Princeton, NJ 08544, USA
63Department of Physics, University of Chicago, Chicago, IL 6063, USA
64Dunlap Institute for Astronomy & Astrophysics, University of Toronto, 50
St George St, Toronto, ON M5S 3H4, Canada
65Department of Physics, University of Minnesota, Minneapolis, MN
55455,USA
66Department of Physics and Astronomy, Pevensey Building, University of
Sussex, Brighton BN1 9QH, UK
67Physics Department, Center for Education and Research in Cosmology
and Astrophysics, Case Western Reserve University, Cleveland, OH 44106,
USA
68Liberal Arts Department, School of the Art Institute of Chicago, Chicago,
IL 60603, USA
69School of Physics and Astronomy, University of Southampton, Southamp-
ton SO17 1BJ, UK
70Physics Department, Brandeis University, 415 South Street, Waltham, MA
02453, USA
71Instituto de Fı́sica Gleb Wataghin, Universidade Estadual de Campinas,
13083-859 Campinas, SP, Brazil
72Department of Physics, Stanford University, 382 Via Pueblo Mall, Stan-
ford, CA 94305, USA
73Computer Science and Mathematics Division, Oak Ridge National Labo-
ratory, Oak Ridge, TN 37831, USA
74Department of Astronomy & Astrophysics, University of Toronto, 50 St
George St, Toronto, ON M5S 3H4, Canada
75Argonne National Laboratory, 9700 South Cass Avenue, Lemont, IL
60439, USA
76Berkeley Center for Cosmological Physics, Department of Physics, Uni-
versity of California, and Lawrence Berkeley National Labs, Berkeley, CA
94720, USA

This paper has been typeset from a TEX/LATEX file prepared by the author.

MNRAS 487, 1363–1379 (2019)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/487/1/1363/5489191 by U
SP- R

eitoria-Sibi (inst. bio) user on 29 January 2021


