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1. Introduction

Augmented Lagrangian methods have a long tradition in numerical optimization. The
main ideas were introduced by Powell [49], Hestenes [43], and Rockafellar [51]. At each
(outer) iteration of an Augmented Lagrangian method one minimizes the objective func-
tion plus a term that penalizes the non-fulfilment of the constraints with respect to suitable
shifted tolerances. Whereas the classical external penalty method [37,38] needs to employ
penalty parameters that tend to infinity, the shifting technique aims to produce conver-
gence by means of displacements of the constraints that generate approximations to a
solution with moderate penalty parameters [20]. As a by-product, one obtains approxi-
mations of the Lagrange multipliers associated with the original optimization problem.
The safeguarded version of the method [1] discards Lagrange multipliers approxima-
tions when they become very large. The convergence theory for safeguarded Augmented
Lagrangian methods was given in [1,20]. Recently, examples that illustrate the convenience
of safeguarded Augmented Lagrangians were given in [47].

Conn et al. [28] produced the celebrated package Lancelot, that solves constrained opti-
mization problems using Augmented Lagrangians in which the constraints are defined
by equalities and bounds. The technique was extended to the case of equality constraints
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plus linear constraints in [27]. Differently from Lancelot, in Algencan [1,20] (see, also,
(2,3,14,15,17-19]), the Augmented Lagrangian is defined not only with respect to equal-
ity constraints but also with respect to inequalities. The theory presented in [1] and [20]
admits the presence of lower-level constraints not restricted to boxes or polytopes. How-
ever, in the practical implementations of Algencan, lower-level constraints are always
boxes.

In the last 10 years, the interest in Augmented Lagrangian methods was renewed due to
their ability to solve large-scale problems. Dostal and Beremlijski [33,34] employed Aug-
mented Lagrangian methods for solving quadratic programming problems that appear in
structural optimization. Fletcher [39] applied Augmented Lagrangian ideas to the min-
imization of quadratics with box constraints. Armand and Ombheni [12] employed an
Augmented Lagrangian technique for solving equality constrained optimization prob-
lems and handled inequality constraints by means of logarithmic barriers [13]. Curtis
etal. [30,31] defined an Augmented Lagrangian algorithm in which decreasing the penalty
parameters is possible following intrinsic algorithmic criteria. Local convergence results
without constraint qualifications were proved in [36]. The case with (possibly complemen-
tarity) degenerate constraints was analyzed in [46]. Chatzipanagiotis and Zavlanos [26]
defined and analyzed Augmented Lagrangian methods in the context of distributed
computation. An Exact Penalty algorithm for constrained optimization with complex-
ity results was introduced in [25]. Grapiglia and Yuan [41] analyzed the complexity of
an Augmented Lagrangian algorithm for inequality constraints based on the approach
of Sun and Yuan [56] and assuming that a feasible initial point is available. For many
structured problems that appear in applications, the well-known ADMM (Alternating
Direction Method of Multipliers), that may be interpreted as an Augmented Lagrangian
variation, exhibits remarkable practical performance. Several complexity and conver-
gence analyses for ADMM are available in the literature. (See [44] and the references
therein.)

In this paper, we report iteration and evaluation complexity results for Algencan,
including complexity results for the bound-constraint solver that is used to tackle the
Augmented Lagrangian subproblems. In addition, we also report numerical experiments
and some implementation features of the current implementation of Algencan that, as all
its predecessors, fits within the model algorithm described in [1,20]. The current imple-
mentation of Algencan preserves the main characteristics of previous implementations:
constraints are considered in the form of equalities and inequalities, without slack vari-
ables, and box-constrained subproblems are solved using active-set strategies. A new
acceleration procedure is introduced by means of which an approximate KKT point may
be obtained. It consists in applying a local Newton method to a semismooth KKT sys-
tem [48,50] starting from every Augmented Lagrangian iterate. Exhaustive numerical
experimentation is given and all the software employed is available on a free basis in
http://www.ime.usp.br/ ~ egbirgin/, so that computational results are fully reproducible.

The paper is organized as follows. In Section 2, we recall the definition of Algencan
with box lower-level constraints and we review global convergence results. In Section 3,
we prove complexity properties. In Section 4, we describe the algorithm for solving box-
constrained subproblems and present its complexity results. In Section 5, we describe the
computer implementation. In Section 6, we report numerical experiments. Conclusions
are given in Section 7.
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Notation: If C C R" is a convex set, Pc(v) denotes the Euclidean projection of v onto
C. If ¢,u € R", [¢, u] denotes the box defined by {x e R" |{ <x < u}.Ifa,b € R, [a,b]"
denotes the box defined by {x e R" |a < x; < bfori=1,...,n}. ()4 = max{0,-}.Ifv
R", v denotes the vector with components (v;)4 fori=1,...,n. Ifv,w € R", min{v, w}
denotes the vector with components min{v;, w;} fori = 1,...,n. The symbol || - || denotes
the Euclidean norm. R’} = {x € R" | x > 0}.

2. Augmented Lagrangian

In this section, we consider constrained optimization problems defined by

Miniﬁlizef(x) subjectto h(x) =0, g(x) <0,and? <x <u, (1)
xeR”

where f : R" — R, h: R" — R"™, and g : R" — RP? are continuously differentiable. We
assume ¢, u € R", ie. —0o < ¢; and u; < 400 for i = 1,...,n. Since we are not dealing
with convex objective functions, the existence of solutions of subproblems (to be defined
later) is guaranteed by this boundedness assumption.

We consider the Augmented Lagrangian method in the way analyzed in [1] and [20].
This method has interesting global theoretical properties. On the one hand, every limit
point is a stationary point of the problem of minimizing the infeasibility measure
|h(x)||? + llg(x)+ |1 subject to the bound constraints £ < x < u. On the other hand, every
feasible limit point satisfies a sequential optimality condition [5-7]. This implies that every
feasible limit point is KKT-stationary under very mild constraint qualifications [6,7]. The
basic definition of the method and the main theoretical results are reviewed in this section.

The Augmented Lagrangian function [43,49,51] associated with problem (1) is
defined by

m

A 2 p ; 2
Ly (%0 1) = f(x) + § [Z (h,(x) + ;) +3 <gi(x) + %) }
i=1

i=1 +

forallx € [L,ul,p > 0,A € R", and u € Rﬂ.

Algorithm 2.1 below is a safeguarded Augmented Lagrangian method in the sense that
approximations of the Lagrange multipliers are estimated at every iteration but are ignored
for computing the new iterate if their sizes exceed user-given values represented by Amin,
Amax> and fmax. The adjective ‘safeguarded’ for this type of methods seems to be due to [47].

Algorithm 2.1: Assume that € R, Amin < Amaxs A € [Amin Amax])™ Mmax > 0,
i e [0, umaxl?, p1 > 0,y > 1,0 < 7 < 1,and {ex}2, are given. Initialize k < 1.

Step 1. Find x* € [¢, ] as an approximate solution to

Minilglize Ly, (x, 2k, ﬂk) subjectto{ <x <u (2)
xeR"

satisfying

[Pl (= VI 0835, 29) ] < e, 3)
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Step 2. Define
—k
vk = min {—g(xk), ,u_} .
Pk
Ifk=1or

max {[RGA) 1L 1VA) | < 7 max e DI v @

choose pg+1 = px. Otherwise, define pg11 = y k.
Step 3. Compute

A =3k 4 peh(x¥) and  pkt = ([Lk + pkg(xk)>+. (5)

Compute Mt e [Dmin Amax)™ and ,115‘“ € [0, max]P. Set k < k+ 1 and go to

Step 1.

Algorithm 2.1 iterates by approximately minimizing the Augmented Lagrangian func-
tion subject to the bound constraints and updating the penalty parameter and the Lagrange
multipliers. Test (4) takes into account improvements of feasibility and complementarity.
If both feasibility and complementarity were improved, it is considered that the penalty
parameter is sufficiently large and, thus, it is not increased. Otherwise, it is multiplied by
¥ > 1. The Lagrange multipliers A**! and 1**! associated with the current approxima-
tion to the solution x**1 are estimated by (5) at Step 3. In the same step, the safeguarded
values 2%*1 and ji**! are computed. It should be noted that, in theory, these values do not
need to be related to the Lagrange multipliers A*+! and ;f*! at all. However, in practise, we
proceed as follows. If A**'! € [Amin, Amax]™ and 51 € [0, pmax]?, we define AF+1 = 3ft1
and jik1 = M1 Otherwise, A**! and ji**! may be given by any other arbitrary choice.
The projection of A**1 and 15+ onto the corresponding boxes is a possibility; as well as
it is a possibility setting A**1 = 0 and i¥*! = 0. The problem of finding an approximate
minimizer of L,, (x, XK, k) onto [€, u] in the sense of (3) can always be solved. In fact, due
to the compactness of [£, u], a global minimizer, that obviously satisfies (3), always exists.
Moreover, local minimization algorithms are able to find an approximate stationary point
satisfying (3) in a finite number of iterations. Therefore, given an iterate x*, the iterate x**1
is well defined. (A way of choosing e in (3) was introduced in [35], where, employing the
equivalence between the Augmented Lagrangian and the Proximal Point method applied
to the dual problem, the convergence on convex problems was analyzed. See, also, [52-55].)
So, Algorithm 2.1 generates an infinite sequence {x} whose properties are surveyed below.
Of course, as it will be seen later, suitable stopping criteria can be defined by means of which
acceptable approximate solutions to (1) are usually obtained.

Algorithm 2.1 has been presented without a ‘stopping criterion’. This means that, in
principle, the algorithm generates an infinite sequence of primal iterates x* and Lagrange-
multiplier estimators. Complexity results presented in this work report the worst-case
effort that could be necessary to obtain different properties, that may be used as stopping
criteria in practical implementations or not. We believe that the interpretation of these
results helps to decide which stopping criteria should be used in a practical application.
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The relevant theoretical properties of this algorithm are the following:

(1) Every limit point x* = limgex x* of the sequence generated by the algorithm satisfies
the complementarity condition

/L?H = 0 whenever gi(x*) < 0 (6)
for k € K large enough. (See [20, Theorem 4.1].)
(2) Everylimit point x* of the sequence generated by the algorithm satisfies the first-order
optimality conditions of the problem of minimizing the infeasibility measure subject
to the box constraints given by

Minimize ||h(x)||* + [|g(x)+||> subjecttof < x < u. (7)

(See [20, Theorem 6.5].)

(3) If, forallk € {1,2,...}, x*is an approximate global minimizer of L, (x, Xk, k) onto
[¢,u] with tolerance 1 > 0, every limit point of {x*} is a global minimizer of the
infeasibility measure ||h(x)||> + ||g(x)+ [|*>. Condition (3) does not need to hold in this
case. (See [20, Theorem 5.1].)

(4) If, for all k € {1,2,...}, x¥ is an approximate global minimizer of L, (x, ik,ﬂk)
onto [¢,u] with tolerance ny | 0, in the sense that it satisfies ka(xk,)_»k,;lk) <
Ly, (x, A, 1%y 4 g for all x € [€,u], then every feasible limit point of {x*} is a
global minimizer of the general constrained minimization problem (1). As before,
condition (3) is not necessary in this case. (See [20, Theorem 5.2].)

(5) If ek | 0, every feasible limit point x* = limyeg x* of the sequence generated by the
algorithm satisfies the sequential optimality condition AKKT [5] given by

lim pr,u] (# = (VA6 + VREOUH + Ve(byutt)) ka —0 (8)

and

lim max{[| (<) loc, | min{—g (%), £ lloc} = 0. 9)
(See [20, Theorem 6.4].)

Under an additional Lojasiewicz-like condition, it is obtained that limgex 3°0_, 1
gi (x*) = 0 (see [10]). Moreover, in [4], it was proved that an even stronger sequential opti-
mality condition is satisfied by the sequence {x*}, which implies that Algencan generates
bounded approximations to Lagrange multipliers under weak constraint qualifications,
even in the case that the set of Lagrange multipliers at the solution is unbounded.

These properties say that, even if e; does not tend to zero, Algorithm 2.1 finds stationary
points of the infeasibility measure || 1(x)||* + [lg(x)+||? subjectto £ < x < uand that, when
&k tends to zero, feasible limit points satisfy a sequential optimality condition. Thus, under
very weak constraint qualifications, feasible limit points satisfy Karush-Kuhn-Tucker con-
ditions. See [6,7]. Some of these properties, but not all, are shared by other constrained
optimization algorithms. For example, the property that feasible limit points satisfy opti-
mality KKT conditions is proved to be satisfied by other optimization algorithms only
under much stronger constraint qualifications than the ones required by Algorithm 2.1.
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Moreover, the Newton-Lagrange method may fail to satisfy approximate KKT conditions
even when it converges to the solution of rather simple constrained optimization problems
(8,9].

Augmented Lagrangian implementations have a modular structure. At each iteration,
a box-constrained optimization problem is approximately solved. The efficiency of the
Augmented Lagrangian algorithm is strongly linked to the efficiency of the box-constraint
solver.

Algencan may be considered to be a conservative variant of the Augmented Lagrangian
framework. For example, subproblems are solved with relatively high precision, instead
of stopping subproblem solvers prematurely according to information related to the con-
strained optimization landscape. It could be argued that solving subproblems with high
precision at points that may be far from the solution represents a waste of time. Nev-
ertheless, our point of view is that saving subproblem iterations when one is close to a
subproblem solution is not worthwhile because in that region Newton-like solvers tend
to be very fast; and accurate subproblems’ solutions help to produce better approxima-
tions of Lagrange multipliers. Algencan is also conservative when subproblems’ solvers
use minimal information about the structure of the Augmented Lagrangian function they
minimize. The reason for this decision is connected to the modular structure of Algencan.
Subproblem solvers are continuously being improved due to the continuous and fruitful
activity in bound-constraint minimization. Therefore, we aim to take advantage of those
improvements with minimal modifications of subproblem algorithms when applied to
minimize Augmented Lagrangians.

3. Complexity

This section is devoted to worst-case complexity results related to Algorithm 2.1.
Algorithm 2.1 was not devised with the aim of optimizing complexity. Nevertheless, our
point of view is that the complexity analysis that follows helps to understand the actual
behaviour of the algorithm, filling a gap in the convergence theory.

By (5) and straightforward calculations, we have that, forallk = 1,2,3, ..,

V) + VR £ Vg b uktt = v, (5, 3K, @b).
Therefore, the fulfilment of
IPe. (5 — VL, (5, 2K, 7%)) — )| < & (10)

implies that the projected gradient of the Lagrangian at x* with multipliers A**! and
p*1 approximately vanishes with precision &. The approximate annihilation of the
projected gradient of the Lagrangian is a necessary optimality condition for minimizers
of problem (1). Thus, numerical algorithms for solving (1) generally stop when x* € [£, u],

Akt e R™ and pkt! € R‘i are such that
1P (FF — [VF(F) + VR 4 Vg ] — 5b)) < e

for a small tolerance ¢ > 0 and, additionally, feasibility and complementarity conditions
hold for a small tolerance § > 0, i.e.

() oo < 8, 18G5 4 oo < 8,and, forallj=1,...,p, ™! = 0if gi(F) < —5. (11)
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The next lemma shows that the fulfilment of
max{[|h(<") oo, | Villoo} < 8 (12)

implies that (11) holds. For this reason, in the context of Algorithm 2.1, iterates that
satisfy (10) and (12) are considered approximate stationary points of problem (1).

Lemma 3.1: Forall§ > 0,
max{||h(<")[loo» | Vklloo} < 8 (13)
implies that

1) lloo < 8, 18G5 +loo < 8,and, forallj=1,...,p, uf ™" = 0if i(x*) < —38. (14)

Proof: By (13), 1h(x") leo <8 and |min{—gj(xk),ﬁjk/pk}| <6 for all j=1,...,p.
Therefore, —gj(xk) > —§, SO gj(xk) <4 for all j=1...,p. Moreover, by (13), if
gj(xk) < —&, we necessarily have that [LJ'.‘/ Pk < 6. Adding these two inequalities, we
obtain that, if gj(xk) < —§ then gj(xk) + /111-‘/ Pk < 0. Consequently, pkgj(xk) + /:LJ’-‘ < 0,s0

MJIFH = 0. Therefore, (13) implies (14) as we wanted to prove. |

The lemma below is a technical lemma that will be used in the forthcoming sections.
From now on, cyig will always denote a positive constant satisfying (15), whose existence is
guaranteed by Lemma 3.2.

Lemma 3.2: There exists coig > 0 such that, for all k > 1,
max{[|1(x*) loos [ Villoo} < cbig- (15)

Proof: Since, by definition of the algorithm, pr > p;, the bound (15) comes from the
continuity of h and g, the compactness of the domain [¢,u], and the boundedness
of ik, |

The rest of this section is organized as follows. In Section 3.1, there are given complex-
ity results under the assumption that the sequence {px} of penalty parameters generated by
Algorithm 2.1 is bounded by a constant ppound that only depends on algorithmic parame-
ters and characteristics of the problem. In Section 3.2, there are given complexity results for
the case in which the boundedness assumption on {px} is dropped, but it is assumed that
there is a user-given constant pp;g such that Algorithm 2.1 stops if, at iteration k, px > ppig.
In Section 3.3, complexity results are given for the case in which, without assuming the
existence of ppound and without the user-given constant pyig, Algorithm 2.1 may stop at
an iterate x* that appears to be infeasible and, at the same time, a local minimizer of the
infeasibility measure subject to the bound constraints.
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3.1. Complexity under boundedness of the sequence of penalty parameters

In this subsection, we assume that the sequence {px} of penalty parameters generated by
Algorithm 2.1 is bounded by a constant ppoung that only depends on algorithmic param-
eters and characteristics of the problem. Sufficient conditions for this requirement were
given in [1] and [20, Chapter 7]. The sufficient conditions involve the convergence of the
whole sequence to a local solution of problem (1), the fulfilment of a second-order suffi-
cient condition for local minimization, and the non-singularity of the Jacobian of the KKT
system at the solution.

Note that, in this subsection, ppound corresponds to an unknown upper bound for the
sequence {pk} of penalty parameters that is assumed to exist. It is also assumed that there
exists N(g) € {1,2,3,...} such that e < ¢ for all k > N(¢). Clearly, this condition can be
enforced by the criterion used to define {€x}. For example, ife; > ¢, then gy = %sk obvi-
ously implies that e < ¢ if k > N(¢) = log,(e1/¢) + 1. Moreover, it must be noticed that
N(e) =1 is an acceptable definition for N(g) which implies that, at every iteration k, the
subproblem is solved with the highest required precision, i.e. & = ¢. The definition of N(¢)
suggests that, if one wants to solve the original problem with optimality precision ¢, one
would need at least N(¢) iterations.

Theorem 3.1: Let § > 0 and ¢ > 0 be given. Assume that, for all k € {1,2,3,...},
Pk < Pbound- Moreover, assume that, for all k > N(e), we have that e < €. Then, after
at most

max {N(e), [log(pbound/ 1)/ log(y)] x [log(8/cvig)/ log(t)]} (16)

iterations, we obtain x* € [€,u], A\Ft1 € R™, and ukt! e ]Ri such that
[Prean (¢ = (VA5 + VR 4 Vgt )) = <o (a7)
1h(F) oo <8, 1g6F) 4100 < 6 (18)
and, forallj=1,...,p,

;LJ].‘“ = 0 whenever gj(xk) < —6. (19)

Proof: The number of iterations such that pxy; = ypx is bounded above by

log(pbound/pl)/ log(J/)- (20)

Therefore, this is also a bound for the number of iterations at which (4) does not hold.
By (15), if (4) holds during

log(8/cbig)/ log T (21)

consecutive iterations, we get that
k
max{[[A(x") o, | Vklloo} < 6,

which, by Lemma 3.1, implies (18) and (19).
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Now, by hypothesis, after N(¢) iterations, we have that gx < . Therefore, by (20)
and (21), after at most

max {N(e), [log(obound/ 1)/ log(y)] x [log(8/cvig)/ log(t)]} (22)

iterations, we have that (17), (18), and (19) hold. |

Theorem 3.1 shows that, as expected, if px is bounded, we obtain approximate feasibility
and optimality. In the following theorem, we assume that subproblems are solved by means
of some method that, for obtaining precision ¢ > 0, employs at most cinner £~ iterations
and evaluations, where cinner only depends on characteristics of the problem, the upper
bound for p, and algorithmic parameters of the method, i.e. cinner does not depend on the
required precisions ¢ and 8.

Theorem 3.2: In addition to the hypotheses of Theorem 3.1, assume that there exist
Cinner > 0 and q > 0, where cipper only depends on pPpound> Amin> Amax> Umaxs & U, and
characteristics of the functions f, h, and g, such that the number of inner iterations, function
and derivative evaluations that are necessary to obtain (3) is bounded above by cinnersk_q.
Then, the number of inner iterations, function evaluations, and derivative evaluations that
are necessary to obtain k such that (17)-(19) hold is bounded above by

Cinneré i, Max { N (&), [log(opound/ 1)/ 1og(y)] x [log(8/cpig)/ log(t)]},

where

Emin = min {&x | k < max {N(e), [log(pbound/p1)/ log(y)] x [log(8/cvig)/ log(t)]}} .
(23)

Proof: The desired result follows from Theorem 3.5 and the assumptions of this theorem.

Note that, in Theorem 3.2, we admit the possibility that e, decreases after completing
N(e) iterations. This is the reason for the definition of eni, (23). In practical imple-
mentations, it is reasonable to stop decreasing e when it achieves a user-given stopping
tolerance €. According to Theorem 3.2, the complexity bounds related to approximate opti-
mality, feasibility, and complementarity depend on the optimality tolerance ¢ in, essentially,
the same way that the complexity of the subproblem solver depends on its stopping toler-
ance. In other words, under the assumption of boundedness of penalty parameters, the
worst-case complexity of the Augmented Lagrangian method is essentially the same as the
complexity of the subproblem solver.

3.2. Complexity using a big-p stopping criterion

In this subsection, ppig > p1 is an arbitrary positive given number. In this subsection, it is
not assumed the existence of an upper bound for the sequence {px} of penalty parameters
generated by Algorithm 2.1. The presented complexity results correspond to the situation
in which it is assumed that, when py exceeds the given value pyg, the algorithm stops. This
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is because, in computer implementations, it is usual to employ, in addition to a (success-
ful) stopping criterion based on (17)-(19), an (unsuccessful) stopping criterion based on
the size of the penalty parameter. The rationale is that if the penalty parameter grew to be
very large, it is not worthwhile to expect further improvements with respect to feasibil-
ity and we are probably close to an infeasible local minimizer of the infeasibility measure
1h(x)||* + llg(x)+|1> subject to £ < x < u. By ‘infeasible’, we mean lack of fulfilment of
h(x) = 0org(x) < 0,since bound constraints are fulfilled by every iterate of Algorithm 2.1.
The complexity results that correspond to this decision are given below.

Theorem 3.3: Let§ > 0,¢ > 0, and Pbig = P1 be given. Assume that, for all k > N(¢g), we
have that g, < €. Then, after at most

max {N(e), [log(pvig/p1)/log(y)] x [log(8/cvig)/log()]} (24)

iterations, we obtain x* € [£,u], Akt € R™, and pft! e Ri such that (17)-(19) hold or
we obtain an iteration such that px > pyig-

Proof: 1f px < ppig for all k < max{N(e), [log(pbig/p1)/log(y)] x [log(8/cvig)/ log(t)1},
by the same argument used in the proof of Theorem 3.1, with pyg replacing ppound> we
obtain that (17-(19) hold. |

Theorem 3.4: In addition to the hypotheses of Theorem 3.3, assume that there exist
Cinner > 0 and g > 0, where Cinner only depends on puig, Amin, Amax> Umax> & 4, and
characteristics of the functions f, h, and g, such that the number of inner iterations, function
and derivative evaluations that are necessary to obtain (3) is bounded above by cinnersk_q.
Then, the number of inner iterations, function evaluations, and derivative evaluations that
are necessary to obtain k such that (17)~(19) hold or such that px > pyig is bounded above by

Cinnergr;?n’z max {N(€), [log(pbig/pl)/ 10g()/)] X [log(8/cbig)/ log(f)]} )

where

€min2 = min {&x | k < max {N(e), [log(ppig/p1)/log(y)] x [log(8/cpig)/log()]}} .
(25)

Proof: The desired result follows directly from Theorem 3.3. |

Note that in Theorem 3.4, as in the case of Theorem 3.2, cinner does not depend on the
required precisions ¢ and 4.

3.3. Complexity stopping at probable local minimizers of infeasibility measure

Augmented Lagrangian algorithms stop successfully when an approximate KKT point is
found. A second stopping criterion must always be considered because, normally, we have
no guarantees that the feasible region is non-empty. In the previous subsection, we analyzed
the situation in which the second stopping criterion is represented by a very big penalty
parameter. In the present subsection, boundedness of the sequence {px} is not assumed
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and we consider an alternative stopping criterion based on the ocurrence of an iterate that
appears to be infeasible and, at the same time, a local minimizer of the infeasibility measure
subject to the bound constraints. If the original problem is infeasible, the algorithm stops
with the fulfilment of this criterion.

The complexity results proved up to now indicate that suitable stopping criteria for
Algorithm 2.1 could be based on the fulfilment of (17)-(19) or, alternatively, on the occur-
rence of an undesirable big penalty parameter. The advantage of these criteria is that,
according to them, provided that N(g) = O(1), worst-case complexity is of the same order
of the complexity of the subproblems solver. Convergence results establish that solutions
obtained with very large penalty parameters are close to stationary points of the infeasibility
measure. However, stationary points of the infeasibility measure may be feasible points and,
again, convergence theory shows that when Algorithm 2.1 converges to a feasible point, this
point satisfies AKKT optimality conditions, independently of constraint qualifications. As
a consequence, the danger exists of interrupting executions prematurely, in situations in
which meaningful progress could be obtained admitting further increases of the penalty
parameter. This state of facts leads one to analyze the complexity of Algorithm 2.1 inde-
pendently of penalty parameter growth and introducing a possibly more reliable criterion
for detecting infeasible stationary points of the infeasibility measure. Roughly speaking, we
will say that an iterate seems to be an infeasible stationary point of the infeasibility measure
subject to the bound constraints when the projected gradient of the infeasibility measure is
significantly smaller than the infeasibility value. The natural question that arises is whether
the employment of this (more reliable) stopping criterion has an important effect on the
complexity bounds.

Lemma 3.3: There exist cjips > 0 and ¢y > 0 such that, forallx € [£,u], A € [Amin, Amax]™,
and v € [0, tmax )P, one has

VRGO + IVEE Nl < clips (26)
and

IV < ¢ (27)

Proof: The desired result follows from the boundedness of the domain, the continuity of
the functions, and the boundedness of A and . |

The following lemma establishes a bound for the projected gradient of the infeasibility
measure in terms of the value of the displaced infeasibility and the value of the penalty
parameter.

Lemma 3.4: Forall x € [£,u], A € [Amin> Amax]™ it € [0, tmax P, and p > 0, one has that

|1Pe (x = V [I1hGI1* + llg)+11°]) — x|
< 1P (x = V [I1hG) + 1/l + (8@ + /p)+117]) — x| + 2ciips/ 5

where ciips is defined in Lemma 3.3.
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Proof: Note that

1 2
oV [nh(x) + /ol + (g0 + /), | ]
=K@ () +1/p) +§ ®" (gx) + 1/p),

and

1
N [ 1? + llg(0)+1I*] = Vh()h(x) + Vg(x)g(x)+.

Therefore,

1 1
HEV [18G + 3/p1 + 11 (g0 + /o) || = 5V [IHGOI + g+ 1]

IA

[ VRG)L/ o + Ve@) [(¢(x) + 1/p)+ — g(0)+]|

1
=3 LIV 1A+ Vg I wl] -

A

Then, by (26), if p > 0,x € [£,u], 2 € [Amin> Amax]™ and p € [0, Umax]?,

[V [1GOIP + g0 12] = 9 [WhG) + 2/112 + 11 (206) + 1/0) , 17] | = 261/
So, by the non-expansivity of projections,

1P,y (x — VRGO + lg0)+1171) — Ppeu(x — VIIAGx) + A/p|?
+ g + 1/P)+IIPDI < 2ctips/ p-

Thus, the thesis is proved. [ |

The following theorem establishes that, before the number of iterations given by (28),
we necessarily find an approximate KKT point or we find an infeasible point that, very
likely, is close to a stationary point of the infeasibility measure at least when § > 8joy. The
latter type of infeasible points is characterized by the fact that the projected gradient of
the infeasibility measure is smaller than §jo, Whereas the infeasibility value is bigger than
) > ‘Slow-

In the bound (28) the quantity pmax appears, the definition of which is given in (29).
Thus, pmax depends of jimax and, through cjips, also on Amax. Note that pmax and Amax
are not bounds on the true Lagrange multipliers at the solution, which, in fact could not
exist at all, but user-given parameters that define the safeguardedness of the Augmented
Lagrangian algorithm.
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Theorem 3.5: Let § > 0, Sjow € (0,68), and & > 0 be given. Assume that N(81ow, €) is such

that e, < min{e, Siow}/4 for all k > N (810w, €). Then, after at most

max {N(‘Slow, o), |:10g(3/Cbig) ] « |:10g (Pmax/ P1) ] }

log(7) log(y)

iterations, where

4Clips  max 4Cf}

Jol = max 1, >
- { Slow J low

we obtain an iteration k such that one of the following two facts takes place:
(1) The iterate x* € [¢, u] verifies

1P, (K = VIIRGS) 1+ 16651 12]) — £

< Slow and max{||h(x*) [l g(5) 1 lloo} > 8.

(2) The multipliers \*t1 € R™ and p*+1! e Rﬁ_ are such that

”P[Z,u] <xk _ (Vf(xk) + vh(xk))\’k-‘rl + Vg(xk)uk-i-l)) _ XkH <s,
15N oo < 8, 118 +lloe < 8,
and, forallj=1,...,p,

MJ’.‘“ = 0 whenever g;(x) < —3.

Proof: Let kepg be such that

[Prean (¢ = ¥ [IBGHI2 + 18654 17]) - ]

< Slow = max{||A(x) [l co, g 4 00} < 8

(28)

(29)

(30)

(31)

(32)

(33)

(34)

for all k < kepq whereas (34) does not hold if k = kepg + 1. (With some abuse of notation,

we say that kep,g = 0o when (34) holds for all k.) In other words, if k < keng,

[Prean (¢ = ¥ [IBGHI2 + 1g65417]) -+

> Slow 0or max{ || h(x*)[lco, gF) 1110} < 8,

(35)

whereas (35) does not hold if k = kepq + 1. (Note that (34) and (35) are equivalent and

that (30) is the negation of them.)
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We consider two possibilities:

kend < max {N(SIOW’g)) [b?(aﬂ] X [M]} < 00 (36)
0g(7) log(y)
and
log(a/cbig) log (Pmax/p1)
kena > max {N(SIOW) &), |: lOg(‘L’) i| X |: log(y) :|} . (37)

In the first case, since (34) and, so, (35), does not hold for k = kepq + 1, it turns out
that (30), the negation of (35), occurs at iteration kepg + 1. Therefore, the thesis is proved
in this case. It remains to analyze the case in which (37) takes place.

Consider now the case in which (37) holds. Suppose that there exists k such that

k < max {N(alow,s), [log(‘s/ Cbig)] x [k’g (Prnax 1)“ , (38)
log(t) log(y)
ek < Slow/4 (39)
ok > 1, (40)
Pk = 4ct /Slows (41)
Pk = 4Clips/Blows (42)
Pk = [Amax/$, (43)
k > N(8iow» €). (44)

We are going to prove that, under these assumptions, it holds

|Prear (# = 9 (G2 + g6 17) ) = 2] < biow.

By (3), for all k > 1, we have that

- 2
m )\].<
Plea] (xk — Vfxk) — %v > [h,-(x") + p—’}
; k

Therefore, by (40),

Therefore, by the non-expansivity of projections and (27), we have that

1 1 -
Plea) (x" -V =3V (WG + 35/ il + () + ﬁk/pk)+||2)) —

= &.

c
<&+ —f
Pk
(45)

1 -
HPmu] (x" =5V (186 + 2 /0ul> + g0) + /:L"/pk)+||2)) —xF
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By (39), we have that & < §jow/4 and, by (41), we have that c¢f/pg < Sjow/4. Then,
ek + ¢f/ Pk < dlow/2 and, by (45),

[Prean (= 9 (1065 + 35/ 02 + 1005 + 3/00+12)) = 2| < Siou/2. (46)

Therefore, by Lemma 3.4 and (42),

[Prean (¢ = ¥ (IR 12 + g1 12)) = 5| = Siow: (47)
By (37) and (38), we have that k < kepq4, so, by (47) and (35),
1AM loo <8 and  g(xF) 400 < 6. (48)

By (48),gj(xk) <dforallj=1,...,p. Now, ifgj(xk) < —4§, we have that [LJ]-‘ + ,okgj(xk) <

/IL]]F — 8Pk, which is smaller than zero because of (43), so uj-‘“ = 0. Therefore, the approx-
imate feasibility and complementarity conditions

1h(M)lloo <8, 1§54 < 8,and uf = 0if gi(x*) < —8 (49)

hold at x*. Moreover, by (44) and Lemma 3.1, we have that (31) also holds. Therefore, we
proved that (37), (38), (39), (40), (41), (42), (43), and (44) imply (31), (32), and (33). So,
we only need to show that there exists k that satisfies (38)-(44) or satisfies (38), (31), (32),
and (33). In other words, we must prove that, before completing

1og(8/cbig) ] 5 |:10g (pmax/m)]}
log(7) log(y) ’

max !N(Slow, €), |:

iterations, we get (31), (32), and (33) or we get (38)-(44).

To prove this statement, suppose that, for all k satisfying (38), at least one among the
conditions (31), (32), and (33) does not hold. Since (31) necessarily holds if k > N(8jow> €),
this implies that for all k satisfying (38) and (44) at least one among the conditions (32)
and (33) does not hold. By Lemma 3.1, this implies that for all k satisfying (38) and (44),

max{ [ h(x*) [l oos | Villoo} > 8.

Then, by (15), for k > N(djow»¢), the existence of more than log(d/cvig)/ log(t)
consecutive iterations k, k + 1,k + 2, . .. satisfying (4) and (38) is impossible.

Therefore, after the first N (8o, €) iterations, if p is increased at iterations k1 < ky, but
not at any iteration k € (ki, k2), we have that ky — k; < log(8/cbig)/log(). This means
that, after the first N (80w, £) iterations, the number of iterations at which py is not increased
is bounded above by log(8/chig)/log(r) times the number of iterations at which py is
increased. Now, for obtaining (40)-(43), log(omax/p1)/ log(y) iterations in which py is
increased are obviously sufficient. This completes the proof of the desired result. |

Theorem 3.6: In addition to the hypotheses of Theorem 3.5, assume that there exist
Cinner > 0, v > 0, and q > 0, where Cinner only depends on Amin, Amax> Umax> &> U, and
characteristics of the functions f, h, and g, such that the number of inner iterations, function
and derivative evaluations that are necessary to obtain (3) is bounded above by Cinner p,‘c’elzq.
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Then, the number of inner iterations, function evaluations, and derivative evaluations that
are necessary to obtain k such that (30) holds or (31), (32) and (33) hold is bounded above by

log(8/cvig) ] y [log (Pmax/pl)]}

Cinner p;;laxsx;iqnj max {N(810w> &), |: log(‘L’) log()’)

where pmax is given by (29) and

€min,3 = Min {sk | k < max {N((Slow,s), [%)} X [%} ” . (50)

Proof: The desired result follows from Theorem 3.5 and the assumptions of this theorem.

Note that, in Theorem 3.6, it is assumed that the number of inner iterations, function
and derivative evaluations that are necessary to obtain (3) is bounded above by cinner 0} k_ 1

or, equivalently, cinper sk_q, if we define cinner = Cinner ,0]‘(’. Therefore, unlike the case of
Theorems 3.2 and 3.4, due to (29), the factor cinner depends on the tolerances § and 6oy

The comparison between Theorems 3.4 and 3.6 is interesting. This comparison seems
to indicate that, if we want to be confident that the diagnostic ‘x* is an infeasible stationary
point of the infeasibility measure’ is correct, we must be prepared to pay for that increased
level of confidence. In fact, the bound pmax on the penalty parameter for the algorithm is
defined by (29), which not only grows with 1/§},, but also depends on the global bounds
of the problem cjjps and ¢f. Moreover, & also needs to decrease below djoy /4 because
the decrease of the projected gradient of the infeasibility measure is only guaranteed by
a stronger decrease of the projected gradient of the Augmented Lagrangian.

4. Complexity of the box-constraint solver

The problem considered in this section is
Minimize ®(x) subject to x € €2, (51)

where @ = {x € R"|¢ < x < u}. The function ® is assumed to possess a Lipschitz-
continuous gradient with constant L, so, for all x, z € €,

P(z) — P(x) < VO(x) (z —x) + gllz — x|, (52)

Second derivatives are not assumed to exist. Note that & is, in general, non-quadratic and
non-convex. Problem (51) is of the same type of the one that is approximately solved at
Step 1 of Algorithm 2.1 and, thus, we have in mind the case ®(x) = L, (x, Ak ;lk). Many
algorithms have been proposed for solving (51). See, for example, [11,16,29,42]. In [21], a
method that possesses worst-case iteration and evaluation complexity O(s~%/2), when the
Hessian of the objective function is Lipschitz continuous, was introduced. However, the
subproblem that has to be approximately solved at Step 1 of Algorithm 2.1 does not satisfy
these hypothesis. The bound-constraint minimization method described in this section,
that will be shown to exhibit worst-case iteration and evaluation complexity 0(e72), is
closely related to the method introduced in [16]. See also [20, Chapter 9].
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In Theorem 3.6, we proved that the iteration and evaluation complexities of
Algorithm 2.1 are given by expressions that involve the complexity of the box-constraint
solver used to approximately solve suproblem (2) at Step 1. We assumed that there exist
Cinner > 0, v> 0, and g > 0, where cinner only depends on algorithmic parameters, bounds
£ and u, and characteristics of the functions f, h, and g, such that the number of inner
iterations, function and derivative evaluations that are necessary to obtain (3) is bounded
above by cinner pzak_ 1 n this section we show that this assumption actually holds for the
box-constraint solver that is used in the current implementation of Algencan.

Forall I C {1,...,2n}, we define the open face

Fi={xeQ|xi=4ifiel, x;=u;if n+iecl, {; <x; < u;otherwise}.

By definition, €2 is the union of its open faces and the open faces are disjoint. Thus, every
x € Q2 belongs to exactly one face Fy. The variables x; such that £; < x; < u; are called free
variables. For every x € Q, we define the continuous projected gradient of ® by

Too(x) = Po(x — VO(x)) — x. (53)

It will be useful to compare Yq ¢ (x) with Po(x — tV®(x)) — x for different values of t > 0.
By (53), if t > 1, we have that

[Po(x = tVP(x)) — x| = [Pa(x = VO (x)) — x| = [ Te,e (). (54)
If t <1, it is easy to see that, for each component i, we have that
I[Pa(x — VP (x)) — x]i| = t|[Pa(x — VO (x)) — x]il.
Therefore, if t <1,
[Po(x — tVO(x)) — x| = t|Pe(x — VO (x)) — x| =t Te,e @) (55)

If Fr is the open face to which x belongs, the continuous projected internal gradient
Téz,q; (x) is given by

[Yo,o(x)];, if x;is a free variable,
(o) = ’ o
0, otherwise.

Note that, if Fy is a vertex of the box, Fj is a singleton {x}, there are no free variables, and,
in consequence, TSIM) (x) =0.

The bound-constraint minimization method described in this section is based on the
active set strategy. The iterates visit the different faces of the box €2 staying in the current
face while the quotient || Té’q) @I/ Te,@ (%) is big enough and the new iterate does not
hit the face boundary. When the quotient reveals that few progress can be expected from
staying in the current face, the face is abandoned by means of a spectral projected gradi-
ent [22-24] iteration. Within each face, iterations obey a safeguarded sparse quasi-Newton
scheme with line searches, whereas a Truncated-Newton procedure was considered in [16].
The employment of this method for solving subproblems is coherent with the conservative
point of view of Algencan. For example, we do not aim to predict the active constraints at
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the solution and the inactive bounds have no influence in the iterations, independently of

the distance of the current iterate to a bound. Moreover, we do not try to use second-order

information for leaving the faces. The description of the algorithm follows.

Algorithm 4.1: Assume that x* € @, re (0,1], @ € (0,3), 0 <aB, <A . and

0< kfr}:ﬁl < AP are given. Initialize k < 0.

Step 1. If [ Yoo (xF)|| = 0, stop.

Step 2. Let I be such that x* e Fr. If “Tslz,@ ) = rITq.e )], find xF+1 by means of
Algorithm 4.2. Otherwise, find x*! by means of Algorithm 4.3.

Step 3. Setk < k+ 1and go to Step 1.

Sections 4.1 and 4.2 below describe Algorithms 4.2 and 4.3, respectively. Parameters «,
AB. ;Smd AB .. of Algorithm 4.1 are parameters of Algorithm 4.2; while parameters o, Afgign,
and Ape, of Algorithm 4.1 are parameters of Algorithm 4.3. They appear as parameters of
Algorithm 4.1 because it is assumed that every time Algorithm 4.1 calls Algorithms 4.2

and 4.3, it calls them with the same parameters.

4.1. Decrease within the faces

Algorithm 4.2, presented in this section, describes the way in which, starting from an iter-
ate x* in the open face Fy, an iterate xk*1 is obtained in Fj or on its boundary. Without loss
of generality, in order to avoid cumbersome notation, let us assume that the first ny > 1
variables are the free ones at the face Fr. Accordingly, V& (x) € R™ will denote the vec-
tor formed by the sy first components of V& (x). Clearly, forall x € Ffandi=1,...,n,
(Y50 @il < [[VO)]i], therefore

T4 < IVOE)]. (56)

Algorithm 4.2: Assume that *eF,ac (0, %), and By, an nj X ny symmetric positive
definite matrix with eigenvalues between AB. and A __, are given.
Step 1. Compute dk = —Bk_lﬁdﬂxk).

Define d* € R" by

[d¥);, ifi<np

0, if i > ny.

[d¥]; =

Step 2.
Step 2.1. If x* + dk € Fj set tmax = 1 and go to Step 3.
Step 2.2. Compute tpax = max{t € (0,1] | Xk + tdk € Q).
Step2.3. If @ (XK + taxd®) < @ (xF) then define #; = tmay and go to Step 4.
Step 3. Compute t; as the first element ¢ of the sequence {fmax/ 20, tinax/2Y tmax /2%, .. .}
that satisfies

O (xF + td*) < &) + at Vo () Tk, (57)

Step 4. Define x*+! = x¥ 4+ t;d* and return.
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Theorem 4.1: Whenever Step 3 of Algorithm 4.2 is executed, ty is well defined and satisfies

1—20)A8
thmin{l %} (58)
Moreover,
a(l —2a)AB. r
O + 1) < D) — (TBm> ITe.0 (52 (59)
max
and the number of evaluations of ® that are necessary to guarantee the fulfilment of (57) is
bounded above by
1—2a)2}
log, (min {1 %})‘ + 1. (60)
Proof: Suppose that t € R is such that
_ B
0<t< % (61)

By Step 2 of Algorithm 4.1, we have that || Té,q) (x)|| > 0. Then, by (56), || V& (x)| > 0and,
consequently, d* # 0. Define

Vo (kT gk

62
tll k2 (©2

Since By is positive definite and Vo (xk) # 0, we have that o > 0. (Note that

o= (VoS Tdk/t)|d %))
By (52),

L
@ (xk + td) — D () < Vo )T (tdb) + —t2||dk||2
L—
= Vo T(td") + - t 2112 + =22 1d4 % (63)

By (62),
B Vo (T gk
o||dk|?

Therefore, t is the minimizer of the parabola defined by ¢(s) = Vo (k) Tdks +
(0/2)s%|d*||2. Since (0) = 0, it turns out that

vo T wd) + < t2||dk||2 <0.
Therefore, by (63),

O (K + td) — (k) < ——Z 2|52 (64)
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Now, by (61), since @ < 1

1 — 2 = min*

So, by the definition of A2

min’
Lt _ (d) T B d*
1—20 — |dk)2

Thus, by the definition of dk,

Vo (xk) T gk _ Lt
k12— 1 -2«

or, equivalently,

Vo (k)T gk L
>

t|dk)2 T 1—=2a’
Then, by (62),
L
o >
1 -2«
or, equivalently,
o >L+4 2uo.
Therefore, by (62),
20V ()T dk
o> - —"— "~~~
N tld* |12

or, equivalently,

L-o _ aVd (xk) Ttk
2 T 2

Therefore,

L—o
thnd"u2 < aVo M Ttd,

Then, by (64),
d>(xk + tdk) < CD(xk) + (xtV@(xk)Tdk. (65)

So far, we proved that (61) implies (65).

If the first trial ¢ is such that t = t,,x = 1, and (65) holds for this ¢, then (58) holds
trivially. If tax < 1 and Step 3 is executed, we have that O (XK + taxd®) > ®(xF) and, so,
t = tmax does not satisfy (65). Therefore, we only need to analyze the case in which t = fiax

does not satisfy (65). Therefore, tyax > (1 — 2a))»§nin /L. However, after a finite number

of backtrackings, we necessarily find fyccepted < (1 — 201))»%lin /L that, as a consequence,
satisfies (65). Then, the last rejected ¢ is such that trejected > (1 — 20)AB /L, which means

min
that the accepted ¢ satisfies faccepted > (1 — 2a))»21in /(2L). Thus, tx fulfils (58) as we wanted
to prove. The bound (60) is an obvious corollary of this fact.
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Now, due to (57), the definitions of d¥ and )\Elax, (58), and (56), the amount of decrease

per iteration & (xK) — ® (x* + £.d*) is bounded below in the following way:
O (k) — (K + 1d) > —at, VO (oK) Tdk
= atp VO B Vo (b
IVOEh) |2
at———
Max

al — 2a))\'21in S kyi2
> Vo
> S T 0|

max
a(l — 2)AB.
> Tmnréz,@(xk)nz
max
a(l — Za)kglinrz 12
> — ML X s
> SIE T,e ()l

max

where the last inequality follows from the fact that || TSIz) @ M) =7 Too (xX)|. Therefore,
the theorem is proved. u

4.2. Decrease when leaving a face

In this section we describe Algorithm 4.3, which is used by Algorithm 4.1 for
leaving faces. The algorithm corresponds to a monotone iteration of the Spectral Projected
Gradient [22-24] (SPG) method.

Algorithm 4.3: Assume that *eQac (0, %), and A°F® - 0, Afﬁfﬁx > AP8 are given.

min min
Step 1. Choose AZpg € [Aigﬁl, Ab® 1 and compute d¥ as the solution to
XSPg
Miéli]glize vouTd + kTIIdIIZ subject to X +deq. (66)
€ n

(Therefore, d* = Po(x* — (1/A,7%)Vd (xk)) — xF.)
Step 2. Compute f; as the first element of the sequence {1/2°,1/2',1/22, .. .} that satisfies
O(F +1d*) < @(F) + at VO (F)Tdk, (67)

Step 3. Define x*+! = x* 4 t;d*, set k <— k + 1, and go to Step 1.

Theorem 4.2: At Step 2 of Algorithm 4.3, ty is well defined and satisfies

. spg
(1 —2a)AF8 } . )

tr > minq 1,
4L

Moreover,

min’ , spg
max

2
1—2 2 P8
O (F + (d*) < D) — % min {,\Spg min } [ Ta,0(xF)||? (69)
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and the number of evaluations of ® that are necessary to guarantee the fulfilment of (67) is

bounded above by
| i L, (L= 2%
og, [ min L

Proof: Algorithm 4.3 is called by Algorithm 4.1 when || Yq,o (x*)|| # 0. Then, by (55),

+ 1. (70)

d* = Pq <xk — ASpgw>(x’<)) —xk£0.
k
By (66), we have that

)LSPg
Vo (xN)dk + k7||d"||2 <o.

So,
k k Spg Spg
_ VOO LT i (71)

a2 = 2 7 2 '

Assume that
1 —2a)A P8

0<t< % (72)

and define
Vo (x5 T gk

By (71) and (72), we have that ¢ > 0; so, by (73),

Vo (xkT gk
o ||d¥ |2

Therefore, t is the minimizer of the parabola defined by ¢(s) = Vo (k) Tdks +
(0/2)s%|d*||2. Since ¢ (0) = 0, it turns out that

Vo )T (td) + = t 21d1% < o. (74)
Thus, by (52) and (74),
D0 4 1) — D) < VOLh (1) + 52|
= Vo) td) + = t 2t + LT 2
= L%ﬁndku% (75)

By (72), we have that
(1 —2a)A P8

t < min

2L
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and, since o € (0, 3),

Lt A8
<

min

1—2a = 2

Thus, by (71),

Lt Vo (xk)T gk
< —

1—2a — | dk||2
Then
Vo (xk) T gk _ L
thdk)2 T 1-2a
or, equivalently,
Vo (xk)T gk Vo (xk) Tk
S T ) >L—2a | ——2 ).
tld* |12 t|dx |12
Therefore, by (73),
20V O (x5 Tdk
o>L—————
- tlld* |1

or, equivalently,
L —
Tat2||dk||2 < aVd (R Ttdk.
Then, by (75),
Ok + td*) < (K + a VD () Ttk (76)

So far, we proved that (72) implies (76). If (76) holds for t=1 then (68) holds
trivially. Otherwise, we have that 1 > (1 — Zoe)kilzii /(2L). However, after a finite number
of backtrackings, we necessarily find t < (1 — 2a))»:§ign /(2L) that, as a consequence, satis-
fies (76). Then, last rejected ¢ is such that t > (1 — 2a))»:§ign /(2L), which means that the
accepted t satisfies t > (1 — Za)kfgﬁl /(4L), as we wanted to prove. The bound (70) is an
obvious corollary of this fact.

Now, by (67), (68), and (71), we have that

Spg

A 1 —2a) (A28 )2
() — 00+ 1) 2 V(T 2 i g2 > P20 o)

8L

1)1
(77)
On the other hand, since

dk = Po (xk — )leng(IJ(xk)) — Xk
k
and
To,0() = Po(F — Vo (k) — &5,
we have that

Id ) = P01 1/4,78 > 1
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and
125 = (/AP Tee (M) = (/25801 To,e M1 if 1/378 < 1.
Thus,
14| > min{1, 1/2:353 1 To,0 (<")]I. (78)
Therefore, (69) follows from (77) and (78). This completes the proof. |

4.3. Complexity of Algorithm 4.1

Theorem 4.3: Assume that € > 0 and Diyrger < & (x%). Then, there exists a constant
¢ > 0 that only depends on parameters of Algorithm 4.1 and characteristics of ® such that the
number of iterations employed by Algorithm 4.1 that are necessary to obtain ®(x*) < Drarget
or | Yae (x*)|| < & is bounded above by

c(n+ DLe (D () — Prarger). (79)

(80)

Proof: By Theorems 4.1 and 4.2, there exists ¢; > 0, that only depends on parameters
of Algorithm 4.1 and characteristics of ®, such that, whenever PRt computed by
Algorithm 4.3 or by Step 3 of Algorithm 4.2, we have that

Moreover, the corresponding number of function evaluations is bounded above by

log, (min {1’ (1 — 2) max{AB__ 2P% })

2L

c(n+ 1DLe (P (x°) — Prarger) X (

C1
O < o) — fum@(xk)nz.

Thus, if |ITQ,<I>(xk)|| =&,

C
d(F < o () — flez.

This implies that the number of iterations computed by Algorithm 4.3 or by Step 3 of
Algorithm 4.2 is bounded above by

CLS_z(cD(xO) — Prarget), (81)

with ¢ = 1/¢;.

The bound (81) excludes the iterations computed at Step 2 of Algorithm 4.2. At these
iterations, ® (x**1) < ®(x*) and the number of free variables at x**1 is strictly smaller
than the number of free variables at x*. This means that each iteration computed by
Algorithm 4.3 or by Step 3 of Algorithm 4.2 may be followed by, at most, n consecu-
tive iterations computed at Step 2 of Algorithm 4.2. This explains the factor #n+ 1 in the
bound (79). So, the complexity bound (79) is proved. The bound (80) on the number of
function evaluations follows from (79), (60), and (70). [ |
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Remark: By (79) and (80), we have that the complexity exhibited by the box-constraint
solver corresponds to the assumption of Theorem 3.6 for proving the complexity of
Algorithm 2.1 with ¢ = 2 and v = 2. In fact, by the definition of ® in the Augmented
Lagrangian framework, we have that the Lipschitz constant of its gradient is bounded above
by a multiple of p and the same happens with ® (x?) — Drarget.

5. Implementation

We implemented Algorithms 2.1 and 4.1-4.3 in Fortran 90. Implementation is freely avail-
able at http://www.ime.usp.br/ ~ egbirgin/. Interfaces for solving user-defined problems
coded in Fortran 90 as well as problems from the CUTEst [40] collection are available.
All tests reported below were conducted on a computer with 3.5 GHz Intel Core i7 pro-
cessor and 16 GB 1600 MHz DDR3 RAM memory, running OS X High Sierra (version
10.13.6). Codes were compiled by the GFortran compiler of GCC (version 8.2.0) with the
—O3 optimization directive enabled.

5.1. Implementation of the Augmented Lagrangian framework

Algorithm 2.1 was devised to be applied to a scaled version of problem (51). Following the
Ipopt strategy described in [57, p. 46], in the scaled problem, the objective function f is
multiplied by

s 100 }
Sf = max ,

" max{1, | Vf (x%) oo}
each constraint h; (j = 1,...,m) is multiplied by

s 100 }
" max(L, | VAj(x0) oo} |’

sy, = max 4 10
]

and each constraint g (j = 1,. .., p) is multiplied by

B 100
Sg; = max 107°, 0 >
max{1, | Vgj(x?)[loo}

where x° € R” is the given initial guess. The scaling is optional and it is used when the
input parameter ‘scale’ is set to ‘true’. If the parameter is set to ‘false’, the original problem,
that corresponds to considering all scaling factors equal to one, is solved.

As stopping criterion, we say that an iterate x* € [£, u] with its associated Lagrange
multipliers A**1 and %+ satisfies the main stopping criterion when

mas 1A oo, IgGH) oo | < Eras (82)
m P
Plew P Sfo(xk) + Z )\JI-‘Hsthhj(xk) + Z /L]Hlsnggj(xk) — X < Eopts
j=1 =1 ~
(83)
jirllaxp {min{—sgjgj (xk): M]l'c-i-l }} < €compl> (84)
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where feqs > 0, €opt > 0, and ecompl > 0 are given constants. This means that the stop-
ping criterion requires unscaled feasibility with tolerance eg.,s plus scaled optimality with
tolerance &opt and scaled complementarity (measured with the min function) with toler-
ance &compl- Note that x* € [€,u], i.e. it satisfies the bound-constraints with zero tolerance.
In addition to this stopping criterion, Algorithm 2.1 also stops if the penalty parameter pj
reaches the value ppig or if, in three consecutive iterations, the inner solver that is used at
Step 1 fails at finding a point x* € [£, u] that satisfies (3).

In (3) and (4), we consider || - || = || - lo. At Step 2, we consider &; = ,/€opr and
ek = max{eopt, 0.1ex_1} for k>1; and, at Step 3, if A € Amin, Amax]™  and

uf"H € [0, max]? then we set A¥T1 = Akl and ght! = yk+1 Otherwise, we set AFT1 =

0 and 1! = 0. In the numerical experiments, we Set £feas = Eopt = Ecompl = 1078,
Pbig = 1020, Amin = _1016> Amax = 1016, Mmax = 1016, y =10,7 =0.5, A= 0, /11 =0,
and

p1 =10 max{l,

If (0] }
max{[[h(x0)[2 + gx®) 4112} ]

Two additional strategies complete the implementation of Algorithm 2.1. On the one
hand, if Algorithm 2.1 fails at finding a point that satisfies (82), the feasibility problem (7)
is tackled with Algorithm 4.1 with the purpose of, at least, finding a feasible point to the
original NLP problem (1). On the other hand, at every iteration k, prior to the subproblem
minimization at Step 1, (x*=1, Ak, 11%) is used as initial guess to perform ten iterations of the
‘pure’ Newton method (no line search, no inertia correction) applied to the semismooth
KKT system [48,50] associated with problem (51), with dimension 3#n + m + p, given by

Vf(x) + Z]m:l 1jVhj(x) + Z}l;l 1jVgi(x) — vt 4 o
h(x)
min{—g(x), u} =
min{x — ¢, vt}
min{u — x, v¥}

S O O o O

where v, v* € R" are the Lagrange multipliers associated with the bound constraints

¢ < xand x < u, respectively. This process is related to the so-called acceleration process
described in [18] in which a different KKT system was considered. (See [18] for details.)
The stopping criteria for the acceleration process are (i) ‘the Jacobian of the KKT system
has the “wrong” inertia, (ii) ‘a maximum of 10 iterations was reached’, and (iii)

max { |1()![loos 1§04+ loos (€ = %) 4 lloos 1 — )+ lloo} < Efeass (85)
m p
VG + DAV + ) uiVgi(x) = vE + | < eopr, (86)
j=1 j=1 00

max {jgffgp {imin(—g(o), u)];}, max {[minfx — &)1},

max {[min{u—x,v“}]i}} < Ecompl- (87)
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Note that criterion (iii) corresponds to satisfying approximate KKT conditions for the
unscaled original problem (1). On the other hand, differently from an iterate e e, u]
of Algorithm 2.1 that satisfies (82)-(84), a point that satisfies criterion (iii) may violate the
bound constraints with tolerance &ge;.

If the acceleration process stops satisfying criterion (i) or (ii), everything it was done
in the acceleration is discarded and the iterations of Algorithm 2.1 continue. On the other
hand, assume that a point satisfying criterion (iii) was found by the acceleration process. If
(xk=1 Ak k) satisfies (82)-(84) with half the precision, i.e. With &feas, £opt> and ecompl Sub-
stituted by 8fle/a 25 8(1)}/73, and 8;({ rznpl,
the point found by the acceleration process is returned, and the optimization process stops.
On the other hand, if (x*=1, Ak, ;%) is far from satisfying (82)-(84), we believe the approx-
imate KKT point the acceleration found may be an undesirable point. The point is saved
for further references, but the optimization process continues; and the next Augmented
Lagrangian subproblem is tackled by Algorithm 4.1 starting from x*~! and ignoring the
point found by the acceleration process.

respectively, then we say the acceleration was successful,

5.2. Implementation of the box-constraint solver

The box-constraint solver was implemented according to the description of
Algorithms 4.1-4.3, with the following specifications.

(1) Matrices By were chosen as modifications of the Hessian of ®, corrected in order to
preserve safeguarded positive-definitess. In the cases that the Hessian does not exist
because it is possible to choose between Vzgj (x) or the null matrix we used Vzgj(x).

(2) In Algorithms 4.2 and 4.3, we described the line search as being straight bisection,
for the sake of simplicity in the statement of complexity bounds. In the implementa-
tion, we used safeguarded quadratic interpolation, which exhibits the same complexity
properties.

(3) The line search used in the implementation includes occasional extrapolations that
are not mentioned in the formal description of Section 4 as they do not interfere in
the complexity analysis.

As main stopping criterion of Algorithm 4.1-4.3, we considered the condition
ITo.0 (M)l <& (88)

When an unconstrained or bound-constrained problem is being solved, in (88) and in
the alternative stopping criteria described below, we use & = gopt = 105, When the prob-
lem being tackled by Algorithm 4.1-4.3 is a subproblem of Algorithm 2.1, the value of
¢ in (88) and in the alternative stopping criteria described below is the one described
in Section 5.1 (that we cannot mention here since we are using k to denote iterations
of both Algorithms 2.1 and 4.1). In addition, Algorithm 4.1-4.3 may also stop at itera-
tion k by any of the following alternative stopping criteria: (a) || Yoo (x* %) [lco < /€ forall
0 < € < 1005 (b) | Te,0 (K [loo < &/4forall0 < £ < 50005 (c) [ Y,0 (¢ )|loe < £/
for all 0 < ¢ < 10,000; (d) ®(xF) < Drargets (€) k > kmax = 50,000; and (f) Kpes; is the
smallest index such that & (xkoest) = min{® (x°), ®(x1), ..., <I>(xk)} and k — kpest > 3, i.e.
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the best functional value so far obtained is not updated in three consecutive iterations. In
the experiments, we set ®yrger = —10'2, aswellas, 7 = 0.1, = 1074, )»fgign = 1071%, and
Arhg = 10'°.

The linear systems adressed at the inner-to-face iterations are solved with subroutine
MA57 from HSL [45] (using all its default parameters). When Algorithms 4.1-4.3 is used
to solve a subproblem of Algorithm 2.1, we have that V2O (x) = Vszk (%, A» fLk), L.
V2®(x) is the Hessian of the augmented Lagrangian associated with the scaled version
of problem (51) given by

V(0 + ) (fs V() + pisi, Vhi(o) Vi) )
j:l

+ D A5y Vg + prsy Vg0 V() '), (89)
Jjelk

where I = I, (xk, ik = i=1L....p ik + pksgjgj(xk) > 0}. A relevant issue from the
practical point of view is that, despite the sparsity of the Hessian of the Lagrangian and the
sparsity of the Jacobian of the constraints, this matrix may be dense. Thus, factorising, or
even building it, may be prohibitive. As an alternative, instead of building and factorising
the Hessian above, it can be solved an augmented linear system with the coefficients’ matrix
given by

vazf(x) + Z]n;l {)_\]I-(Shjvzhj(x)} + Zje]k {ITL]IFngvzgj(x)} ‘ ](X)T
1

.00
J(x) —al

Pk

where J(x) is a matrix whose columns are Vh;(x), ..., Vhy(x) plus the gradients Vgj(x)
such that j € Iy. This matrix preserves the sparsity of the Hessian of the Lagrangian and
of the Jacobian of the constraints. The implementation of Algorithms 4.1-4.3 dynamically
selects one of the two aproaches.

Another relevant fact from the practical point of view, related to matrices (89) and (90),
is that the current tools available in CUTEst compute the full Jacobian of the constraints
and Z}l-’:l ﬁ]’-‘sgj Vzgj(x) with /ILJ’-C =0 if j € Iy instead of J(x) and Zjelk [L;fsgvzgj(x),
respectively. On the one hand, this feature preserves the Jacobian’s and the Hessian-of-the-
Lagrangian’s sparsity structures independently of i* and x, as required by some solvers.
On the other hand, it impairs Algorithm 2.1, when applied to problems from the CUTEst
collection, of fully exploiting the potential advantage of dealing with inequality con-
straints without adding slack variables. In summary, the combination of Algorithm 2.1
plus Algorithm 4.1-4.3 is prepared to deal with matrices with different sparsity structures
at every iteration and, for that reason, it performs the analysis step of the factorization at
every iteration. This is the price to pay for exploiting inequality constraints without adding
slack variables. However, the CUTEst subroutines are not prepared to exploit this feature
and the combination of Algorithm 2.1 plus Algorithm 4.1-4.3, when solving problems
from the CUTEst collection, pays the price without enjoying the advantages. Of course,
this CUTEst inconvenient influences negatively the comparison of Algencan with other
solvers if the CPU time is used as a performance measure.
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6. Numerical experiments

In this section, we aim to evaluate the performance of Algorithm 2.1-4.1 (referred as
Algencan from now on) for solving unconstrained, bound-constrained, feasibility, and
nonlinear programming problems. The performance of Ipopt [57] (version 3.12.12) is also
exhibited. Both methods were run in the same computational environment, compiled with
the same BLAS routines, and also using the same subroutine MA57 from HSL for solving
the linear systems. All Ipopt default parameters were used.! A CPU time limit of 10 min
per problem was imposed. In the numerical experiments, we considered all 1258 problems
from the CUTEst collection [40] with their default dimensions. In the collection, there
are 217 unconstrained problems, 144 bound-constrained problems, 157 feasibility prob-
lems, and 740 nonlinear programming problems. A hint on the number of variables in
each family is given in Table 1.

Large tables with a detailed description of the output of each method in the 1258
problems can be found in http://www.ime.usp.br/ ~ egbirgin/. A brief overview follows.
Note that, since the methods differ in the stopping criteria, arbitrary decisions will be made.
A point in common is that both methods seek satisfying the (sup-norm of the) violation
of the unscaled equality and inequality constraints with precision g,s = 10~8. However,
as described in [57, Section 3.5], Ipopt considers a relative initial relaxation of the bound
constraints (whose default value is 10~8); and it may apply repeated additional relaxations
during the optimization process. Table 2 shows the number of problems in which each
method found a point satisfying

max{[|(x) lloos 18]+ loo} < Efeas (91)

plus
max{[[(€ — %) lloo> | (x — W)+ lloo} < Efeas (92)
with gfeas = 1078 and &gas € {0.1,1072,...,10716,0}. Figures in the table show that, in

most cases, Algencan satisfies the bound constraints with zero tolerance and that the vio-
lation of the bound constraints rarely exceeds the tolerance 10~8. Thisisan expected result,
since the method satisfies these requirements by definition. Regarding Ipopt, the table
shows in which way the amount of problems in which (92) holds varies as a function of
the tolerance &feys.

If the violation of the bound constraints is disregarded, Table 2 shows that Algencan
found points satisfying (91) and (92) with g, = 1078 and &g, = 0.1 in 1132 problems;
while Ipopt found the same in 1073. There are in the CUTEst collection 85 problems
(62 feasibility problems and 23 nonlinear programming problems) in which the number

Table 1. Distribution of the number of variables n in the CUTEst collection test

problems.

# of problems with n > @nhmax
Problem type of problems Nmax w=0.1 w = 0.01 o = 0.001
unconstrained 217 100,000 15 87 97
bound-constrained 144 149,624 5 60 72
feasibility 157 123,200 5 40 55

NLP 740 250,997 67 263 379
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Table 2. Number of problems in which a point satisfying (91) and (92) was found by Algencan and Ipopt with &g = 1078 and

Bfeas € {0.1,1072,...,1075,0}.
gfeas
0.1 1072 1073 1074 107 10 1077 108 10°° 1070 10" 10712 10713 107 10715 10776 0
Algencan 1132 1132 1131 1131 1131 1130 1130 1130 1121 1115 1112 1105 1092 1081 1077 1069 1058
Ipopt 1073 1072 1070 1068 1056 1044 1016 970 794 793 793 793 793 792 792 792 791

ZINILYYW W TANY NIDEIE D3 (%) 0
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of equality constraints is larger than the number of variables. Ipopt does not apply to these
problems and, thus, of course, it does not find a point satisfying (91) and (92). Algencan
did find a point satisfying (91) and (92) in 28 out of the 85 problems to which Ipopt does
not apply; and this explains half of the difference between the methods. In any case, it can
be said that, over a universe of 1258 problems, both methods found ‘feasible points’ in a
large fraction of the problems; recalling that the collection contains infeasible problems.

Table 3. Number of problems in which a point satisfying (91) with gfeas = 1078, (92) with &eas = 0,
and (93) with f, € {0.1,1072,...,1078,0} was found by Algencan and Ipopt.

ftol
0.1 102 1073 10~ 103 106 1077 108 0
Algencan 722 715 706 694 691 678 675 663 498
Ipopt 723 708 699 694 683 653 623 592 383

Number of functional evaluations

027 Algencan (I'(1) = 0.41) ——— ]|
Ipopt (I'(1) = 0.66) ------
0 ‘ ‘ ‘
! 10 100 1000

k (log scale)

CPU time

021 Algencan (T'(1) = 0.48) —— |
Ipopt (I'(1) = 0.53) -~
0 ‘ ‘ ‘
! 10 100 1000

k (log scale)

Figure 1. Performance profiles comparing the number of functional evaluations and the CPU time spent
by Algencan and Ipopt in the 688 problems in which both methods found a point that satisfies (91) with
Efeas = 1078, (92) with &reas = 0, and (93) with f, = 0.1.



32 (&) E G.BIRGIN AND J. M. MARTINEZ

We now consider the set of 757 problems in which both methods found a point
satisfying (91) with gg,s = 1078 and (92) with &q,s = 0. For a given problem, let f; be
the value of the objective function at the point found by Algencan; let f, be the value of the
objective function at the point found by Ipopt; and let f™® = min{f;, f,}. Table 3 shows in
how many problems it holds

fi < ™04 £ max(l, [f™0)) fori=1,2 (93)

and fio € {0.1,1072,...,107%,0}.

Finally, we consider the set of 688 problems in which both, Algencan and Ipopt, found
a point that satisfies (91) with egas = 1078, (92) with &gas = 0, and (93) with fio] = 0.1.
For this set of problems, Figure 1 shows the performance profile [32] that considers, as
performance measure, the number of functional evaluations and the CPU time spent by
each method. In the figure, for i € M = {Algencan, Ipopt},

#yell ..., i < i tsj
Fo < TUEL q}|;_xmmseM{s,}},

where #S denotes the cardinality of set S, g = 688 is the number of considered prob-
lems, and ¢;; is the performance measure (number of functional evaluations or CPU time)
of method i applied to problem j. Thus, in the top of Figure 1, I"ajgencan(1) = 0.41 and
[popt(1) = 0.66 say that Algencan used no more functional evaluations than Ipopt in 41%
of the problems; while Ipopt used no more functional evaluations than Algencan in 66% of
the problems. In the bottom of Figure 1, I'plgencan (1) = 0.48 and 'popt(1) = 0.53 say that
Algencan was faster than Ipopt in 48% of the problems and Ipopt was faster then Algencan
in 53% of the problems. Complementing the performance profile, we can report that there
are 9 problems in which both methods spent at least a second of CPU time and one of the
methods is at least ten times faster than the other. Among these 9 problems, Ipopt is faster
in 5 and Algencan is faster in the other 4.

7. Conclusions

In this work, a version of the (safeguarded) Augmented Lagrangian algorithm Algencan
[1,20] that possesses iteration and evaluation complexity was described, implemented, and
evaluated. Moreover, the convergence theory of Algencan was complemented with new
complexity results. The way in which an Augmented Lagrangian method was able to inherit
the complexity properties from a method for bound-constrained minimization is a nice
example of the advantages of the modularity feature that Augmented Lagrangian methods
usually possess.

As a byproduct of this development, a new version of Algencan that uses a Newtonian
method with line search to solve the subproblems was developed from scratch. Moreover,
the acceleration process described in [18] was revisited. In particular, the KKT system
with complementarity modelled with the product between constraints and multipliers
was replaced with the KKT system that models the complementarity constraints with the
semismooth min function.

We provided a fully reproducible comparison with Ipopt, which is, probably, the most
effective and best known free software for constrained optimization. The main feature we
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want to stress is that there exist a significative number of problems that Algencan solves
satisfactorily whereas Ipopt does not, and vice versa. This is not surprising because the way
in which Augmented Lagrangians and Interior Point Newtonian methods handle problems
are qualitatively different. Constrained Optimization is an extremely heterogeneous family.
Therefore, we believe that what justifies the existence of new algorithms or the survival of
traditional ones is not their capacity of solving a large number of problems using slightly
smaller computer time than ‘competitors’, but the potentiality of solving some problems
that other algorithms fail to solve. Engineers and practitioners should not care about the
choice between algorithm A or B according to subtle efficiency criteria. The best strategy is
to contemplate both, using one or the other according to their behaviour on the family of
problems that they need to solve in practise. As in many aspects of life, competition should
give place to cooperation.

Note

1. Option ‘honor_original bounds no’, that does not affect Ipopt’s optimization process, was used.
Ipopt might relax the bounds during the optimization beyond its initial relative relaxation factor
whose default value is 1078, Option ‘honor_original_bounds no’ simply avoids the final iterate
to be projected back onto the box defined by the bound constraints. So, the actual absolute
violation of the bound constraints at the final iterate can be measured.
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