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Implementação de Blocos Passa-Tudo Utilizando
Realimentação de Erro

Sérgio José Carneiro Leão. RIal (]eTken

Laboratório de Comunicações e Sinais
Departamento de Engenharia Eletrônica

Escola Politécnica da Universidade de São Paulo

Resumo.' E investigada a implementação de estruturas passa-tudo de primeira e
segunda ordens utilizando a realimentax,ão de erro. Estas estruturas encontram
aplicação como blocos constituintes de filtros digitais realizados pela conexão em
paralelo de filtros passa-tudo, reconhecidamente uma forma muito eficiente de im-
plementação. Além da possibilidade da resposta de fase deste tipo de realização ser
aproximadamente linear, o interesse nas estruturas passa-tudo decorre da sua sim-
plicidade, modularidade e robustez em relação aos erros numéricos, requisitos indis-
pensáveis em uma implementação prática.
No trabalho são consideradas implementaçôes em aritmética de ponto-fixo, sendo in-
vestigada a performance de diversas estruturas passa-tudo com e sem a utilização de
realimentação de erro. Especial atenção é dada a soluções não ótimas da realimentação
que impliquem em uma relação custo/benefício favorável, isto é, utilizando poucos
bits para representar sinais e coeficientes e obtendo uma boa redução do ruído de
quantização e das oscilações parasitárias. Como resultado, são apresentadas soluções
originais de bom desempenho para a implementação da realimentação de erro. Além
disso, foi desenvolvido um ambiente de medidas para a caracterização de filtros digi-
tais

I. INTRODUÇÃO
A conexão em paralelo de blocos passa-tudo é reconhecidamente uma forma muito eficiente

para se implementar filtros digitais, sendo utilizada em um grande número de aplicações como
por exemplo na implementação de filtros seletivos em freqüência [4, 3], equalizadores de fase
[9], interpoladores e decimadores IIR [12, 13, 8] e bancos de filtros [10]. Baseados em tal
estrutura todos estes tipos de filtros IIR podem ser projetados e implementados de forma a
possuírem uma fase aproximadamente linear [3], situação em que um dos ramos da conexão em
paralelo consiste simplesmente de uma linha de atrasos. Além disso, o interesse neste tipo de
estrutura decorre da sua simplicidade, modularidade e robustez em relação aos erros numéricos,
que são inevitáveis em uma implementação prática. Em parte as boas propriedades numéricas
podem ser entendidas como decorrentes do fato de a estrutura da figura 1 ser um sistema
sem-perdas de uma entrada e duas saídas formada por subsistemas, os filtros passa-tudo, que
tamtüm são sem-perdas. Desta propriedade decorre uma pequena sensibilidade na(s) faixa(s)
de passagem de filtros seletivos em freqüência [4, 6], quando os blocos passa-tudo constituintes
são implementados de uma forma estruturalmente sem-perdas, isto é, mesmo com a quantização
dos coeficientes, os blocos passa-tudo apresentam uma resposta em freqüência de magnitude
constante. Cabe destacar ainda que os filtros passa-tudo podem ser implementados de forma
a garantir a estabilidade à resposta forçada, a inexistência de oscilações parasitárias e pequeno
ruído de quantização [6, 5, 2, 7].

Em geral, os filtros passa-tudo da figura 1 consistem na cascata de estruturas passa-tudo
de primeira ordem, que implementiam os pólos reais, e de segunda ordem, que implementam
os pólos complexos conjugados. Isto porque normalmente não existem vantagens em utilizar-se
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Figura 1: Filtro digital implementado pela conexão em paralelo de dois filtros passa-tudo

estruturas mais complexas, já que a implementação bem como a análise e controle dos erros
numéricos seriam mais complicadas. Desta forma, estruturas passa-tudo de primeira e segunda
ordens são os blocos constituintes do sistema e determinam as suas características. como por
exemplo a eficiência computacional. Esta “modularidade“ intrínseca da realização da fIgura 1 é
muito útil quando da sua implementação, seja como Circuito Integrado, ou em um Processador
Digital de Sinais. Com esta estrutura, uma boa realização passa pelo uso de blocos de primeira
e segunda ordens adequadas, o que é um dos objetivos das investigações deste trabalho.

Na implementação de filtros digitais utilizando aritmética de ponto-üxo, o escalonamento do
nível dos sinais internos das estruturas é fundamental para garantir um bom comportamento
e até a sua estabilidade. Em geral, a complexidade envolvida na determinação do escalona-
ment;o cresce na medida em que a ordem dos sistemas aumentam. Entretanto, para os filtros
passa-tudo implementados em cascata, basta apenas que cada bloco passa-tudo seja escalonado
adequadamente segundo uma norma Lp, para que o sistema como um todo também o seja. Isto
se justifica, porque a norma Lp de uma função de transferência passa-tudo é sempre igual a
um. Desta forma, a norma da função de transferência da entrada do sistema para uma não-
linearidade contida em um bloco qualquer é equivalente a norma da entrada do módulo até a
não linearidade considerada.

Considerando uma implementação em cascata de blocos passa-tudo de la e 2a ordens, é
importante notar que a potência de ruído de quantização na saída da estrutura da figura 1 é
igual a um quarto da soma das potências de ruído de quantização gerado por cada um dos blocos
passa-tudo de primeira e/ou segunda ordens. Isso porque os diferentes erros de quantização
podem ser considerados como sendo não correlacionados e a norma Lp de uma resposta em
freqüência passa-tudo é igual a uma constante, aqui assumida como sendo igual a um. Desta
forma, o desempenho da estrutura da figura 1, no que se refere ao ruído de quantiza(,ão, depende
de forma simples e direta do desempenho de cada um dos blocos constituintes dos circuitos
passa-tudo e uma otimização quanto a este aspecto se resume em uma otimização de blocos
passa-tudo de no máximo ordem dois.

Em resumo, as realizações de filtros digitais através do paralelo de filtros passa-tudo apre-
senta as seguintes características:

• Robustez, ou seja, baixos níveis de ruído e estabilidade, na medida em que os blocos passa-
tudo de la e 2a ordens podem ser implementados de forma a garantir estas propriedades.

• Eficiência computacional, já que os filtros podem ser construídos com um número mínimo
de multiplicações e atrasos.

• Modularidade, póis um filtro passa-tudo qualquer pode ser realizado pela cascata de est;ru-
turas passa-tudo de primeira e segunda ordem, as quais podem ser extremamente regulares.

• Baixa sensibilidade na banda de passagem, o que garante uma menor distorção após a
quantização dos coeficientes e possivelmente um ganho de eficiência computacional, pois os
coeficientes podem ser quantizados em menos bits.
No trabalho [11] são estudadas algumas realizações de filtros passa-tudo para a imple-
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menta,ão de filtros digitais IIR em ponto fixo. As estruturas cIc ilrteresse são de primeira
e segunda ordens e caracterizam-se por serem estáveis em relação à ocorrência de transborda-
mentios. A realimentação de erro é considerada para obter rrovas realizações, que apresentem
um melhor comportamento em relação ao ruído de quantização e, como um segundo efeito,
eliminem ou limitem as amplitudes dos ciclos limites granulares, se eles vierem a ocorrer.

O objetivo é fornecer subsídios necessários para que um projetista possa escolher uma das
estruturas consideradas ou o faça num outro universo de estruturas que considere mais ade-
quado. Para tanto, é necessário discutir detalhes de implementação das estruturas, inclusive
indicando soluções alternativas, bem como caracterizá-las ein função dos erros numéricos. Em
relação aos erros de transbordamentos, a abordagem é na direção de estabelecer as condições
para que a estrutura seja estável. Quanto aos erros de quantização, através de modelagem são
apresentadas expressões para a potência de ruído na saída e realizadas medidas , seja para com-
provar os resultados teóricos, seja para verificar situações onde o modelo não se aplica. Além
disso, através da medida dos ciclos limites granulares é obtido um comportamento aproximado
para este tipo de oscilação parasitária.

No texto a seguir é inicialmente feita é uma introdução à realimentação de erro. Na seção
seguinte são apresentadas algumas das estruturas consideradas, bem como resultados de medi-
das realizadas para caracterizá-las. Estas estruturas são utilizadas a seguir em dois exemplos
de implementação. Com a ajuda dos exemplos é delineada uma rrretodologia de implementação
de filtros digitais, que consistem na conexão em paralelo de filtros passa-tudo. Em seguida são
apresentadas as conclusões do trabalho.

II. REALIMENTAÇÃO DE ERRO

No processo de quantização parte dos bits menos significativos são desprezados, o que car-
acteriza o surgimento de um erro. Nos sistemas recursivos, o erro de quantização ocorrido
em uma iteração, além de se propagar até a saída, apresenta efeitos indesejáveis nas iterações
subseqüentes. O princípio da realimentação é processar o erro introduzido pelo quantizador
através de um filtro em separado da estrutura e realimentá-lo com a finalidade de atenuar ou
eliminar as componentes do sinal de entrada do quantizador relacionadas a erros de quantização
ocorridos em iterações anteriores. Com efeito, a função de transferência do quantizador até a
saída da estrutura para o erro de quantização é alterada e consequentemente o nível de ruído
na saída. Contudo, a função de transferência do sistema permanece inalterada.

O erro introduzido pelo quantizador é obtido da diferença entre o sinal de saída do quanti-
zador ( precisão simples, B + 1 bits ) e o sinal de entrada ( em maior precisão, normalmente
IB + 1 bits ), sendo em seguida processado por um filtro, em geral do tipo FIR. A figura 2
ilustra a implementação da realimentação de erro em um quantizador isolado de uma estrutura
de um filtro digital.

Considerando a implementação da figura 2, deseja-se determinar como a realimentação de
erro altera os níveis de ruído na saída da estrutural . Para isso é considerado o modelo estatístico
usual para o erro de quantização, isto é, o quantizador é substituido por uma fonte de ruído
branco com densidade de probabilidade uniforme. No caso do arredondamento a sua média é
nula e está uniformemente distribuída entre –q/2 e +q/2, onde q é o intervalo de quantização.

A densidade espectral de potência da contribuição do quantizador, isto é da fonte de erro
e(n), para o ruído de quantização na saída da estrutura sem a realimentação de erro, é no caso
de arredondamento dada por

Oea('i“’) = a: ' {G('J")l2 7 (1)

onde a? é a variância do erro introduzido pelo quantizador.

INote que a função de transferência utilizada na realimentação de erro é do tipo F IR.
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Figura 2: Realimenta,ão de erro aplicada a um quantizador em uma estrutura de um Hltro digital.

Com a realimentação de erro, a função de transferência do ''quantizador“ para a saída é
alterada. Isto fica claro ao expressá-la como

G,.(;) = (1 + 7(;)) . G(') , (2)
onde

T(,) = t ,,–1 + t,„–2 + ... + tM,..,– M-' (3)

sendo M,, a ordem da função de transferência utilizada na realimentação do erro. Cabe salien-
tar que persistem erros residuais com a realimentação, como o introduzido pela quantização
do sinal de saída de TÇz). Entretanto, a princípio é assumido que a realimentação utiliza a
mesma precisão dos sinais, assim inicialmente os erros residuais serão desprezados para facilitar
a compreensão do texto

A densidade espectral de potência da contribuição do quantizador para o ruído de quan-
tização na saída, resulta igual a

Oea('i”) = a:jGre(ei''’)12 = a: ' 1(1 + T(ei'”))G('iw) 12 (4)

Através de T(z) é possível alterar o espectro do ruído de quantização na saída e a realimentação
de erro é por este motivo também conhecida em língua inglesa por “Error Spectrum Shaping“ .
o seu efeito é efetivamente modelar a densidade espectral de potência do ruído de quantização
na saída.

Em termos de potência, a contribuição do quantizador é dada por

aea = a 311 (1 + T(7)) a(z) 11: 7 (5)

onde

IIa(;)113 = À J_" G(ei“’)j2du (6)

indica o quadrado da norma Z2 de G(z) ou G(ei“’). Escolhendnse adequadamente os coeficientes
t\, ...,tM,, pode-se introduzir zeros nas imediações dos pólos de G(:) , que coincidem corn os
pólos da função de transferência do sistema. O efeito é uma atenuação do ganho proporcionado
pela função de transferência do quantizador até a saída ( G,,(z) ). Matematicamente, os
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ou seja, a primeira derivada é nula. Além disto,
= e = o (7)

ô2llc;,'(3)113
atl

Ô2ljC?re(;)113

at?,

> 0

/ 0

1 >0 (8)

isto é, a segunda derivada tem que ser positiva. Em outras palavras, trata-se de um problema
de minimização do erro médio quadrático.

Este procedimento pode ser generalizado para estruturas que apresentem mais quanti-
zadores, pois o modelo admite que cada contribuição seja minimizada separadamente. Neste
sentido, o problema como um todo é relativamente simples de resolver quando as funções de
transferência dos quantizadores até a saída são de no máximo ordem dois. Uma formula,ão
no espaço de estados é mais conveniente para casos mais complexos, como por exemplo a
apresentada na referência [1].

A. O Erro Residual

Com a realimentação de erro podem ser introduzidas duas novas fontes de erro na realização,
designadas genericamente de “erros residuais”. Considerando que os sinais são representados
em B+ 1 bits e o erro a ser realiment;ado em B,, + 1 bits, surge um erro residual “e1(n)” quando
B,, < B. Por outro lado, é necessário quantizar o sinal de saída de 7(z), assim existe um outro
erro residual “e2(n)” . Na figura 3 está ilustrado o processo pelo qual eles surgem.

O erro residual el poderá existir tipicamente em implementações em “hardware” , pois nelas
os bits menos significativos dos produtos dos sinais pelos coeficientes nem chegam a ser calcu-
lados. Para implementar a realimentação é necessário aumentar o acumulador em 8,, ou em
B,,+1 bits para estimar o erro, respectivamente com o truncamento ou com o arredondarnento2.
Por sua vez, o erro residual e2 ocorre sempre que existir algum coeficiente da realimentação
não múltiplo de um ( na notação fracionária em complemento de dois ), ou em outras palavras,
quando a quantização do sinal de saída de T(z) introduz erros.

O modelo para calcular a potência de ruído na saída decorrente dos erros residuais é apre-
sentado na figura 4. Cabe destacar que ele é uma boa estimativa quando B,, é suficientemente
grande e os erros residuais apresentam valor médio nulo. Assim sendo, pode-se escrever que a
potência de ruído residual é

p' = ar, ljC(Z)T(z)III + a:2, IIa(z)II: 9 (9)

sendo

a : 1 = a :2 = 1ar 3 = € = • (10)

Podese, ainda, escrever
a? = 2–:zB-' . a? .

Naturalmente, quando B,, a B os efeitos dos erros residuais são desprezíveis.
(11)

20 truncamento é útil quando B,, a: B. Em outros casos, a realimentação de erro não funciona bem por causa do
valor médio não nulo introduzido por esta forma de quantizac,ão.
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Figura 3: Obtenção do erro num quantizador com arredondamento para implementar a sua realimentar,ão.

B. Outros Aspectos da Reatimentação de ETTO

No caso de estruturas que possuam mais do que um quantizador, pode-se realimentar os
erros de quantização entre os quantizadores. Esta situação é denominada de realimentação
cruzada, cabendo destacar que o erro só pode ser realimentado aos nós das estruturas onde os
sinais tem maior precisão, que são as entradas de quantizadores. Em muitos casos, isto resulta
numa maior simplicidade na implementação da realimentação de erro.

Considerando a realimentação cruzada, encontrar uma solução para a realimentação estri-
tament;e pela minimização do erro médio quadrático é em geral mais complexo, em função das
novas variáveis incluídas. Esta dificuldade pode ser contornada inspecionando a estrutura. Isto
ocorre porque o problema pode ser entendido como fazer o erro introduzido pelo quantizador,
com o sinal invertido, percorrer os mesmos caminhos percorridos pelo sinal de saída do quan-
tizador até um ou outros quantizadores. Na prática, é como se trechos da estrutura fossem
implementados com um maior comprimento de palavra binária.

Independentemente da forma pela qual foi determinada a solução ótima, pode-se também
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Figura 4: Modelo para a realimentdí,ão de erro.

considerar soluções dela derivadas envolvendo simplificações, como forma de limitar o custo
de implementação. Esta é uma das principais motivações para a utilização da realimentac,ão
erro. A seguir são listadas algumas das simplificações que podem ser utilizadas em esquemas
de realimentação de erro:

• A malha de realimentação utilizada tem ordem inferior à ideal.
• Os coeficientes da realimentação de erro são expressos em uma palavra binária de menor

comprimento que a dos coeficientes do filtro digital.
• Os coeficientes da realimentação de erro são aproximados para potências de dois e substi-

tuídos por deslocamentos, eliminando a necessidade de multiplicações.
+ O polinômio que representa o filtro utilizado na realimentação é feito simétrico ou antis-

simétrico, poupando multiplica,ões [1]. Isto normalmente se justifica quando o filtro é de
ordem maior do que dois.

• Os coeficientes de realimentação são feitos constantes em filtros programáveis
• O erro estimado é representado em menos bits.

Na prática pode-se fazer uma combinação destas simplificações. Evidentemente, quanto
maior a diferença entre os coeficientes implementados e os ótimos, pior será o desempenho da
realimentação. o mesmo pode ser dito em relação ao erro, assim quanto menor o comprimento
de palavra utilizado, pior o desempenho. Em suma, a escolha de uma realimentação de erro é
sempre um problema do tipo custebenefício.

III. EsTRUTURAS PASSA-TUDO DE 1 a E 2a ORDENS coM REALiMENTAÇÃo DE ERRO

Neste trabalho serão consideradas somente três estruturas de um conjunto de oito analisadas
na disssertação de mestrado[11]. Duas são estruturas de la ordem, denominadas A2 e B1, e
uma de 2a ordem, denominada AB2. Estas estruturas foram obtidas a partir das estruturas A,
B e AB esquematizadas nas figuras 5, 6 e 7.

A realimentação de erro pode ser implementada nas estruturas estruturas A, B e AB de
diversas formas. A partir de uma análise detalhada [11] concluiu-se que as estruturas descritas
a seguir resultam em uma relação custcbenefício favorável.
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Figura 6: Estrutura B

Estrutzrq Al
A estrutura A2 é obtida com a introdução da realimentação de erro na estrutura A. quando

o adaptador é implementado com uma multiplicação seguida de quantização. De acordo com o
estudo efetuado em [11], a implementação da estrutura A2 deve se dar conforme a figura 8.

E considerado o uso de saturação como correção de transbordamento e como a realimental,ão
de erro não interfere no comportamento das estruturas quanto aos erros de transbordamentos,
a estrutura A2 tem um comportamento idêntico ao da estrutura A. Desta forma, ela é estável
com a entrada nula, com a resposta forçada e apresenta um escalonamento ótimo L„,.

O coeficiente ótimo é

1 + l«tt(') = 5
2

1

porém pode-se escolhê-lo sob a ótica da simplicidade de implementação. Com

(12)

obtém-se um resultado muito bom e o coeficiente de realimenta(,ão será assim considerado neste
trabalho.

w(o
LVI(;)

,À’2(;) .-Vl(;)
Z

-B 0

+

x(o

W(o _ /–1r) =(
PFI(;)m) =‘ 1 5 + ;–1

1 + 0 z–~
(-1

0 + z–1

1 + Bz–\

Al(o = n /Ef1 2 ( z ) =

Construção da estrutura AB .Figura 7:



S = sinal(a)

Figura 8: Estrutura A2.

A estrutura A2 é bastante interessante computacionalmente, porque o custo adicional intro-
duzido pela realiment,u,ão de erro é bastante pequeno: duas adições e um atraso. Entretanto,
somente o adaptador do tipo 2 com a quantização em seu interior poderá ser utilizado para
implementá-la, ou seja, ela parece mais interessante para a implementa,ão em “hardware” .

A.1 Ruído de Quantização

A potência de ruído introduzida pela estrutura A2 pode ser estimada por

2(1 – S(1 + jaI)Z + í2)
1 – l«l

( 13)

Caso fosse considerado o coeficiente ótimo, a potência de ruído na saída seria

1a :1c) = 1c1 11 =|E P 1r +

Utilizando-se a realimentax,ão de erro com “Z = S” , conclui-se que

a: = 2a: + p, , (14)

sendo o dobro do valor ótimo. Nota-se que o ruído na saída não depende do coeficiente de
realimentação. Por outro lado, caso não seja utilizada a realimentação, o resultado é

(15)

A análise do ruído de quantização é simplificada na estrutura A2 porque f = S, quanto à
representação do coeficiente de realimentação, somente existem duas situações possíveis: ou ele
é representado ou ele não é representado. Contudo, é interessante verificar o comportamento da
estrutura variando o comprimento de palavra utilizado para representar o erro. Na figura 9 são
mostrados os resultados medidos para o ganho de ruído com arredondamento no quantizador.

Ao analisar a figura 9 devese ter o cuidado de observar que quando o pólo é igual a 0, ou
seja, a = 0 o erro de quantização é nulo.

A.2 Ciclos Limites Granulares

o comportamento da estrutura com relação aos ciclos limites granulares é mostrado na
tabela I. Observa-se na tabela I que a estrutura A2 não sustenta ciclos limites granulares
quando o erro é representado com pelo menos 8 bits. Caso contrário, quando o pólo situa-se
próximo ao círculo unitário existe a possibilidade deste tipo de instabilidade venha a ocorrer.



10

Ganho de Ruído

20

15

8 /
\

/

\

10
/

\

/
\

/\\,
/

\

5 /'\.
\

/\l.
:n=

73
0

0 5501 10
PÓlo

Sem realimentação

B,.. + 1 = 2

B... + 1 = 4
B,. + 1 = 8

Figura 9: Ganho de ruído para a estrutura A2, com sinais e coeficientes representados em 16 bits e arredonda-
mento nos quantizadores .

Clndições
0

jaI 2 0, 94
jaI 2 0, 90

2 0, 75

TABELA 1
COMPORTAMENTO DOS CICLOS LIMITES GRANULARES PARA A ESTRUTURA ,\2, COM SINAIS EX?RESSOS EM

16 BITS E ARR8DONDAMENTO NOS QU ANTIZADORES, VARIANDO-SE O COMPRIMENTO DE PALAVRA NA
REPRESENTAÇÃO DO ERRO.

B.

A estrutura B1 é obtida com a introdução da realimentação de erro na estrutura B. Conforme
o estudo realizado em [11], a estrutura Bl deve ser implementada como ilustrado na figura 10.

A realimentação de erro não altera o comportamento da estrutura quanto aos transborda-
mentos, assim ela apresenta um escalonamento ótimo segundo as normas Lp, e não sustenta
oscilações decorrentes de transbordamentos, pois admitese o uso da saturação como correção
de transbordament;o.

O coeficiente ótimo da realimentax,ão é

f(•) = (1 .
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u in

Figura 10: Estrutura BI.

B.1 Ruído de Quantização

A potência total do ruído de quantização é

1cr :o = 1cr : p A|[ p f ! (16)

Os resultados previstos pelo modelo foram confirmados através de medidas e parte delas
são mostrados na figura 11.

O comportamento do ruído de quantização na estrutura Bl é semelhante ao da estrutura
A2. Cabe destacar que utilizando uma realimentação ótima ou no caso de se utilizarem poucos
bits para representar o erro, ela apresenta um melhor comportamento do que a estrutura A2.

B.2 Ciclos Limites (]ranulares

Os resultados obtidos através de medidas para os ciclos limites granulares são apresentados
na tabela II.

U9

0

0

0

6q
12q
24q

Mdições
0

aI ? 0, 94
jaI 2 0, 90
jaI 2 0, 75

TABELA II
COMPORTÂMENTO DOS CICLOS LIMITns GRANULARES PARA A ESTRUTURA Br . OS SINAIS E COEFICIENTE DA

ESTRUTURA FORAM R8PRESENTADos COM 16 BITS n FOI UTILIZADO ARREDONDAM8NTO NOS
QUANTIZADORES .

O comportamento dos ciclos limites granulares na estrutura B1 é essencialmente igual ao
da estrutura A2, porém quando ocorrem ciclos limites as amplitudes são sempre duas vezes
menores .

C. Estrutura ABa
A estrutura AB2 é resultado da implementação da realiment,u,ão de erro na estrutura

AB, quando é utilizado o adaptador com apenas uma multiplicação seguida de quantização.



1'2

Ganho de Ruído Ganho de Ruído

1–73
5

1 5 0 50 0 1

PÓlo
a) Variando B,,, B,,+ 1 16

1–73

0 0.50 . 5
PÓlo

b) Variando B,,, B', = 1
Sem realimentaçãoSem realimentiac,ão

Z = ,a. = S
ja

B.. = 1
B.. + 1 = 2
B.. + 1 = 4

B..., = 16 B,.. + 1 = 8

Figura 11: Ganho de Ruído para a estrutura B1, com sinais e o coeficiente a representados em 16 bits, e com
a e [–0, 99; o, 99].

Além disso, é utilizada apenas uma multiplicação pelo coeficiente 0. Ela está representada na
figura 12.

A estrutura AB2 apresenta um comportamento idêntico ao da estrutura AB quanto aos erros
de transbordamentos: ela é estável com a resposta forçada, não sustenta oscilações decorrentes
de transbordamentos com a entrada nula e apresenta um escalonamento Lm ótimo. Contudo,
é necessário utilizar dois bits de guarda no trecho da estrutura indicado pela linha tracejada
na figura 12. Além disso, é assumido o uso de saturação como correção de transbordamentos.

Em [11] é realizado o estudo das alternativas para a implementação da realimentax,ão de
erro, do qual resulta a escolha da seguinte estratégia para a realimenta(,ão, aqui denominada
de realimentação completa:

711(z) = Zlz–2
712(z) = t2z–l
721(z) = 13 + t ,lz–1

ti') = –1
tg) = –Ca
ís'’ = a
tf) = 1 .

(17)

Esta estratégia se aplica apenas q&ando a > 0, caso onde os pólos associados são comple los
conjuga(los ow reais de mesmo sinal. A realimentação simples, que consiste em implementar a
realimentação com apenas um coeficiente e através de uma função de transferência de primeira
ordem, é implementada com

711(z) = 112–1 , com tÍ') = 0 , (18)
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u( n 71(n+ 1 )

sinal (a) „2(,')

Figura 12: Estrutura AB2.

t, = t, = t, = o.
A estrutura AB2 tem algumas qualidades interessantes sob o ponto de vista de imple-

mentação. Ela pode ser realizada com apenas duas multiplica4ões e a malha de realimentax,ão
completa apresenta dois coe6cientes que somente assumem um valor, mais precisamente t{’) =
–1 e ff) = 1. Contudo, a necessidade de bits de guarda antes do atraso pode ser uma desvan-
t;agem.

C.1 Ruído de Quantização

As funções de transferência dos quantizadores até a saída para a > 0 são

(3re 1 (7) = Z–1
Ca + Z2 – (Catt + t2)Z–2
1 + p(1 + a)z–1 + az–2

(19)

(20)11 \ r e 2 ( Z ) =

Os ganhos de ruído proporcionados por estas funções de transferência são

e

ljG,., (')113 = “) (21)

(22)11 G,.,(;)11: =

A potência de ruído na saída é a soma das contribuições dos quantizadores,

– a)

1a e o = 1cr e o 1 AF 1a :o 2 )

ou seja 9

a:o = a: + a 31jGre, (z)113 + a:ljGre, (3)III + Pe, + Pe, 7 (23)

onde IIa,,, (z)113 e a,,, (z)113 são dadas pelas equações (21) e (22).
Algumas situações de interesse são as seguintes:

1. Sem a realimentação de erro, tem-se

J \ :o = a : (24)

que é igual a potência de ruído calculada para a estrutura AB com a > 0.
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Real. completa
B,. + 1

16 0

2 16

2163

16
165 8

16 166
12 12

8 8 8

9 4
1210

811

12 4

0,7r r = 0,9 r = 0,99
nlin | nlaxl l rnaxmin

5,9

2,8
0,0
0,0
0,0
0,0
0,0
0.0
0,5
2,8
2,8
3,0

3,7
0,2
0,1

0,0
0,0
0,0
0,0
0,0
0,5
0,2
0,2
0,5

7,0

1 ,8
0,6
0,0
0,0
0,0
0,0
0,0
1,2
1 ,8
1 ,8
2,1

14,6
4,5
1 ,3

0,3
0,0
0,0
0,0
0,0
3,9
4,5
4,5
4,7

20,1
0,1
0,1
0,1
0,0

0,0
0,0

0,0
4 ,4

0,1

0,1

4,4

65,5
15,4
11,5
5,5
0.6

0,0
0,4
11,6
36,1
15,2
15,5

36,1

40,4
15,4
11.5
15 5

0,6
0.0
0,0
2.8

22,8
15,2
15,5
22.8

Real. simples r = 0,4
B,. + 1 min | rnax

6,213 16 3,7
16 3,7 5,814 4

3,716 1615 5,7
16 12 6,23,7

3,7 6,217

3,718 6,34

valor máximorna 3

0,99r
r)

min | max maxmin

5,9
5,9
5,9

5,9

5,9

5,8

min
10,2
10,2
10,2
10,2
10.2
10,1

111ax

13,6
13,2
13,2
13,6
13,6
15,1

20,1
20,1
20, 1

20,1
20,1

20,1

23.9

23,7
23,7
23,8
24,0
36,4

23,9
23,5
23,5
23,8
23,7
26.2

mazi2: valor máximo excluindo os casos 0 = 1 e 0 = 179 graus.
TABELA III

COMPORTAMENTO GANHO DE RUÍDO NA ESTRUTURA AB2. CONSIDEROU-SE NAS MEDIDAS: SINAIS E
COEFICIENTE:S DA ESTRUTURA REPRESnNTADOS COM 16 BITS, ARREDONDAMENTO NOS QU ANTIZADORES E

PÓLOS DO TIPO Tejo , COM 0 e [1; 179] GRAUS.

2. Com a realimentação completa ótima, obtém-se

ou seja, é como se a estrutura fosse implementada em dupla precisão.
3. Com a realimentação simples

1 :3 + a

a= = Ta (25)

Nestes resultados foi desprezado o erro residual. Na tabela III são apresentados parte dos
resultados obtidos para o ganho de ruído.

C.2 Ciclos Limites Granulares

A estrutura AB2 foi caracterizada através da medida dos ciclos limites granulares e parte
dos resultados obtidos são apresentados na tabela IV.

11

D. Observações

As estruturas passa-tudo de primeira ordem consideradas apresentaram um comportamento
semelhante se comparadas entre si. Foi verificado que representar o coeficiente de realimentaÁ,ão
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Real. completa
B..B,. + 1

0161

2 16

16 23

164
165

16166

12

8 88
49 4
1210
811

12 4

0,4r
min | max

0,99r
2min | maxI | max

792238
23 23

9 9

3 3
0 0
0 0

0
18 0

292 18

21 21
21 21
292 19

0,99r

11[e1 11aL •}(1hbn 1 | ][1[]l 11aL q1}(1bbr 2

53 53

53 53
53 53

5353

5151
255 56

r = 0,4Real. simples
B ..B,. + 1 min | max

0 013 16

0041614

00161615

0 011216

00817

018 14
mnIOfria 2

r = 0,9

man2: valor máximo excluindo os casos 0 = 1 e 0 = 179 graus.
TABELA IV

AMPLiTUDE MÁXiMA DOS cicLOS LiMiTES GRANULARES MEDIDA NA ESTRUTURA AB2. CONSIDEROU-SE NAS
MEDIDAs: SINAIS E COEFrciENTES DA ESTRUTURA REPRES=NTADOS COM 16 BITS, ARREDONDAMENTO NOS

QUANTIZADORES E PÓLOS DO TIPO TejO . COM O e [1; 179] GRAUS

como sendo o sinal do coeficiente da estrutura original já é o suficiente para atenuar o ruído
de quantização significativamente e eliminar a possibilidade de ocorrência dos ciclos limites
granulares. Embora, na estrutura B1 isto até eleve os níveis de ruído quando o coeficiente da
estrutura é em módulo inferior a 0, 5, a simplicidade de implementação pode ser um aspecto
mais importante, e quando não for, pode-se adotar como estratégia considerar o coeficiente de
realimentação igual a zero nestes casos ( equivalente a B'. = 1 na caracterização ). Por outro
lado, utilizar apenas 4 bits para representar o erro resultou num comportamento satisfatório nos
casos analisados ( B+ 1 = 16 ), e sendo considerados 8 bits, o resultado obtido é essencialmente
igual ao caso ótimo B,, = B = 16 bits.

A estrutura B1 apresenta um melhor comportamento quanto a potência de ruído na saída e
a amplitude dos ciclos limites granulares. Deve-se salientar que seria possível obter resultados
equivalentes com a estrutura A2, pelo menos em relação a potência de ruído. Entretanto, o
coeficiente escolhido para a realimentação nesta estrutura não foi o ótimo sob este ponto de
vista, mas sim o ideal sob a ótica da implementação, pois ele assume apenas os valores 1 e –1.

Analisando os resultados obtidos para a estrutura de 23 ordem AB2, verifica-se que a re-
alimentação completa atenua bastante os níveis de ruído na estrutura. Entretanto, quando
se observa o comportamento global, constata-se que utilizar poucos bits para representar os
cc)eficientes pode gerar grandes variações nos resultados obtidos. Por exemplo, no universo de



16

resultados apresentados, a diferença entre a melhor representação dos coeílcientes e a pior é de
até 22, 8 dB. Da mesma forma, se encontram grande variações quando se utilizam Ilrenos do
que 12 bits para representar o erro na realimentação.

Por outro lado, a realimentax,ão simples é pouco sensível à variação do número de bits na
representação do coeficiente da realimentação, ou seja, com B,. e [1 ; 16] os resultados são
essencialmente os mesmos. Além disso, como os níveis de ruído são mais elevados do que os
encontrados com a realimentação completa, pode-se utilizar também até menos do que 8 bits
para representar o erro na realiment,u,ão sem que os resultados se alterem significativamente.

A amplitude dos ciclos limites granulares oscila bastante com a variação do argumento
do pólo (0). o efeito da realimentax,ão de erro é minimizar estas oscilações. diminuindo as
amplitudes encontradas. Cabe observar que os ciclos limites granulares tendem a apresentar
períodos de oscilação mais longos com a realimentax,ão de erro. No caso da realimenta/,ão
completa, a utilização de 4 bits já limita bastante os ciclos limites granulares, sendo que o
mesmo pode ser dito quanto a utilizar pelo menos 8 bits para representar o erro. Com a
realimentação simples e desde que o coeficiente seja corretamente representado, não importa
o comprimento de palavra utilizado. Além disso, como as amplitudes são sempre maiores do
que as encontradas com realimentação completa, pode-se utilizar menos do que 8 bits para
representar o erro na realimentação. Por exemplo, com 4 bits. somente com 0 = 1 ou 0 = 179
graus obtém-se amplitudes mais elevadas. No restante dos pontos analisados. os resultados são
equivalentes a se utilizar 8 bits.

IV. EXEMPLOS DE APLICAÇÃO
E conveniente utilizar os resultados apresentados no trabalho para o projeto e implementação

de filtros digitais conforme a seguinte estratégia:
1. Dados os pólos a serem implementados por cada bloco constituinte de cada um dos ramos,

deve ser escolhida uma das estruturas. Nesta escolha deve-se levar em conta a plataforma
de implementação, por exemplo se ela ocorrerá na forma de circuito integrado ou em um
processador de sinais.

2. Através das expressões apresentadas ou utilizando diretamente os próprios resultados,
pode-se calcular o quanto de ruído cada um dos blocos constituintes introduz na realização.

3. A realimenta(,ão de erro pode ser considerada apenas nos blocos mais críticos e a sua forma
deve ser definida em função das restrições da aplicação.
Para exemplificar a aplicação desta estratégia são considerados dois exemplos: a imple-

ment;ação de um filtro elíptico de meia banda e a de um passa- baixas elíptico de banda estreita.
O objetivo é mostrar como as estruturas de blocos passa-tudo de primeira e segunda ordens
aqui apresentadas podem ser utilizadas com vantagens.

A. E=emI>to 1 : Filtro de Meia-Banda

Filtros de meia-banda são muito utilizados como interpoladores e/ou decimadores em apli-
cações onde são necessárias conversões de taxa de amostragem por fatores na forma de potência
de dois. São tamtgm muito úteis como bloco básico para o projeto e implementação de bancos
de filtros. o interesse neste tipo de realização decorre essencialmente de certas propriedades de
simetria satisfeitas pela função de transferência. Estas propriedades permitem implementações
muito eficientes, mesmo de filtros de ordem elevada.

As propriedades de interesse de filtros de meia-banda são resumidamente as seguintes:
1. As freqüências de corte das faixas de passagem e rejeição apresentam simetria aritmética

em relação à freqüência zr/2.
2. Os desvios da faixa de passagem dp e da faixa de rejeição á, satisfazem a seguinte relação:

(1 – 4,)2 + J? = 1. Essa propriedade faz com que atenuações na faixa de rejeição utilizadas
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na prática impliquem em desvios na faixa de passa,gem muito menores do que o necessário
para a aplicações normalmente encontradas.

3. A função de transferência de um filtro de meia-banda de Butterworth ou Cauer (elíptico)
apresentam sempre pólos complexos conjugados imaginários puros. No caso de ordem ímpar
sempre existe um pólo em 7 = 0 e a função de transferência pode ser expressa como:

A(') = 1[Hl(;’) É '–:'42(;’)] , (26)

onde 241(22) e z–1Á2(z2) são funções de transferência passa-tudo.
Da expressão (26) podem ser tiradas algumas conclusões interessantes. Por exemplo, no caso

da implementação de um decimador por fator 2 é necessário implementar-se somente os filtros
passa-tudo /41(z), que deverá filtrar a subseqüência de entrada correspondente aos índices de
tempo pares, e J42(z), que deverá filtrar a subseqüência de entrada correspondente aos índices
de tempo ímpares, sendo as saídas de ambos somada e dividida por dois [14]. Mas mesmo
não considerando uma implementação deste tipo, e imaginando que cada um dos filtros passa-
tudo /41(z2) e z–1/42(z2) seja implementados por uma cascata de blocos de primeira e segunda
ordens, caberá aos blocos de segunda ordem implementar funções de transferência com pólos
conjugados imaginários puros (ÉJr). Cada uma delas pode ser expressa genericamente como

A(z) = = , (27)

com a = rz
Apesar de ser de segunda ordem, esta função de transferência depende apenas do coeficiente

a. Na prática ela pode ser implementada com uma das estruturas passa-tudo de primeira ordem
bastando apenas adicionar um atraso. Matematicamente, a equação (27) é obtida de uma
função de transferência passa-tudo de primeira ordem substituindo z–1 por :–2. Este resultado
é atraente porque uma função de transferência de segunda ordem poderá ser implementada por
uma estrutura cujo comportamento em relação aos erros numéricos é essencialmente igual ao
de uma estrutura de primeira ordem.

O filtro de meia-banda considerado foi projetado com as seguintes especificações:
• Freqüência de corte da banda de passagem: 0, 497
• Freqüência de corte da banda de rejeição: 0,51z
+ Desvio na banda de passagem: = 8 . 10–8

• Atenuação na banda de rejeição: 0.0004
Através de um programa de síntese de filtros foi obtida uma função de transferência do elíptica
de ordem 17, cujos pólos são:

ÉJ'O,9909619, ÉJ'O,9701811, ÜJ'O,9402667, ÜJ'O,8926480, ÉJ'O,8155392,
ÜJ'O,6943131, ÜJ'O,5157214, ÜJ'O,2776960, O,O .

Por tratar-se de uma função de transferência do tipo elíptica de ordem ímpar pode-se imple-
mentá-la através de dois filtros passa-tudo [4], sendo um deles de ordem 9 e o outro de ordem
8. Cabe notar que são necessários somente 8 coeficientes para implementar um filtro de ordem
17. Os dois filtros passa-tudo devem ser construídos como cascata de estruturas passa-tudo
de segunda ordem, com exceção do atraso. Para tanto, a estrutura A2 deve ser modificada
com a introdução de mais um atraso. Para facilitar, esta “nova” estrutura, apresentada na
figura 13, será designada como estrutura A22. Como está mostrado na figura 13, na malha
de realiment;ação tamtdm deve ser introduzido um atraso, senão a realimentação perde a sua
eficácia. Além disso, como neste caso a é sempre maior ou igual a zero a implementação do
adaptador e da realimentação é muito simples.
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111 n

-1(„)„2(„)

Figura 13: Estrutura A22: passa-tudo de segunda ordem baseado na estrutura A2.

Bloco PÓlos or

0, 98
0, 88
0, 67
0, 27

G Rl
111, 12
17, 25
5, 97
2, 72

G R2
'2

')
6)

'2

All

A 1
A !

AI

ÜO, 99J'

ÜO, 94J'
ÜO, 82J'
ÜO, 52J'

II A? II üo,97J'
A: ao, 89J'
2432 dO, 69J'
/142 hO, 28J'

0. 94
0, 80
0, 48
0, 08

34. 04
9, 84
3, 86

17

G R 1. ganho de ruído sem realimentax,ão.
G/?2: ganho de ruído com realimentação.

TABELA V
GANHO DE RUÍDO INTRODUZIDO PELAS ESTRUTURAS CONSTITUINTES DO FILTRO DE MEIA-BANDA COM

ARREDONDAMENTO NOS QU ANTIZADORES.

Na tabela V são apresentados os pólos implementados por cada estrutura passa-tudo e os re-
sultados previstos para a potência de ruído introduzida por cada uma delas sem a realimentação

Os dados da tabela permitem que sejam imaginadas algumas estratégias para a reali-
mentação de erro. Por exemplo:

• Não utilizar a realimentação de erro. Da tabela V resulta que o ganho de ruído é

de erro

GR = IOloglo(: . 186, 97) = 16, 70dB .

• Com a realimentação somente nas estrutura ,4i e A?, obtém-se

GR = IOloglo( 1 . 45,81) = IO,58dB .
t+

• Com a realimentação somente nas estrutura A{, Ai e A?, nenhum dos blocos apresenta um
ganho de ruído superior a 10 vezes, resultando

GR = 10 loglo(' . 30, 56) = 8, 83dB .
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• Com a realimentação em todas as estruturas. tern-se

GR = IOloglo( 1 . 16) = 6,02dB .

Naturalmente, quando são utilizados menos bits para representar o erro na realimentação, o
erro residual passa a ter importância e os resultados apresentados se tornam menos precisos.

Em função da atenuação na banda de rejeição, cerca de 60 dB, a princípio é possível imple-
merItiar o filtro de meia-banda com 12 bits para os sinais e coeficientes. Além disso, considerou-se
tamtüm o caso B + 1 = 16 bits. Na tabela VI são apresentados os resultados obtidos para o
ganho de ruído, teórico e medido, e para os ciclos limites granulares. Além disso, na figura 14

B + 1 = 12 e Realimentação B,. + 1 G Rteo n=Fíi==
Sem realimentação
Em todos os blocos
Em todos os blocos

Em Á{, ,48 e A?
Em d+, Ai e Á?

16, 70
6, 02

8, 83

16, 67
6, 02
6, 67
8, 81
9. 16

Fe 1 [–Tn==2a1
[1 o =nnF=1
rE b r4T=677 al
[r e ====a1
IE A D==9=5 a]

G Rt,.. Ganho de ruído em dB calculado.
(7 Rm,d-. Ganho de ruído em dB medido.

lm„,-: Amplitude max, dos ciclos limites.

B l ,4„.., 1

TABELA VI
GANHO DE RUÍDO E AMPLITUDE MÁXIMA DOS CICLOS LIMITES GRANUI.ARES MEDIDOS NO FILTRO DE MEIA-

BANDA.

são apresentadas algumas curvas da densidade espectral de potência do ruído de quantização
obtidas através de medidas, com diferentes estratégias para a realimentação do erro.

Sem ter conhecimento de detalhes sobre a plataforma em que se pretende implementar o
filtro de meia-banda é temerário escolher uma solução. Entretanto, de forma geral pode-se
concluir que uma realimentação de 4 bits, seja no caso em que é utilizada em todos os blocos
passa-tudo, ou só em parte deles, é suficiente para se obter uma melhora tanto do nível de ruído
de quantização como da amplitude dos ciclos limite granulares.

B. E=empto 2: Filtro Passa-Bai3as de Ban,da Estreita

Os filtros de banda estreita apresentam pólos próximos ao círculo unitário o que tem como
conseqüência elevados níveis de ruído de quantização e grandes amplitudes de ciclos limites gran-
ulares. Naturalmente, é interessante minimizar esses efeitos, sendo para isso a realimentação
de erro uma boa alternativa.

Foi considerada uma função de transferência com as seguintes especificações:
• Freqüência de corte da banda de passagem: 0, 17
• Freqüência de corte da banda de rejeição: 0, 127
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a) Resultados com 12 bits para coeficientes e sinais.

Resposta em freqüência e DEP do ruído
0

-20

-40
m
a _60

-80

–100

–120 0 0.2 0.4 0.6 0.8
Q/a

b) Resultados com 16 bits para coeficientes e sinais.

1

(fina): Resposta em freqüência

(grossa): DEP sem realimentação de erro

DEP com realim. em todos os blocos, B,, + 1 = 4

DEP com realim. em ,4}, Ai e A? e B,, = B
DEP com realim. em todos os blocos, B,, = B Ô

Figura 14: Resposta em freqüência e densidade espectral de potência do ruído para a realização de um filtro
de meia-banda, com várias estratégias para a realiment%ão de erro.
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+ Desvio na banda de passagem: 0,01
+ Atenuação na banda de rejeição: 0,0001

Com um programa de síntese de filtros foi projetado um fIltro elíptico de ordem 11 que atende
a essas especificações. Os pólos da função de transferência a ser implementada foram divididos
de acordo com os ramos a que pertencem [4], resultando:

, Pólos do ramo 1: 0.9400516 É jo.3162233, 0.9053785 É JO.2689107, 0.8536833 É JO.1196888.
, Pólos do ramo 2: 0.9248749 a JO.3006601, o.8797481 É JO.2113846, o.8418734 .

Como pode ser constatado, o ramo 1 pode ser implementado através de três estruturas
passa-tudo de segunda ordem, já que existem três pólos complexos conjugados a ele associados.
Por sua vez, o ramo 2 pode ser implementado através de duas estruturas de segunda ordem e
uma de primeira, pois existem dois pólos complexos conjugados e um pólo real associados.

Para implementar o filtro passa-baixas de banda estreita será considerada a utilização da
estrutura AB2, como bloco constituinte de segunda ordem, e da estrutura A2, para implementar
o bloco de primeira ordem. O cálculo da potência de ruído introduzida pela estrutura A2 é
dado pela equação (13) e para a estrutura AB2 dado pela equação (23). Na tabela VII são
apresentados os blocos e o ganho de ruído proporcionada por cada um deles considerando os
seguintes casos: as estruturas sem realimentação, com realimentação completa, caso ótimo, e
com realimentação apenas nas estruturas de segunda ordem na forma simples e ótima.

mo no ar # ! G R 1 G

0, 98 –o,94 | 1318, 70o, 94 a o, 32J'
0, 89 226, 98–O, 96O, 91 É O, 27J'

174, 980, 74O, 85 É O, 12J' .0, 98

244, 31
36, 04
14, 57

A?
A 8
A{

G R\ :
GR2 :
G R,'.

mmF
o n8 39 77
o X8 ==3
ganho de ruído sem realimentação.
ganho de ruído com realimentação completa.
ganho de ruído com realimenta/,ão simples.

72, 79
21, 06

TABELA VTI
GANHO DE RUÍDO PARA AS ESTRUTURAS CONSTITUINTES DO FILTRO PASSA-BAIXAS, CONSIDERANDO O USO

DE ARREDONDAMENTO NOS QU ANTIZADORES.

A partir dos resultados da tabela VII verifica-se que as potências de ruído das estruturas
A+ A? e A.! preponderam. Desta forma pode-se pensar, por exemplo, nas seguintes alternativas
para a realimentação:

, Não utilizar a realimentação de erro. O ganho de ruído resultante é

GR = 10 loglo(: . 2304, 43) = 27, 61dB .

e Utilizar a realimentação simples somente nas estruturas /4} e À?. Desta forma,

GR = IOloglo({ . 893, 13) = 23, 48dB .

+ Utilizar uma realimentação completa nas estruturas A} e .4{, e uma realimentação simples
nas demais estruturas de segunda ordem. Assim obtém-se

GR = IOloglo( 1 . 79, 99) = 13,OOdB .
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+ Com a realimcntação em todas as estruturas. resulta

GR = IOloglo(} . 7) = 2. 43(iB .

Realiment,hão de Erro
Sem realimenta(,ão
Simples em À{,,4?
Simples em ,4+,,4?

Completa:,4},Á? /Simples: À!,Ai,A!
Completa:A+,A? /Simples: Ai,Ai,Á:
Completa:A+,A? /Simples: Ai,Ai,,43

Completa em todos os blocos
Completa em todos os blocos
Completa em todos os blocos

G R,..
G/?med

Amar

(] R,.. | G R....., d /1 rr1L 1c11 1H1r 1Brc + 1 B...
27. 61 40(727. 60

23, 48 23, 51 39(716 16

23. 49 45(7

V3 13, 4516 16 sq
13, 478 7q

15, 25 8q4
2. 492, 49 016 16

oq2, 708 8

h10. 864
a uído em dB calculado
Ganho de ruído em dB medido
Amplitude max. dos ciclos limites

TABELA VIII
GANHO DE RUÍDO R AMPLITUDE MÁXIMA DOS CICLOS LIMITES GRANULARES MEDIDOS NO FILTRO PASSA-

BAIXAS.

O filtro passa-baixas foi implementado com sinais e coeficientes expressos em 16 bits, além
de arredondament;o nos quantizadores. Alguns dos resultados obtidos para o ganho de ruído e
para a amplitude máxima dos ciclos limites granulares são apresentados na tabela VIII.

Como pode ser observado na tabela VIII, dentro de cada estratégia para a realimentax,ão de
erro foram consideradas soluções não ótimas, seja pela utilização de um menor número de bits
para representar o erro, seja para fazer o mesmo em relação aos coeficientes da realimentação.
Verifica-se a insensibilidade da realimentação simples em relação ao número de bits utilizado
para representar o erro e os coeficientes. Em geral, caso o erro seja mal representado. isto
é, caso sejam usados poucos bits para expressá-lo, pode-se fazer o mesmo com os coeficientes
da realimentdÇão com ainda menos restrições. Para que o comportamento de cada uma das
estratégias seja visualizado são apresentadas na figura 15 algumas curvas da densidade espectral
de potência do ruído de quantização.

A particular estratégia de projeto que se deve adotar depende da relação custo-benefício que
se deseja atingir em uma determinada plataforma de implementação. Sem saber mais detalhes
sobre a forma de implementação não é possível escolher precisamente a melhor solução. Em
todo caso, a partir dos resultados obtidos fica claro que a realimentação completa, para as
estruturas de segunda ordem com pólos de módulo mais próximo de um, e a realimentação
simples para os demais pólos, exceto um, é uma solução de compromisso bastante boa.

V. CONCLUSÕES e

Neste trabalho foram investigadas duas realizações de primeira ordem e uma realização
de segunda ordem para a implementação de filtros digitais em aritmética ponto fixo. Foram
abordados uma série de problemas relacionados com a implementação deste tipo de filtro,
destacandnse a caracterização das estruturas passa-tudo e a escolha de formas adequadas para
a implementação da realimentação de erro. Cabe destacar que foram investigadas, quase que
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Resposta en freqüência e DEP do ruído

0

-20

-40
m
a

-60

-80

100

0 0.2 0.4 0.6 0.8 1

(fina): Resposta em freqüência

(grossa): DEP sem realimentax,ão de erro

çlJr

B,, + 1 = 16, B'. = 16, realimentax,ão simples em ,4} e Hf.

B,, + 1 = 16, B'. = 16, realim. completa em H{ e A?
realim. simples em /13, /lã e ,4:.
B,, + 1 = 8, B'. = 8, realimentação completa em todos os blocos.

Figura 15: Resposta em freqüência e densidade espectral de potência do ruído para a realização de um filtro
passa-baixas, com várias estratégias para a realimentax,ão de erro.

exclusivamente, estruturas que possuem um comportamento numericamente robusto quanto
aos erros de transbordamento.

Mostrou-se que a realimentação de erro é uma alternativa interessante com o uso de arredon-
damentio nos quantizadores, principalmente quando são consideradas soluções não ótimas para
a realimentação, já que elas impõem um menor custo de implementação. A idéia de utilizar
um número menor de bits para representar o erro, se comparado ao comprimento de palavra
dos sinais, é pouco usual na literatura e rendeu bons resultados nas estruturas consideradas.

A estrutura A2 destaca-se entre as estruturas de primeira ordem, porque neste caso o co-
eficiente de realimentação assume o valor do sinal do coeficiente da estrutura. Assim a re-
alimentação pode ser implementada com um atraso e uma simples soma ou subtração. Os
resultados obtidos são semelhantes aos da estrutura Bl, uma implementação direta de primeira
ordem

A estrutura AB2 é o resultado da implementação da realimentação de erro em uma estrutura
de 23 ordem, que consiste na combinação de um adaptador de duas portas e uma estrutura
direta. Comparando com outras estruturas [11], ela se destaca por apresentar um excelente
comportamento com relação ao ruído de quantização e aos ciclos limite, notadamente quando
são utilizados poucos bits para representar o erro na realimentação. Apesar da estrutura AB2
necessitar de 4 coeficientes para a realimentação, dois deles somente assumem os valores 1 e

1

No trabalho procurou-se caracterizar as estruturas investigadas como forma de fornecer
subsídios para projetos de filtros digitais consistindo na conexão em paralelo de sistemas passa-
tudo. Uma metodologia de projeto bastante simples, utilizando os resultados do trabalho, foi
aplicada na implementação de dois filtros digitais, os quais foram caracterizados considerando
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diferentes possibilidades para a realimentdÁbão de erro.
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