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Abstract

This work explores formal aspects of model repair, i.e., how to rationally modify Kripke
models representing the behavior of a system in order to satisfy a desired property. We
investigate the problem in the light of Alchourrén, Géirdenfors, and Makinson’s work on
belief revision. We propose two AGM-style characterizations of model repair: one based
on belief sets and the other based on structural changes. In the first characterization, we
define a set of rationality postulates over formulas with a close correspondence to those
in the classical belief revision theory. We show that the proposed set of postulates fully
characterizes the expected rationality of modifications in the model repair problem. In the
second characterization, we propose a new set of rationality postulates based on structural
modifications on models. These postulates have a close correspondence to the classical
approach of model repair, while preserving the same rationality of the first characterization.
We provide two representation results and the connection between them.
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1 Introduction

Model checking [10] is an efficient and widely used technique for formal system verifi-
cation. In this approach, a system is represented by formally defined structures as labeled
transition systems or a Kripke structure, and desired properties are specified in some logic
formalism such as Computational Tree Logic [9]. The model checking method consists in
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performing a systematic analysis of the system model in order to verify whether it satisfies
a desired property.

Model checkers can perform complex verification, being able to handle huge search
spaces with more than 102° possible configurations [6]. However, most of the current model
checkers lack mechanisms to assist in the task of fixing the detected errors.

Model repair is the problem of how to modify a system model minimally in order to
satisfy a desired property. The aim is to find suitable modifications that generate admissible
models, representing the intended design for the system. Several approaches have been used
to address this problem in the literature, such as abductive reasoning [5], belief change
theory [16, 30], game theory [19] and other techniques [2, 4, 7, 25, 27]. The problem is
also addressed from other perspectives such as abstract models [8, 15] and probabilistic
systems [3].

Belief revision is a theory about how idealized rational agents should adapt their beliefs
in order to be consistent with some new belief. The mechanics of belief adaptation with
consistency maintenance makes it a suitable theory to address the model repair problem.
The general idea consists in assuming the system model as a representation for the initial
beliefs and the desired property as the belief to be incorporated. If the model does not entail
the property, principles of belief revision are used to guide the modifications needed in the
model to ensure that the property is satisfied.

The principle of rational change was addressed by Alchourrén, Girdenfors, and Makin-
son [1] in what became known as the AGM theory, by describing a set of expected behaviors
that a revision function should obey, the so called rationality postulates. AGM postulates
intend to capture the intuition of performing changes in beliefs in a rational way, ensur-
ing, for example, the success and consistency of the operations. The authors also presented
a construction method for revision functions and showed a direct correspondence between
the postulates and their construction, in the sense that every function defined by their con-
struction satisfies the rationality postulates and that every function that satisfies them can
be constructed by their method.

In this work, we propose an AGM-style characterization of the model repair opera-
tion. We propose a set of rationality postulates with a close correspondence to the AGM
postulates and the classical belief revision theory. We show that the proposed set fully
characterizes the admissible modifications for model repair. We then propose a second
characterization of the repair operation with easy-to-use postulates focused on structural
modifications applied to models. We also show that this set of postulates characterizes the
intended behavior of the model repair operation.

The paper is organized as follows. In Section 2 we introduce some preliminary concepts
that are needed for this work. In Section 3 we present the key aspects of the model repair
problem. In Section 4 we show the proposed characterizations of model repair. Finally, in
Section 5 we present our conclusions and final remarks.

This paper is a revised and extended version of [17].

2 Preliminaries
In this section, we introduce the background for our proposal. We first sketch the classical

AGM theory of belief revision. Then, we present the temporal logic that we will use in the
paper, CTL (Computational Tree Logic).
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Notation In this work, we assume a language containing at least a set of propositional
variables and the Boolean connectives (— and A). As usual, the other connectives (v, —,
<) can be used to abbreviate expressions. We use the letters p and g to denote propositional
variables, Greek lowercase letters (o, 8, ¢) to denote formulas and uppercase letters to
denote sets of formulas. We denote by L the set of all formulas of the language. We use s
with or without subscripts to denote states in a transition system. Models are denoted by M,
possibly with decorations or subscripts. Given a set of formulas X, Mod(X) denotes the
set of models that satisfy all formulas in X. If X is a singleton {«}, we may write Mod ()
instead of Mod({«}). We say that X entails «, denoted by X = «, if Mod(X) € Mod (o).
We use « |= B to abbreviate {«} = S.

2.1 Belief revision

Belief revision [1] deals with the problem of adapting a set of beliefs in order to incorporate
new information, even if inconsistent with what was believed. Alchourrén, Giardenfors, and
Makinson [1] defined a set of rationality postulates in order to specify what is expected from
a rational revision function.

In the AGM theory, belief states are represented by belief sets, sets of formulas closed
under a consequence operator such that for a belief set K, Cn(K) = K.

Let K be a belief set, o an input formula and Cn a consequence operator. The AGM the-
ory proposes the following postulates to characterize the rationality of a revision operation,
where K * « is the result of revising K by « and K + « denotes the expansion of K with «,
i.e., adding & to K and closing it with respect to Cn (K + o = Cn(K U {a})):

(K*1) K * « is a belief set.

K*2)a € K * .

(K*3) K xa C K + «.

K*4)If —a ¢ K, then K + o C K *a.

(K*5) K * « is unsatisfiable if and only if —a € Cn(%).
(K*6) If F o <> B,then K *a = K = .
K*¥7) K (@ AB) C (K *a) + B.

(K*@)If =B & K * a, then (K *a) + B C K * (@ A B).

Postulate (K*1) says that the revision of a belief set must be another belief set. (K*2)
says that the revised belief set must contain the formula by which it is revised. Postulate
(K*3) says that no other information besides the formula should be added. Postulate (K*4)
says that if the new formula is consistent with the current beliefs no belief should be dis-
carded. Postulate (K*5) says that the revised belief set must be consistent, unless the formula
itself is inconsistent. Postulate (K*6) assures that equivalent formulas should result in the
same revised belief set. Postulates (K*7) and (K*8) deal with the possibility of performing
revision by conjunctions in two steps, through a revision followed by the simple addition
(expansion).

The AGM postulates, however, do not define an operator of belief revision, but only
restrict the set of possible rational operators. Alchourrén, Girdenfors, and Makinson [1]
also provide a construction for building rational revision operators, called partial meet
construction which relies on remainder sets.

A remainder set K 1 « contains the maximal subsets of K which do not entail a
formula o:
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Definition 1 Let K be a belief set and o a formula. The remainder set K L« is a collection
of sets X such that

1. XCK
2. XFa
3. Forall X’suchthat X C X' C K, X' Fa«

A revised belief set is obtained by selecting some of the elements of K L« and taking
their intersection.

Definition 2 A selection function y is a function that selects some of the elements of K 1o,
such that

l.dCcy(Kla) S Klaif Kla #0;
2. y(Kla) = {K} otherwise.

Definition 3 Let K be a belief set, « a formula and y a selection function for K | —a. A
partial meet revision function over K is given by

K+xa=Cn (m Y(K1l—-a) U {0!}> ,

where y is a selection function such that ¥ C y(K L—«) € K L—-«a if K L—a # @, or
y(KL1l—a) = {K}, otherwise.

In their paper [1], Alchourrén, Gérdenfors, and Makinson show that the partial meet
construction has a special relation with the AGM rationality postulates.

Theorem 1 [1] Let * be a function which, given a formula «, takes a belief set K into a
new belief set K x a. For every belief set K, *x is a partial meet revision operation if and
only if x satisfies postulates (K*1)—(K*6).

Definition 4 A selection function y for K is said to be transitively relational over K if and
only if there is a transitive relation < over 2X such that the following identity holds:
y(K La)={XeK La|lX' <Xforall X' € K L a}.

Definition 5 A partial meet function * is transitively relational if and only if it can be
determined by some transitively relational selection function.

Theorem 2 [1] For every belief set K, * is a transitively relational partial meet revision
function if and only if * satisfies (K*1)—(K*8).

Theorems 1 and 2 are called representation theorems and give a full characterization of
the revision operations according to their expected rationality.

The seminal work of Alchourrén, Giardenfors, and Makinson [1] has influenced several
authors to adopt this style of characterization of operators, by precisely defining change
functions in terms of rationality postulates [11, 18, 23].

Although originally developed for propositional logic, the AGM theory has been suc-
cessfully adapted to other formalisms [13, 14, 26, 29]. However, its use in non-classical
logics demands a careful adaptation since many of them do not fulfill the assumptions made
by Alchourrén, Gérdenfors, and Makinson in their original paper: to be Tarskian, compact,
supraclassical and to satisfy the deduction theorem.
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Two AGM-style characterizations of model repair

An operation related to revision has been studied by Katsuno and Mendelzon [20].
While belief revision is concerned with the acquisition of information about a static world,
belief update deals with updating the knowledge base after some change in the world. Kat-
suno and Mendelzon have provided a construction as well as a set of rationality postulates
characterizing the construction.

Given a finite belief base ¥ and a input belief ¢, the update of ¥ by ¢, denoted by ¥ ¢ ¢,
was characterized by Katsuno and Mendelzon [20] by the following set of postulates:

UDyop ke

U2)If Y =@, then Yy o @ = .

(U3) If both v and ¢ are satisfiable, then i ¢ ¢ is also satisfiable.

(U If Y1 = 2 and 1 = @2, then 1 0 1 = Y2 0 ¢3.
US)Wop)ApnEYo(leAw

UO)Ifyopr E@randy oo =i, theny o9 =9y o

(U7) If ¢ is complete (i.e has a unique model) then (¥ ¢ @) A (Y 0 @2) = ¥ o (@1 V¢2)
U8) (Y1 Vi) oo =109V (¥o9)

Herzig [31] has shown that, more than distinct, revision and update are mutually incom-
patible, since no operator is able to satisfies both revision and update postulates. Katsuno
and Mendelzon’s postulates [20] are an example that the definition of belief change oper-
ations might require a different set of rationality postulates to properly characterize the
construction.

2.2 Computation tree logic

Computation Tree Logic (CTL) is a temporal logic proposed by Clarke and Emerson [9] as
a tool for formal design and verification of concurrent systems. CTL is built on an interpre-
tation of multiple futures, where several time-flows can succeed the same instant of time.
CTL is specially useful to specify properties of systems in which execution flows may have
many possible branches.

Definition 6 The formulas of CTL are defined by the following grammar in Backus Naur
form:

dpu=TILIpl(=)| (@VP)[(PAP)|(@— ¢)|EX |
AX¢ | EF¢ | AF¢ | EGo | AGe | E[¢p U ¢]| Alp U ]

where p ranges over a set A P of propositional variables, —, Vv, A, — are the classical logic
connectives and the others are temporal operators composed by path quantifiers (E, “exists a
path”, or A, “for all paths”) and state operators (X, “neXt state”, F, “Future”, G, “Globally”,
or U, “Until”). The set of all formulas of the language is denoted by L.

The intuitive meaning of CTL temporal operators is depicted in Fig. 1.

CTL formulas are evaluated over Kripke models, variations of labeled transition systems
where there is a map between propositions and states in the model representing whether a
given proposition holds in a state.

Definition 7 A Kripke model M is a transition system M = (AP, S, so, R, L) such that:

1. AP is an enumerable set of propositional atoms;
2. S is a finite set of states;
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Fig.1 CTL temporal operators

3. o € S is the initial state;
4., R C S x Sis aserial transition relation! over states;

I A relation R is serial if, for every s there is a s’ such that (s, s") € R.

@ Springer
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5. L : AP — 'P(S) is a labelling function that indicates in which states a given
proposition holds in the model.

Figure 2 shows a graphic representation of a Kripke model M = ({p, q}, {0, s1,
52}, 50, {(s0, s1), (51, 52), (52, 52)}, L) where L(p) = {s0, s2} and L(q) = {s1, s2}.

Definition 8 A parh in a Kripke model M = (AP, S, so, R, L) is a sequence of states
T =S89 —> §§ = $2 — ... such thateach s; € 7 isin S and for each s;, 5,41 € 7, we have
(si,si+1) € R.

CTL has the following formal semantics, defined by the satisfaction relation = between
a Kripke model and a state and formulas of CTL.

Definition 9 Let M = (AP, S, 50, R, L) be a Kripke model, s € S a state of M and ¢ a
CTL formula. We define M, s = ¢ inductively as follows:

. M,sET.

2. M,s i~ L.

3. M,s = piffs e L(p).

4. M,s E—iff M, s [~ ¢.

5 MoskEo Ve ifft M, s =@ or M, s = ¢.

6. M,sE@p Apift M,s = ¢ and M, s = ¢s.

7. M,s = EXg iff there is s’ € S such that (s, s') € R and M, s’ |= ¢.

8. M,s = AXg iff Vs’ € S such that (s,s’) € R, M, s = ¢.

9. M, s = EFgiff there is apath 7 = [sq, s, ...]in M suchthats) = s and M, s; = ¢
for some i > 0.

10. M, s |= AFg iff for all paths 7 = [so, 51, ... ] in M such that s) = s, M, s; = ¢ for
some i > 0.

11. M,s = EGy iff there is a path m = s9 — s; — ... in M such that so = s and
M, s; =gforalli > 0.

12. M, s = AGy iff for all paths 7 = [sg, s1, ...]in M such that s = s, M, s; = ¢ for
alli > 0.

Fig.2 Example of Kripke model S1

S0 S9
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13. M,s = E[¢1 U @] iff there is a path 7 = s9 — s — ... in M such that 59 = s,
M, s; = @2 for some i > 0 and for all j < i,M,Sj = or1.

14. M,s = Alg; U ¢,] iff for all paths & = [sg, s1,...]in M such that so = s, 3i > 0,
M,siE@andVj <i, M,s; = ¢1.

We use M = ¢ to denote M, s = ¢.

Two different Kripke models may satisfy the same set of formulas. We can define
equivalence between structures based on the notion of a bissimulation relation.

Definition 10 [32] Let M| = (AP, Sy, so,, R1, L1) and My = (AP, S2, s0,, R2, L2) be
Kripke models. Then a relation B € S; x §; is a bissimulation relation between M| and
M, if and only if for all s1 and s7, if (s1, s2) € B then

1. sy € Li(p)ifand onlyif sy € La(p).
2. For every state 5| € Sy such that (s1, s]) € Ry there is (s2, s3) € R and (s, 53) € B.
3. For every state 55, € S such that (s2, s5) € Ry there is (s1, s7) € Ry and (s, s3) € B.

The structures M| and M, are bissimiliar (or bissimulation equivalent) if there is a
bissimulation relation B such that (so,, so,) € B. We have then the following theorem:

Theorem 3 [32] Ler M| and My be bissimilar Kripke models. Then, for every CTL
formula ¢, My |= ¢ if and only if M = ¢.?

This theorem shows the invariance of CTL entailment with respect to bissimulation
equivalence. This property plays an important role on the development of model checking
algorithms by allowing the efficient computing of structures that are guaranteed to satisfy
the same set of formulas.

2.2.1 Model checking

The model checking problem consists in determining whether an abstract representation of
a system, defined by a Kripke model, satisfies a given CTL formula representing a formal
specification of a desired property. When the formula is not satisfied, most model checkers
return a trace (an execution path) that indicates how the property is violated. The time
complexity of the model checking problem is linear both in the size of the model and in the
size of the formula [10].

Example 1 Let M be the Kripke model illustrated in Fig. 2, we have that M, sy = p,
M, so = EFg, M, s1 = AGg, M, 53 = AG(pAq), and that M, 5o = g, M, s1 & EF—q,
M, s = AX=p.

3 Model repair

A model must be repaired if it does not satisfy a desired property. When repairing, we look
for rational modifications and, in particular, we expect that these modifications preserve as

2This theorem is originally stated in [32] for CTL* that contains CTL as sublanguage.
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much as possible of the original structure. Our goal is to find a set of modifications such
that each of them is in some aspect relevant to achieve the satisfiability of the goal property.

Example 2 Suppose we want to modify the model of Fig. 2 in order to satisfy the formula
EX(p A q). Intuitively we accept as rational to modify the state s; so that it also satis-
fies p (Fig. 3a) or to add a transition from so to s> (Fig. 3b), however, the realization of
both modifications is seen as unnecessary since only one of them is sufficient to reach the
objective.

Zhang and Ding [30] have defined a set of primitive operations over models and ratio-
nality criteria for modifications of models based on these operations, in order to delimit the
universe of admissible solutions to the model repair problem. The five primitive operations
are:

PU1: Adding one relation element (arrow)

PU2: Removing one relation element (arrow)
PU3: Changing the labeling function on one state
PU4: Adding one state

PUS5: Removing one isolated state

The operations PU1, PU2, PU4 and PUS5 represent the most basic operations on a labeled
transition system. Using these operations we can perform most of the needed changes to
a Kripke model. These operations, however, may complicate the measure of a repair. For
example, suppose we have a model M’ with exactly the same structure as a model M
except for one particular state that has one different proposition on its label. If we see M’
as a result of a repair of model M, we tend to think that M’ is obtained from M with a
single change in the state label, instead of a sequence of operations PU2, PUS, PU4 and
PU1 to fully replace that state. This context motivated Zhang and Ding [30] to include PU3
as a primitive operation assuming it as fundamentally different from the combination of the
other operations, since it does not require changes in the state name or in transitions in the
original model. We follow [30] on the choice of the set of primitive operations.

Zhang and Ding [30] proposed to measure the similarity between modifications based
on the effects that their primitive operations produce in the resulting models.

S1 S1

0 @
S0 S92

(a) (b)

Fig.3 Examples of model repair

S0 S92
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Definition 11 [30] Let M = (AP, S,so,R,L) and M’ = (AP, S, so/,R',L’) be
Kripke structures, the structural difference between M and M’, denoted by Diff (M, M),
is given by Diff (M, M) = (Diff pyy1 (M, M), Diff py2 (M, M), Diff pyy3(M, M),
lepr4(M, M/), Diﬁcpys (M, M,)), where:

1. DWPUI(M’ M/):R/\R’
. Dl:[fpuz(./\/l, M/) =R \ R/,
3. Diff pys(M, My = | J diff(L(p). L'(p)),
peAP
4. Dﬁpu4(M, M/) =S/\S,
5. Dl:ﬁ‘PUS(M’ M/) =S \ S/.

where diff (A, B) = (A\ B)U (B \ A).

Zhang and Ding [30] defined a closeness ordering among models, indicating which of
two models is more structurally similar to a given referential model.

Definition 12 [30]. Let M, M and M be three Kripke structures. We say that M is at
least as close to M as My, denoted by M| <q My, if and only if for each set of PU1-
PUS5 operations that transform M to M5, there exists a set of PU1-PU5 operations that
transform M to M such that:

1. Di]?“PUi(M’ M]) ng:ffPUi(M,Mz), for 1 El 55,
2. It Diff pyz (M, M) = Diff pyy3(M, My), then for each s € Diff py3(M, Mj) and
foreach p € AP, if s € diff (L(p), L1(p)), then s € diff (L(p), L2(p)).

We say M| <y My if M| < Mo and My Ly M.

Zhang and Ding’s ordering provides a measure of the difference between a pair of models
with respect to a base model. Intuitively, a model M is closer to a model M with respect
to a model M, if (1) M| can be obtained by applying primitive operations that result in
fewer changes than those needed to obtain M> and (2) in the case where states had changes
in their labels, fewer propositional atoms where affected in M than in M.

Having the closeness ordering between models, Zhang and Ding proceeded to define the
possible updates of a model by a formula as those models of the formula which are closest
to the initial model:

Definition 13 (Adapted from Zhang and Ding [30]). Let M = (AP, S, so, R, L) be a
Kripke structure and ¢ a temporal formula. The set of admissible updates of M by ¢,
denoted by Update(M, ¢), is defined as the set of all models M’ such that M’ = ¢ and
there is no other model M” such that M"” = ¢ and M” <y M'.

Zhang and Ding have shown the following result:

Theorem 4 [30]. Let  and o be two temporal formulas, where \ represents a belief base,
the operator o, that produces . a as result of the update of by «, such that

Mod(y oc¢)= | )  Update(M. ¢).
MeMod(Yr)

satisfies the Katsuno and Mendelzon rationality postulates for belief update.
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However, despite showing consistency with the postulates, Zhang and Ding did not show
that this set of postulates completely characterizes the repair operation.

Following the work by Zhang and Ding for model update, we have in previous work
proposed a similar operation for revising a model:

Definition 14 [16] Given two CTL formulas 1 and ¢, the revision of ¥ by ¢, denoted by
Y o. ¢ results in a CTL formula whose models are defined as

Mod(Yr oc ) = Minpoay)(Mod(¢))

where Ming(A) denotes the set of all minimal elements from A with respect to all
orderings < r¢ such that M is an element of B.

The operator o, performs a comparison among models and sets of models in order to
determine the repair solution, in contrast to the pointwise operation ¢, proposed by Zhang
and Ding [30], which compares models with each model of the knowledge base. This differ-
ence makes o, more suitable than ¢, for static contexts, in analogy to the difference between
belief revision and belief update [16]. It is important to note that in [16] we dealt with partial
beliefs, corresponding to sets of models and in this case, update and revision have different
outcomes. In the present paper, we are dealing with complete beliefs, corresponding to a
single model, as in [30] where update and revision coincide.

Again, the operation is shown to satisfy the revision postulates, but no representation
theorem is given.

Our choice of focusing on complete belief sets is directly related to nature of the model
repair problem, where we start with a single model and we want to obtain a single revised
model. In future works we aim to provide an AGM-style characterization of repair opera-
tions for non-complete beliefs, since in the general case the lack of compactness of most
temporal logics may rise some computability problems such as whether a non-complete
belief set has a model. In [33], we address some computability issues related to revision of
temporal beliefs.

Finally, it is important to notice that, in the context of model repair, contraction and revi-
sion have similar behavior: revise a model by « or contract by —« have the same effect since
the resulting model will define a complete belief set. The expansion operation also has a
limited behavior, either leaving the belief set unchanged or expanding it into an inconsistent
set, because of the lack of undeterminacy in complete beliefs. The distinction among the
classical operations happen on repair operations for non-complete beliefs, such as in [16],
but it will not be addressed in the present work.

4 Characterizations of model repair

Model repair is an operation that, given a model inconsistent with some specification,
returns a model satisfying the specification. The concept of admissible change provides a
rational set of possible candidates, but the actual repair is actually the selection of one of
these candidates to replace the inconsistent model.

Let MI(K, ) denote the set of all possible repair candidates for models of K according
to o such that

M(K, @) = U Update(M, a)
MeMod(K)
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We define the repair operation with a function among models of the set of admissible
modifications MI(K, «).

Definition 15 Let Ky = {¢ € L | M = ¢} and o € L. Then y is a repair function for K
if the following conditions hold:

if E—aor M Ea, y(Kp, a) = M.

if = —a, Y (K, o) € M(K A, @).

ifa =8, y(Kapm,a) =y (K, B). (syntactical independence)

if y(Kpm, ) € M(Kpm, B), Y(Kaq, @) = v (Kag, @ A B). (choice preservation)

L=

Here we make some important assumptions: (a) y chooses> the model M that defines
K a; (b) the repair is independent of the syntax of the input and should produce the same
result for logically equivalent formulas; and (c) the repair preserves a coherence on its
choices, in the sense that if a repair y (K, o) selects a model M and this model is also an
admissible candidate for a repair by 8 (M’ € M(K, B)), the repair by a A B should preserve
the preference by M’ (y (K, a A B)=M").

Example 3 Let M and M’ be the models depicted in Figs. 2 and 3a, respectively, and
K ={¢ € L| M k= ¢}. A repair function y such that y (K, EX(p A q)) = M’ expresses
that, in order to satisfy EX(p A ¢), it is preferred to perform a repair by changing the
labelling function of M than, for example, by changing its transition relation.

In AGM, a selection function that selects a single element of the remainder set gives
rise to maxichoice revision, which has been criticized for generating complete belief sets,
corresponding to a single model. Here, however, we are dealing with model repair, i.e., we
start with a single model and we want to obtain a single revised model. It is also worth
noting that as we are dealing with a single initial model, there is no difference between
revision and update operations.

In order to establish the relation between model repair and classical belief revision theory,
we need to formalize the representation of epistemic states. As most works following the
AGM tradition deal with propositional logic, where there is a one to one relation between
sets of models and sets of formulas, it is easy to move between representations based on
formulas and representations based on models. However, this is not the case with CTL,
where a single complete theory may correspond to more than one model. Two structurally
different models can be logically equivalent, i.e., satisfy exactly the same set of formulas.
In order to connect models and theories in CTL, we introduce a modification in our models.
In our approach, beliefs are represented by sets of formulas that may be defined by an
internalized model, i.e., a model in which the state names are also propositional variables
and are valid exactly in the corresponding states:

Definition 16 An internalized model is a Kripke structure M = (AP, S, 59, R, L) such
that S € AP and L(s) = {s}, forall s € S.

Internalized models allow us to capture structural aspects of models on the set of formu-
las that hold on it. For example, a transition from an initial state s to a state s in a model

3Later in this work this assumption will not be needed since some restrictions will result in an one-to-one
correspondence between sets and models.
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M is reflected in the fact that M = s9 A EXs holds. Internalized models play an impor-
tant role in this work by providing an explicit correlation between syntactical and semantic
aspects of model repair.

Note that Zhang and Ding’s ordering relation (Definition 12) does not distinguish equiv-
alent modifications, in the sense that an addition of a state s; or a state s, will be seen as
different modifications, even if they are isomorphic. For this reason, internalized models
seem indeed necessary to address this particular aspect of Zhang and Ding’s definitions.

Every Kripke structure could be turned into an internalized model by including its state
symbols into its propositional signature. Figure 4 shows an internalized version of the model
of Fig. 2.

It should be noted that from an internalized model, its non-internalized version can be
trivially obtained by deleting the propositional variables which are in S. The model can also
be seen as a compact representation of a (infinite) set of temporal beliefs.

Definition 17 A set K is said to be definable by an internalized model if and only if there
is an internalized model M such that K = {¢p € L | M = ¢}.

Note that any set K definable by an internalized model is a complete theory in CTL,
since following Definition 9, each CTL formula will either hold or not on a given model.

It is also important to remark that not every belief set K is definable by an inter-
nalized model. As an example, if we consider AP = {sp,s1} a belief set containing
{so0, —s1, EX(sp A s1)} cannot be defined by an internalized model.

We have the following relation between belief sets defined by internalized and non-
internalized models:

Proposition 1 Let L4 p be the set of all formulas defined over propositional variables AP,
M = (AP, S, 5o, R, L) be a Kripke model and M’ the internalized version of M. For two
sets K and K’ defined, respectively, by M and M’ we have that K N Lap = K' N Lap.

Proof We have that K N Lap € K’ N L4p by construction of M’. It remains to show that
K' N Lap € K N Lap. Suppose, for the purpose of contradiction, that ¢ € K' N Lap
but o ¢ KN Lap. Since ¢ € K' N Laop we have that ¢ € K" and ¢ € Lap. Since
¢ & K N L4p it must be the case that ¢ ¢ K. However K is a complete belief set, then
—¢ € K. Since =g € Lap and =¢p € K N L,p, we have that =¢p € K’ N L4p. Thus, it
must be the case that {¢, —¢} € K’, a contradiction. Therefore, K' N Lap € K N Lp and
thus K N Lap =K' N Lyp. O

Fig.4 Internalized version of the S1
model of Fig. 2
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The use of internalized models also gives us some interesting properties with respect to
the relation between models and formulas.

Proposition 2 If K is definable by an internalized model, then there is only one internalized
model without unreachable states that defines K. And given an internalized model without
unreachable states, there is a single belief set corresponding to the formulas valid in the
model.

Proof Let My = (AP, S1,50,, R1, L1) and My = (AP, S2, s0,, R2, L2) be two internal-
ized models with only reachable states. We show thatif K = {¢p € L | M = ¢} = {¢ €
L | Mj = ¢}, then M| = M,.

Suppose, for the purpose of contradiction, that M| and M, are not equal. Thus, since
all states of M| and M are reachable, we have that

1. ifs € S;ands € S, then M| = EFs and M, = EFs and thus {¢ € L | M| = ¢} #
{p € LI M=ok

2. if (s,r) € Ry and (s,r) € Ry, then M| &= EF(s — EXr) and M, & EF(s — EXr)
and thus {¢p € L| M = ¢} #{p € L| Ms = ¢}

3. ifs e Li(p)ands &€ Ly(p), then M| = EF(s A p) and M» = EF(s A p) and thus
{pe LM Et#{pel| M ko)

In all cases, the differences between M and M lead to a contradiction with the premise
that K = {¢p € L |M| = ¢} = {¢p € L |M;y = ¢}, hence it should be the case that
M = M,. O

We denote by K the set of all sets definable by an internalized model (without unreach-
able states). From now on, belief states will be assumed to be represented by belief sets in
the set K. The only exception in our representation will be the belief state that represents
the inconsistent beliefs, which we represent by the set of all formulas of the language L that
has no model.*

From this epistemic representation, we can then establish the following relation between
the model repair and the classical AGM postulates:

Proposition 3 The repair function %, for K € K defined as
Kooz { [pellyK a) k¢ if—a ¢ Cn®),

L, otherwise.
satisfies the postulates (K*1)—(K*8).

Proof If « is inconsistent, all postulates are trivially satisfied. If « is satisfiable, (K*1) is
trivially satisfied, given that our definition of belief sets is restricted to sets of formulas
that can be defined by internalized models. By definition, Update(K, «) € Mod(«), thus
satisfying the Postulate (K*2). For the postulate (K*3), we have two cases: if « ¢ K,
then —o € K and K + o = L; otherwise, « € K and K %, a = K. In both cases
K %, o € K + o and the postulate (K*3) is satisfied. The postulate (K*4) is also satisfied,
sinceif —a ¢ K,thena € K and thus K+o = K C K = K, a. For (K*5), if = —a, then
Update(K, a) # @, then Kx, # L. The other case is trivially satisfied by the definition

4This exception is relevant with respect to AGM postulates. Without it, postulates (K*1) and (K*5) would be
incompatible.
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of *,. For the postulate (K*6), if = o < B then Mod(a) = Mod(B), thus M(K, o) =
M(K, B) and y (K, o) = y(K, B), hence K *, o = K *, B, satisfying the postulate (K*6).
For the postulate (K*7), if M’ = y(K, a) and M’ }= B, then (K *, a) + 8 = L and the
postulate is trivially satisfied. If M’ = y (K, «) and M’ = B, then M’ = y(K,a A B)
and thus K *, (@ A B) € (K *, a) + B, also satisfying the postulate (K*7). For the
postulate (K*8), if =8 ¢ K %, «, then B € K %, a. Thus, y(K,a) = y(K,a A B) and
(K *, a) + B8 € K %, (a A B), satisfying the postulate (K*8). O

There are, however, revision operators that satisfy the postulates (K*1)—-(K*8) but do not
produce the expected rationality for model repair.

Example 4 Let x, be a revision operator such that

K %, (a A —p), if Update(M, o A —p) # 0,

K*x,a= .
P { K %, a, othewise.

where M is the model that defines K and x,, is a repair function defined as in Proposition 3.
We have that =, satisfies the postulates (K*1)-(K*8). However, for M depicted in Fig. 2
and K defined by M, we have that —p € K %, EX(p A g), but no admissible update would
remove p from sg in order to satisfy EX(p A g).

In this sense, postulates (K*1)—(K*8) do not correspond to a suitable set of postulates for
the characterization of the model repair operation.

4.1 AGM-style characterization

We need a set of postulates that capture the principle of minimal change expected for a
model repair. We want to preserve as much of the original structure as possible, so we expect
that the repair operator will not give up any belief about the structure that can be preserved.
Indeed, the AGM postulates alone are not capable of capturing this principle, as noted by
Parikh [22] among others.

In every set K defined by an internalized model, there is a subset K, € K that contains
a “description” of the model, which we call the core of K.

Definition 18 Let K be a set of formulas defined by an internalized model M =
(AP, S, so, R, L). Then the core K, of K is the smallest set of formulas such that

1. AG(s; — EXsj) € K, forall (s;, s;) € R;

2. AG(s; —» —EXs;) € K, forall (s;, s;) ¢ R;

3. AG(s; — p) € K., foralls; € Sands; € L(p);
4. AG(s;i > —p) € K., foralls; € Sand s; € L(p).

Example 5 Let M be the model depicted in Fig. 4 and K the set defined by M, the core
K. of K is given by:
K. = {AG(so — EXs1), AG(s; — EXs2), AG(sy; - EXsy),
AG(sg — —EXsg), AG(so — —EXs7), AG(s; — —EXsp),
AG(s; — —EXs1), AG(s, — —EXsg), AG(s; — —EXsy),
AG(so = p), AG(s1 — q), AG(s2 — p), AG(s2 = q),
AG(so — —q), AG(s; —> —p)}.
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The set K. contains formulas of K that are closely related to transitions and labels of the
model that defines K. An important feature in this set is that structural differences, such as
those made by model repair, have a direct effect on the core set.

We propose then a new postulate of rationality related to the relevance of a repair based
on the concept of core sets. The aim of this postulate is to link the rationality of the model
repair operation to the preservation of the core of a belief set:

If B € K.\ K *xa and o A B is satisfiable,

*
then K xa N K, £ K x (¢ A B) N K. (K*R)

Intuitively, the postulate (K*R) states that we can give up a core belief only if, in the case
of preserving it, we do not generate a strictly better result with respect to the preservation
of the core set.

It is important to notice that, although we use the name relevance, postulate (K*R) is
essentially different from Hansson’s relevance postulate [34]. In some sense, Hansson’s pos-
tulate targets the relevance of contraction of formulas for the success of a revision. Postulate
(K*R) however deals only with a core set of formulas and how a contraction of its formulas
must be linked to preferences between possible structural changes. Postulate (K*R) ensures
that an operator avoids changes in the core set unless strictly necessary.

Example 6 Let K, K’, and K" be sets defined by the models depicted in Figs. 4, 5 and 6,
respectively. Let x,, be the repair operation defined in Example 4 such that, for the CTL
formulas @« = EX(p A ¢) and B = AG(so — p), we have K *, o = K’ and K *p (@ A
B) = K. Although %, might satisfy (K*1)—(K*8), it does not satisfy (K*R) since we have
B € K.\ K ) a, where K, is the core of K, o A B is satisfiable, but K *, o N K. C
K x, (a AB)N K.

There is a close relation between core sets and the closeness ordering among models
given by Definition 12. This relation is shown in the following proposition:

Proposition 4 Let M, M, M be three Kripke models and K . the core of the set defined
by M.

(@) If My <y My, then for each B € K., M» = B implies My = B.

(b) Ifforeach B € K, My = B implies M |= B, then there is a model M| bisimilar
to My such that M| <y Ma.

(©) If My <y Moy, then thereis a B € K. such that My = B and My = B.

Fig.5 Model for K ) o in S1
Example 6

S0 52
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Fig.6 Model for K *, (o A B) S1
in Example 6

S0 52

Proof Let M = (AP, S,so, R, L), M| = (AP, S1,s1, R, L) and My = (AP, S,
52, Ry, L) be Kripke models and K, be the core set of the belief set defined by M.

(a)

(b)

Suppose, for the purpose of contradiction, that M| <xq M5 and that for some
B € K. we have Mj = B and M [~ B. We have the following cases:

L.

if B = AG(s; — —EXs;) and M| ¥ B, then there is (si,s;) €
Diff py1 (M, M), thus (s, s;) € Diff pyy1 (M, M>), and it can not be the case
that M, &= AG(s; — —'EXS]');

if B = AG(s; — EXsj) and M; [ B, then there is (s;,s;) €
Diff pya(M, M), thus (s;, s;) € Diff pyp(M, M>), and it can not be the case
that M»> = AG(s; — EXs;);

if B = AG(s; — p) and M & B, then there is s; € Diff pyyz(M, M) and
s; € L1(p), the same occurs in M5, and thus it can not be the case that M; =
AG(s; — p);

if B = AG(s; — —p) and M & B, then there is s; € Diff py3(M, M)
and s; € Li(p), the same occurs in M, and thus it can not be the case that
My = AG(s; — —s;);

All cases lead to a contradiction, so if M; <4 Mo, then forall B € K., M, = B
implies M, = B.

Suppose, for the purpose of contradiction, that for all 8 € K., M> &= B implies
M B, but M| Laq M.

Suppose, for the purpose of contradiction, that for all 8 € K., M, = B implies

M k= B, but for all models M/ bisimilar to M we have M/ € M;. We will
show that M itself or another bisimilar model violates this assumption.

We have the following cases:

If (s, r) € Diff py1 (M, My) and (s, r) € Diff pyri (M, Ma), then for AG(s —
—EXr) € K., we have M, = AG(s — —EXr) and thus M| = AG(s —
—EXr). If s is a reachable state in M, we have a contradiction. Otherwise, there
is a model ./\/l’l bisimilar to M such that (s, r) does not belong to the model.

If (s, ) € Diff pyo (M, M) and (s, r) & Diff py2(M, My), then for AG(s —
EXr) € K., we have M, = AG(s — EXr) and thus M| = AG(s — EXr). If
s is a reachable state in M|, we have a contradiction. Otherwise, there is a model
./\/l’] bisimilar to M such that (s, r) belongs to the model.
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3. Ifs € Diff py3(M, M) and s &€ Diff py3(M, My), or if for some p € AP,
s € L(p),s € Lr(p) and s &€ L1(p), then we have AG(s — p) € K, thus we
have that M, = AG(s — p) and M| &= AG(s — p).If s is a reachable state in
M, we have a contradiction. Otherwise, there is a model M’l bisimilar to M
such that s € L/ (p). An analogous reasoning can be applied to the case where
s € L(p),s & La(p) and s € L1(p).

4. If s € Diff pya(M, My) and s &€ Diff pyya(M, M2), then we have M, =
AG(s — p) and M, = AG(s — —p), for all AG(s — —p), AG(s — —p) €
K. If s is an reachable state in M, we have a contradiction. Otherwise, there is
a model M bisimilar to M such that s does not belong to the model.

5. If s € Diffpys(M, M) and s ¢ Diff pyys(M, My), there is a model
/\/l/1 bisimilar to M such that s belongs to the model M, being however
unreachable.

In all cases, we can define a model ./\/l’1 bisimilar to M which does not show the
structural differences with respect to My, thus M| <aq M.

(¢) Suppose that M| < M>, we have My € o4 M. We have one of the following
cases:

L. If (s,7) € Diff py; (M, M>) and (s,7) & Diff pyy1 (M, M), given that s is
reachable in My, then for 8 = AG(s — —EXr) € K., we have that M| = 8
and M & B.

2. If (s,7) € Diff pya(M, Mp) and (s,r) & Diff pyo(M, My), given that s is
reachable in My, then for 8 = AG(s — EXr) € K., we have that M = B and
My = B.

3. Ifs € Diff py3(M, M3) and s & Diff pyy3(M, My), given that s is reachable
in M, then for some 8 = AG(s — p) or B = AG(s — —p), we have that
M = B and M, = B.

4. If s € Diff py3(M, M3) and s € Diff pyy3(M, My), there is some p € AP
such that s € La(p) ands & Li(s) ors ¢ Lo(p) and s € Li(s). Given that s
is reachable in M, then for some 8 = AG(s — p) or B = AG(s — —p), we
have that M| = 8 and M, |~ B.

5. Ifs € Diff pya(M, My) and s & Diff py74(M, M), given that s is reachable in
My, then there is 8 = AG(r — —EXs) € K. such that M| = 8 and M |~ B.

6. Ifs € Diff pys(M, M2) and s & Diff pyy5(M, M), given that s is reachable
in M and M, then there is 8 = AG(r — EXs) € K, such that M; = 8 and
My = B.

In all cases, there is 8 € K. such that M| = B and M; }~ B, then the property
holds. -

We can now show that the set of postulates (K*1)-(K*8) and (K*R) completely
characterizes the class of operations that produce admissible solutions for the model repair:

Theorem 5 Let K € K be a belief set and * a revision operator for K. Then * satisfies
(K*1)—(K*8) and (K*R) if and only if there is a repair function y for K such that

K xo — [ {p € L1y(K,a) = ¢}, ifa is satisfiable,

L, otherwise.
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Proof (construction = postulates) Let y be a model repair function and * be an operator
such that K x o = {¢ € L | M = y(K,a) and M’ | ¢}, if « is satisfiable, and
K x a = L, otherwise. The satisfaction of the postulates (K*1)—(K*8) follows as in the
proof of Theorem 3, it remains to be shown that * satisfies (K*R).

Suppose that 8 € K.\ K *« and o A B is satisfiable (for other cases the postulate is triv-
ially satisfied). Let M be a model that defines K, M| = y(K, @) and M, = y (K, ¢ A B),
we need to show that there is 8/ € K. such that M = B/, My = g and M, = B'.
Suppose there is no such g’. As for each 8 € K., M; = B implies that M, = B, by
Proposition 4(4), there exists a model M/, bisimilar to M such that M) <aq M.
However, it is not the case that My £ M), since M = B, thus M could not
belong to M(K, ), which contradicts the selection M| = y (K, «). Therefore, it should
be the case where B’ € K. such that M = B, M| &= B’ and M, = B, and thus
KxaNK.ZK*(@APB)NKe.

(postulates = construction) Let * be an operator satisfying the postulates (K*1)-(K*8) and
(K*R). We will show that for K € K, if o satisfiable, there exists a M’ such that for
y(K,0) = M'wehave K xa = {¢p € L | M = ¢}

Let * be an operator satisfying the postulates (K*1)—-(K*8) and (K*R). We will show
that for K € K, if « is satisfiable, there exists a M’ such that for y (K, @) = M’ we have
Kxa={pecLl|M Eo¢)

Let M be the internalized model that defines K. If « € K, by the postulates (K*3) and
(K*4) we have K * @ = K, and hence M = M’. Assume that @ ¢ K. We must show there
is always M’ € M(K, a) suchthat K s o = {¢p € L | M’ = ¢}.

Suppose, by contradiction, that for every M’ € M(M, «), we have K * o # {¢ €
L | M’ = ¢}. From (K*5), we have Mod(K * o) # @. Therefore, for all M € Mod(K)
and M’ € Mod(K * «), there is a model M” € M(M, «) such that M” < M'.

Let M’ be a model that defines K *a, M"” € M(K, «) a model such that M" <, M/,
for some M € Mod(K), and S* = {sg, S1, ..., S,} the union of the states of M, M’ and
M. We have that ¢, = AG(sg V 51 V ... V 5,) € K * a, then, by the postulates (K*7) and
(K*8), K *a = K * (¢ A ¢1). We also have that for ¢ = A\{B € K. | M’ |= B and every
state atom in 8 belongs to S*}, ¢» € K * « and thus K x o = K * (@ A ¢1 A ).

Given that M"” <xq M/, there is B € K. such that M” = B and M’ [~ B
(Proposition 4 (3)). As M” &= ¢; and, by Proposition 4 (1), M” = ¢;, we have that
(¢ A @1 A ¢2) A B is satisfiable, however this contradicts the postulate (K*R), since
Kx(@Adpr Ag2)NKe S K *((@andr Ada) AB)NKe.

Therefore, for every K * o there isa M’ € M(K, «) suchthat K xa = {¢p € L | M’ |=
¢} and then we can define a selection function y such that K xa = {¢p € L | M’ =
y(K,a) and M’ = ¢}. O

From this theorem, we have an AGM-style characterization of the model repair operation
in terms of the revision rationality postulates. To the best of our knowledge, this is the first
complete characterization of model repair in terms of classical belief change theory. These
postulates however seem hard to use in practical model repair applications. In the next
section, we propose a new set of related postulates focused on the rationality of structural
changes.

SIn the case where « is not satisfiable, the equivalence follows directly from the statement, independent of
the choice of the function
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4.2 Rationality postulates for structural changes

One of the disadvantages of relating model repair to the classical belief revision theory is
that the AGM paradigm is focused on the dynamics of sets of formulas. Then, we need
to establish the relationship between models and formulas in order to define the correct
characterizations between the two approaches.

Given the nature of the repair of models, it would be appropriate to characterize the
rationality of a repair operation through specific postulates for this type of formalism. We
thus propose the definition of postulates based on models and the changes that can transform
them. Our intention is to capture in these postulates the principle of minimal structural
changes.

Definition 19 An atomic modification is a pair (O, D) that corresponds to a primitive
update where O € {PUl, ..., PU5} and

1. if O =PUl or O = PU2, then D € § x S, indicating the transition to be added or
removed;

2. if O =PU3,then D € § x AP, indicating a change of a label of a state; or

3. if O =PU4 or O = PUS5, then D € S, indicating the state to be added or removed.

In this sense, (PUI, (s, s2)) is an atomic modification that represents an addition of a
relation between two states, so and s», and (PU3, (s, ¢)) an atomic modification represents
a change of the label of a state 51 in other for an atomic proposition ¢ to hold.

Definition 20 Let M = (AP, S,so, R, L) be a Kripke structure and a¢ an atomic
modification. The application of a to M results in a model M [a] such that:

1. Fora = (PUL, (s;, s;)),if 5;, s; € S, then M[a] = (AP, S, so, RU {(si, s;)}, L);
. Fora = (PU2, (s;, s;)),if (s;, s;) € R, then Mlal = (AP, S, so, R — {(s;, si)}, L);

3. Fora = (PU3, (s, p)), if s & L(p), then M[a] = (AP, S, so, R, L), where L’ = L
except for L'(p) = L(p) U {s};

4. Fora = (PU3, (s, p)), if s € L(p), then M[a] = (AP, S, so, R, L"), where L' = L
except for L'(p) = L(p) — {s};

5. Fora = (PU4, (s)), M[a] = (AP, SU {s}, so, R, L);

6. Fora = (PUS, (s)), if for all (s;,s;) € R, s # s; and s # s;, then M[a] = (AP, S —
{s}, s0, R, L).

7. In all other cases, M[a] = M.

Example 7 Let M be the model depicted in Fig. 2 and a; = (PU3, (s1,9)), a =
(PUL, (s9, s2)) and a3 = (PUS5, (sg)) atomic modifications. The application of a; in M
produces the model M |[a;] depicted in Fig. 3a. The application of a, in M produces the
model Ma;] depicted in Fig. 3b. Finally, as a3 = (PUS5, (sg)) does not fulfill the con-
dition expressed in Definition 20, item 6, the application of a3 in M has no effect and

Milaz] = M.

Definition 21 Let M be a model, a modification A in M is a finite sequence of atomic
modifications A = (ay, ay, ..., a,). We represent by M[A] the model resulting from the
application of A to M, i.e., M[A] = M{[a][az]...[a,]. In the case where A = @ or that the
application of A do no preserve Kripke models properties, as the serial transition relation
over states, we have M[A] = M.
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A modification A represents a composition of atomic modifications which are applied to
amodel following a fixed order. Example 8 illustrates an application of a given modification
in the model depicted in Fig. 2.

Example 8 Let M be the model depicted in Fig. 2. The set of atomic modifi-
cations A = {(PU4,s3), (PU3, (s3, p)), (PU3, (53, q)), (PU2, (s0, 52)), (PUL, (50, 53)),
(PU1, (s3, 50)), (PU1, (s3, 50))} is a modification for M which generates the model in
Fig. 7. Note that the atomic modification (PU2, (so, s2)) has no structural effect on M and
does not influence the result.

Let M be a model, @ a temporal formula, and R(M, «) a set of modifications given as

a solution to the repair of M given «. We propose the following postulates to define the
expected rationality of R{M, «).

R(M, a) = @ if and only if = —« (R*1)

Postulate (R*1) states that the lack of repair may occur only in the case where « is
unsatisfiable.
Forall A € R(M,a), M[A] =« (R*2)
Postulate (R*2) is related to the success of a repair and states that every modification in
RAM, a) must lead to a model that satisfies «

If M E a, then R(IM, &) = {0} (R*3)

Postulate (R*3) deals with the preservation of models and states that in the case where
M satisfies o, no modification should be performed in M.

Forall A € R(M, a),if A’ C A, then M[A'] I~ « (R*4)

Postulate (R*4) is related to the relevance of modifications and ensures that every
individual solution contains only relevant atomic modifications in order to satisfy «.

For all A € R(M, «), there is

A’ such that M[A][A] = M (R*3)

Fig.7 Model after the S1
application of a modification

S0 52

53
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Finally, Postulate (R*5) establishes that every modification in R(M, «) must be
reversible, so it would always be possible to recover the original model. Postulate (R*5) is
a parallel to the AGM recovery postulate. In fact, it is trivially satisfied by operations PU1-
PUS. However (R*1)—(R*5) were intended to be applied for any set of primitive operations
and (R*5) postulates the reversibility of operations.

Theorem 6 states that the five proposed postulates indeed capture the rationality expected
for a model repair operator. These postulates, however, have a focus on modifications in
models, which makes them closer to the problem of repair than the postulates used in the
previous section.

Theorem 6 Let M be a model and o a temporal formula. Then M’ € Update(M, a) if
and only if there is a set of modifications R{M, a) that satisfies (R*1)~(R*5) and M’ =
MIA], for some A € R(M, «a).

Proof (=) If Update(M, «) = @, the property is trivially satisfied. Suppose then that
there are M’ € Update(M,«) and Diff (M, M) = ({n,t2,...t;}, {t1. 2, ..., i},
{x1,x2, ..., x1}, {51, 82, ..., S}, {51, 52, ..., 5, }). Let d be a modification such that

d = {{PU4,s51), ..., (PU4, sy,), (PUL, 11), ..., (PUL, t;),
(PU2, 1), ..., (PU2, ), (PU3, x1), ..., (PU3, x/),
(PUS5, 51), ..., (PUS, 5;)}.

We show that R(M, a) = {d} satisfies the property. By construction, M[d] = M/, so
it remains to show that R (M, «) satisfies the postulates (R*1)—(R*5).

The satisfaction of the postulate (R*1) follows trivially from the definition R(M, «).
The satisfaction of the postulate (R*2) follows from the construction of d, since M[d] =
M/’ and, by definition, M’ = «. The postulate (R*3) is also satisfied by R({M, a), since
M = a, then Update(M,a) = {M} and then Diff (M, M) = {0,9,9,d, #}. Thus
dm.q = ¥ and R(M, a) = {}}. The operator R(M, «) satisfies the postulate (R*4), since
there is d’ C d e M[d'] = «, then M[d'] <rq M’, which contradicts the fact that M’
belongs to the set Update(M, «). Finally, the operator R (M, a) also satisfies the postulate
(R*5), since we can define a modification

d~ = {{PU4,5)), ..., (PU4, 5;).(PU3, x1), ..., (PU3, x1),
(PUL, 1), ..., (PUL, &), (PU2, 11), ..., (PU2, 1;),
(PUS, 51), ..., (PUS, s)}.

which undoes the modifications made by d, and thus M[d][d "] = M.

Therefore, if M’ € Update(M, o), then there is a repair operator R(M, «) such that
M’ = M|[d] for some d € R(M, «) and R(M, a) satisfies (R*1)—(R*5).

(<) Suppose, for the purpose of contradiction, that R{M, «) is a repair operator satis-
fying (R*1)—(R*5), that d € R(M, «a), but M[d] ¢ Update(M, a). From the postulate
(R*2), M[d] € Mod(x), so there must be M’ € Mod(a) such that M’ € Mod(a) and
M’ <1 MId)]. In this case M’ < M[d] and M[d] £rq M/, then there exists a d’
such that M[d'] = M’,d’ € d,butd € d’. Since M[d'] = «, we have a violation of the
postulate (R*4). Therefore, it must be the case that R{M, «) is an operator that satisfies
(R*1)—=(R*5) and d € R(M, a), thus M[d] € Update(M, «). O

Example 9 shows a repair operator for the model depicted in Fig. 2 and that satisfies
postulates (R*1)—(R*5).
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Example 9 Let M be the model depicted in Fig. 2 and @ = EX(p A ¢) the property that
triggers the repair. The repair R{(M, ) = {A], Az}, where A} = {(PU3, (s1, p))} and
Ay = {{PUL, (so, 52))}, satisfies the postulates (R*1)—(R*5) and generates the models in
Fig. 3a and b, both belonging to the set Update(M, a).

Notice that for A in Example 8, R(M, o) = {A} does not satisfy the rationality pos-
tulates, since it violates (R*4). There is however a modification A’ equal to A except for
(PU2, (s0, 52)), such that R{M, a) = {A’} satisfies all postulates.

As a consequence of Theorems 5 and 6, we have the following corollary that relates
operators of structural changes with operators on sets of formulas:

Corollary 1 For all sets K defined by an internalized model M and a temporal formula «,
the revision operator * for K satisfies (K*1)—(K*8) and (K*R) if and only if there is a set of
modifications R{M, ) that satisfies (R*1)—(R*5) such that K xa = {9 € L | M[A] & ¢},
for some A € R(M, a).

Corollary 1 presents a relation between the two proposed sets of postulates. By having a
close correspondence to the structural change approach of model repair, postulates (R*1)—
(R*5) could be seen as a set of easy-to-use rationality postulates for model repair operations
that fully characterize the classical revision approach.

Postulates (R*1)—(R*5) then provide a rational definition of the model repair, in a way
which is close to the intuitive operations over models, while maintaining the expected
rationality of our first characterization.

5 Conclusions

We present in this work two AGM-style characterizations of model repair: one based on the
classical AGM postulates, and the other based on structural modifications of models.

In the first characterization, we propose a new postulate, (K*R), to capture the relevance
of structural modification in models based on the principle of core sets. We show that (K*R),
combined with the classical AGM postulates (K*1)—(K*8), provides a full characterization
of model repair functions.

In the second characterization, we propose a new set of postulates, with focus on struc-
tural changes in models. These postulates describe the expected rationality of performing
modifications on models in order to make them satisfy a given formula. We argue that this
set of postulates is more intuitive to be applied to model repair problems, remaining however
fully compatible with the AGM theory.

In assuming models as representations of beliefs, our epistemic attitudes are complete,
i.e., we will always believe in o or —«, for any temporal formula «. In this context of
complete belief sets, belief revision and belief update produce equivalent results. Our char-
acterizations are then also suitable for the problem of CTL model update addressed in
[30].

Our approaches follow the AGM-style of characterization by providing a set of postulates
to describe the expected rationality of a model repair. Works as [16, 30] follow the same
approach, but both lack the complete characterization by a representation theorem. As of
this work, we are not aware of any other complete characterization result for the model
repair operation.

@ Springer



P.T. Guerra, R. Wassermann

Although our approach focusses on CTL, it can be extended to other logic formalisms
with Kripke-like semantics. We only use basic aspects of CTL to define the characteriza-
tion, such as the next state modality, reachability and global validity. Other well-known
formalism share these same aspects, such as Linear-time Temporal Logic [24], Propositional
Dynamic Logic [12], and p-calculus [21], and similar results can be obtained.

In future work, we plan to investigate model change with non-complete beliefs. This
can be dealt with either by using sets of models to represent beliefs, or by using partial
structures, such as KMTSs [15]. In this context, revision and update functions could produce
different results depending on what motivates the change. We aim to provide an AGM-style
characterization of Zhang and Ding’s [30] and Guerra and Wassermann’s [16] operations
for non-complete beliefs.

We also plan to provide implementations of model repair operations as in [28, 30]
and to analyze the overall computational complexity of the problem. We intend to apply
model repair to practical issues such as (semi-)automated repair of critical systems or in the
development of intelligent agents with self-adaptive behaviors.
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