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We present a detailed analysis of excited cosmic string solutions that possess superconducting currents.
These currents can be excited inside the string core, and—if the condensate is large enough—can lead to
the excitations of the Higgs field. Next to the case with global unbroken symmetry, we discuss also the
effects of the gauging of this symmetry and show that excited condensates persist when coupled to an
electromagnetic field. The space-time of such strings is also constructed by solving the Einstein equations
numerically and we show how the local scalar curvature is modified by the excitation. We consider the
relevance of our results on the cosmic string network evolution as well as observations of primordial

gravitational waves and cosmic rays.
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I. INTRODUCTION

Cosmic strings [1-6], i.e., linear topological defects
expected to have formed at phase transitions during the
early stages of the Universe, are no longer accepted as
candidates for cosmic microwave background (CMB)
primordial fluctuations [7] (see Ref. [8] for an update on
the cosmic string search in the CMB and the more recent
work [9] in which new methods are being developed); yet,
they are still expected to be produced in the grand unified
theory (GUT) framework (see, e.g., Ref. [10] and refer-
ences therein), in which case they are very likely to have
bosonic condensates [11] or be current carrying [12]. The
structure of such objects has been studied in detail for many
models, from the original Witten [13] fermionic [14,15] or
bosonic kind [16-19], leading to effective equations of state
[20,21] potentially useful for large scale network simu-
lations [22,23]. Until the reason why strings have yet not
been observed in the CMB is clarified, it is of utmost
importance to understand in as many details as possible
their internal structure and the associated plausible cos-
mological consequences.

In a previous work [24], by investigating the neutral
current-carrying Witten model [17], we identified a new set
of excited solutions in which the condensate oscillates and
thus yields a many-valued equation of state, i.e., we found
several (possibly many, depending on the parameters) differ-
ent branches in the energy per unit length and tension as
functions of the state parameter. We also argued that those
new modes should be unstable and deduced some plausible
cosmological consequences. The purpose of this work is to
deepen our understanding of these modes and to make the
argument for their instability more rigorous. We also discuss
inclusion of electromagneticlike effects [18,19] if the current
is coupled to a massless gauge field. Finally, we couple our
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model to gravity in order to derive the local [25-27] and
asymptotic [28-33] geometrical structure.

An interesting new outcome of this detailed investigation
is that the string-forming Higgs field itself may oscillate
in a restricted regime of parameter space, which leads to
oscillations in the gravitational field around the vortex,
thus potentially enhancing the gravitational waves pro-
duced by a network of such strings and leading to the
emission of high energy particles.

Besides their possible relevance for cosmology, these
solutions may have close analogues in atomic Bose-
Einstein condensates. Indeed, it is now well known
(see for instance [34] and references therein) that one-
dimensional vortex lines can arise in rotating condensates.
Considering a dilute gas of two types of atoms with different
transition frequencies, it should be possible to tune the
potential to mimic the Higgs field-condensate interactions
in superconducting strings. One would then expect solutions
with a similar structure and basic properties, although the
stability analysis would be somewhat different since non-
relativistic condensates obey a first-order equation in time,
so that, in particular, the analogues of the unstable modes
with imaginary frequencies found in Sec. III D would be
negative-energy modes in the nonrelativistic case. Such
analogies between cosmological phenomena and con-
densed-matter systems have been fruitful in the context of
black-hole physics [35-39], in particular, clarifying the
effects of Lorentz violations on Hawking radiation [40]
and leading to the discovery of new phenomena in con-
densed-matter systems. It is conceivable that a detailed
study of such excited vortex lines in condensed matter would
also reveal new interesting physics.

The purpose of this paper is to detail and complement
the results of the analysis of Ref. [24], in which the
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electromagneticlike U(1) symmetry of the model was in
fact not gauged, thus corresponding to neutral currents
flowing along the string [17]. This is done in Sec. IIIL
In particular, we present new results related to the back-
reaction of the excited condensate on the Higgs field.

The effects due to a nonvanishing value of the electro-
magneticlike' coupling are discussed briefly in Sec. IVA
and the gravitational effects are presented in Sec. IV B. In
Sec. V we discuss our results and conclude.

II. THE MODEL

The underlying toy model describing a current-carrying
vortex (superconducting cosmic string) has been proposed
by Witten in 1985 [13]. It consists of two complex scalar
fields ¢ and o, each subject to independent phase shift
invariance, both of which being possibly gauged. The
general situation is therefore the so-called U(1) x U(1)
scalar Witten model, which reads

1 1
£= L (DB)DH) + L (D,0) (Do) = V(o)
— 1Gu G . (1)

Here G,, and F,, denote the field strength tensors of the
two U(1) gauge fields B, and A,, respectively, namely,

G,, = 9,B,-d,B,

2%

and F,, =0,A,-0,A, (2)

H vy

and the covariant derivatives read

D,¢p =0, —ie,¢pB, and D,c =0

.0 —ie6A,,  (3)

where e and e, are the coupling constants of the respective
scalar fields ¢ and o to the corresponding gauge fields.
Finally, we set the potential to

A A ’
V =G 0F =)+ ZloP (o = 263) + 3 lgPlof

(4)

which is the most general renormalizable one given the
field content.

In what follows, we choose the parameters of the
potential (4) above in such a way that the U(1) symmetry
associated to the fields ¢ and B, gets spontaneously

lAccording to the standard model of particle physics, however,
such a massless U(1) gauge boson corresponds unambiguously to
the photon and the relevant symmetry to that of actual electro-
magnetism. We keep referring to an electromagneticlike coupling
because the structure we are investigating here might be only
temporary, with the symmetry being only unbroken as an
intermediate step in a full GUT symmetry-breaking scheme
leading to the standard model.
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broken, thereby forming an Abelian-Higgs string, while
the U(1) symmetry associated to the fields ¢ and A,
remains unbroken. Associated to this unbroken symmetry
the cosmic string will carry a locally conserved Noether
current and a globally conserved Noether charge, which in
the gauged case can be interpreted as electromagnetic
current and charge, respectively.

A. Field equations

The ansatz for the vector fields in cylindrical coordinates
(r,0,z) reads

B,dx" = e—l [n— P(r)]do,
1-b
Aﬂdx” = T(r) (a)dt - de), (5)

while the scalar fields take the form

o(r.0.2) = m f(r)e42),
(6)

We introduce the following dimensionless coordinate
and energy ratio,

x=/hmr.

and the rescaled coupling constants

¢(r.0.2) = mh(r)e"’,

Uy
q=-—-, (7)
m

2
. 2
) i :
and V4 7

2 _ &
1 1

a; =

(i=23). (8

We also rescale the Lagrangian into the dimensionless
quantity £ — L := L/(An?).
With these notations, the equations of motion read

() el o)

X X
Ly = by 10
;(X ) = a3bf?, (10)
1 P?h
;(Xh')/:x—2+h(h2—1)+73f2h, (11)

LS = B (P ) F i (12)
where a prime denotes a derivative with respect to x and
we have defined the state parameter w as w := k> — @> =
23w, thereby defining its rescaled counterpart w. The sign
of the state parameter w is defined as positive for a
spacelike current (w > 0) and negative for a timelike
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current (w < 0), while w =0 corresponds to a chiral
(lightlike) current.

The necessary boundary conditions corresponding to a
current-carrying vortex then read

P(0)=n,  b0)=1,  h(0)=f'(0) =5 (0)=0,
(13)

at the origin and

lim P(x) = lim v/x f(x) =0, and limh(x) =1,

x=>00 x00 x=00 "

at infinity. Although we have produced solutions with
n > 1 which we briefly comment upon in Sec. III B 4, for
the most part of the following, we work with n =1 for
definiteness.

B. Integrated quantities

Cosmological consequences of the existence of topo-
logical defects can be studied under the approximation
that they are infinitely thin in their transverse dimension
compared with their longitudinal extension. This amounts
to integrating over the transverse dimensions. In our case,
the relevant quantities are the energy per unit length U and
tension 7. Those are calculated as the eigenvalues of the
integrated stress-energy tensor”

- oL
le = /(—ZW -+ gﬂl/[:) d2xl, (15)

where in the present symmetric situation the relevant
integration measure element across the string is given
by [27,d*xt = [2%,rdrd0 = 2zrdr. To figure them, we
restrict attention to the worldsheet space coordinates
& e {t,z}, i.e.,, we make explicit the matrix 7% and
find the eigenvalues by solving the characteristic equation
det(T> — In®) = 0, with the two-dimensional Minkowski
metric 7% := diag{1, —1}. This leads to

()-(§) ot (serapo o

where
e = h? + f7, (17)
h2P2
& = 2 (18)
X

*Note that there is a degeneracy in the structureless (current-
less) case leading to the usual Nambu-Goto action for which
U=T.
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P/2
= — N 19
&3 (Z%)CZ ( )
b/2
¢ =|| <2 + f2b2), (20)
a;

wim 3 (R =12+ 2 (P 2¢) 4 plf (21)
This form clearly makes all the relevant quantities Lorentz
invariant; in Eq. (16), the meaning of the column vector is
that U corresponds to the + sign in front of the quantity c,
while T is calculated with the — sign (this ensures that
U > T). These definitions of U and T are valid even in the
electromagnetically coupled case e, # 0, even though we
mostly concentrate in what follows on the neutral case
€y = 0.

The velocities of longitudinal and transversal perturba-
tions that are given by ¢;, = /—dT/dU and ¢t = /T /U,
respectively, should both be real in order for the string to be
stable [41]. This requires 7/U >0 and d7/dU <O,
conditions which we refer to below as Carter stability
conditions.

Another quantity of interest is the current flowing along
the worldsheet. Starting from the U(1) invariance of &, one
forms the microscopic current

1 6L
Hoom —— — — 22 H —_ —_ H
J oA, nifr [0 (ot — kz) — e,A*],  (22)

where the normalizing factor 1/e, ensures that it remains
finite in the neutral limit e, — 0. Integrating radially again
yields the current C,

C o= / a2xt /). (23)

This gives explicitly, in terms of the field functions,

m =
C = 2zlvp? /fzbrdr =2r——=C, (24)
I 7N

where the reduced state parameter is v = sign(w)/|w| =
/2y, 7; the meaning of this parameter is clear: for a
spacelike current, there exists a frame in which @ — 0 and
w — k2, in which case v — k, while for a timelike current,
there exists a frame where k — 0, so that v - —® (the sign
is included in order to clearly distinguish between spacelike
and timelike configurations and for convenience when it
comes to plotting).

III. SOLUTIONS IN THE NEUTRAL MODEL

In the following, we concentrate on the case a, = 0, i.e.,
the case in which the current along the string is ungauged,
which implies b(x) = 1.
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A. Linear condensate

To motivate the existence of excited solutions, we work
in a regime where the condensate is sufficiently small to
neglect its backreaction on the string-forming Higgs scalar
h. To reduce the number of parameters, we define the
shifted squared frequency Q =w — y,¢% Then, Eq. (12)
becomes

1
f”+;f/ = (Q+y3h)f + 1S (25)

We look for “bound state” solutions that are regular at
x = 0, not equal to 0 everywhere (i.e., we discard the trivial
solution f = 0), and decay strictly faster than x~'/? at
inﬁnity.3 One can obtain two bounds on €, namely,

1 <Q<0= —m2<w< M2, (26)

where m2 := (A3n3 — Ao13) is the rest mass of the current

carrier ¢ field outside the string where || — 7, and M2 :=

Ao its mass inside the string where ¢ — 0. The first

bound, first obtained in Ref. [17], shows that there exists a

phase frequency threshold; it merely reflects the fact that it

is energetically favored for a trapped particle with energy

larger than its asymptotic mass to flow away from the string

core. They are obtained through the following arguments.

() If Q >0, since y3 >0, f” —|—)—lcf’ has everywhere

the same sign as f. Assume first f(0) > 0. Since

[xf'(x)] >0 for sufficiently small x>0 and

(obviously) xf’(x) =0 at x = 0, this implies that

[xf'(x)] > 0, and therefore that f’(x) > 0, for suffi-

ciently small positive values of x: the function f thus

grows. Therefore, in order for f to vanish asymp-

totically, it must stop growing at some stage,

and hence it must go though a maximum:

T mas ' (Xmax) = 0 & 7 (Xmax) < 0. But we also

have, by construction, that f(xp.) > 0, implying

f” (xmax) + )]?f/ (xmax) = f” (xmax) > 0, in contradic-

tion with the hypothesis. The function f(x) thus

grows indefinitely. For f(0) < 0, the same argument

applies in the opposite direction, showing that f(x)

decreases for all values of x, while the case f(0) = 0

would lead to the trivial solution f(x) = 0 for all x.

As a result, we deduce that Vx > 0, |f(x)| > [£(0)].

This is clearly in contradiction with the assumption

that f goes to O at infinity, so we must set Q < 0.

(2) Let us now show that Q > —y3. To this end, it is

convenient to define the function s(x) := /xf(x).
Equation (25) may be rewritten as

N

1
s7+ o)

= Q4ph)s+ 283 (27)
X

3This condition ensures that there is no quadratic conserved
flux at infinity, in accordance with the usual definition of a bound
state.
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To simplify the notations, let us also define the two
quantities K := —(Q + y3) and

O(x) =~ 15+ ralh()? = 1]+ 25(x, (28

in terms of which Eq. (27) becomes
§"(x) = —Ks(x) + O(x)s(x), (29)

which gives, upon multiplication by 2s’(x) on both
sides,

d
o (s + Ks?) = 20s's. (30)
x

Equation (30) is our main tool to prove the desired
result. Indeed, as we now show, if K >0, ie.,
Q < —y3, then the “energy” s + Ks? does not go
to 0 at infinity, in contradiction with the definition of
a localized state.
For clarity, let us list explicitly the properties of
the functions s and ~ we use. First, we assume that s
is not identically 0, i.e., that a condensate is present
inside the string. Second, we use that 4 and f, and
thus s, converge to 0 exponentially at infinity, as
shown in [17]. This implies that
(i) h% — 1is integrable on the interval x € [0, +ool;
(ii) s%/x is integrable on the interval x € [1, +ool;
(iii) s'(x) goes to 0 as x — oo.
The function © is thus absolutely integrable at infinity.
If K # 0, there thus exists x; > 0 such that*

[m@umu<V@a. (31)

2

This is the crucial point, which allows us to bound the
variation of the quantity s”> + Ks?, akin to an energy.
We now have all the elements to prove the desired result.
As in the first point, we proceed by contradiction. Let us
assume that K > 0 and define M = sup,., |s's|. Since s is
not a constant function, ss’ takes nonvanishing values, so
M > 0. Moreover, since we demand that s(x) and s'(x)
must vanish asymptotically, |s(x)s’(x)| goes to O in this
limit, so M| is reached at some point x, > x;. Using that

[s'(x2) £ V/Ks(x;)]? > 0, one obtains

5'(12)2 4 Ks(x2)? > 2VK[s' (x2)5(x2) |
> 2VKM,. (32)

On the other hand, from Eq. (30),

*There is, of course, an infinite number of possible choices:
any sufficiently large value of x; will satisfy this property.
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/w%(s/2+Ks2>dx'

/ ” 205’ sdx
X2

<2M, /°° ©]dx < VEM,, (33)
X2

where Eq. (31) was used in the last step. We thus have
[(s)? + K522 < VKM, (34)
Combining Egs. (32) and (34), we deduce that

lim [5/(x)? + K5*(x)] > VKM,

—00

in contradiction with the assumption that s and s’ both go to
0 in this limit. We conclude that solutions can exist only if
K <0, ie., if Q> —y;.

In order to motivate the existence of our excited modes,
we further assume that the nonlinear term in (12) is
negligible, and we work with the following simple con-
tinuous but nondifferentiable ansatz for the function #,

kx for 0 <x < 1/k,
) = { (39)

L1 for x> 1/k.

This simple form provides a strong motivation for the
existence of excited solutions and allows us to determine
some of their expected properties.

For x > 1/k, f satisfies a modified Bessel equation [42].
The only solutions going to 0 sufficiently fast at infinity are

f(x) = CKo(v/Q+73%),

To solve the equation in the interior region x < 1/k, it is
useful to define the variable Y = \/}/_31062 and the function F
by f(x) = exp[-Y(x)/2]F[Y(x)]. Doing this, we obtain

C,eR.  (36)

Q 1
YF" 1-Y)F' + AF =0, = - —|.
o '+ <4\/}’3K+2>

(37)

This is the confluent hypergeometric equation [42].
The only regular solutions are F(Y) « L 4(Y), where L 4
denotes the Laguerre function with parameter A. So, for
x> 1/k,

f(x) = Coe VAo l2L (Jrakx?), G, €R. (38)
Since (25) has no singularity at x = 1/x, f and f’ must be
continuous at that point, and this provides two matching

conditions. A straightforward calculation shows they can
be simultaneously satisfied if and only if
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f11(0)

-0.6

7;/4‘%1/21.

FIG. 1. Fundamental (continuous) and first three excited
(dashed for m = 1, dotted for m = 2, and dot-dashed for m = 3)
solutions in the limit £ > 1.

Li_ Ko+ 1)vu+ 1
L Ko(Vu+18) 7

where 4 =Q/y; and £ =,/y3/k. Then, C; and C, are
related through

Q . LA(\/?E/K) e_\/y_3,</2. (40)

C,  Ko(vVQ+73/k)

To our knowledge, (39) can not be solved analytically in
general. However, it greatly simplifies in the limit £ > 1,
i.e., for very small k. Then f is negligible for x > 1/x and is
approximately given by a globally regular solution of the
Laguerre equation going to O at infinity. The latter are the
Laguerre polynomials [42], which exist if and only if
A € N. Moreover, the nth Laguerre polynomial has n — 1
strictly positive roots. The corresponding solution in f thus
has m = n — 1 nodes. The four first ones are shown in
Fig. 1. This approximation is valid provided all nodes are
well inside the interior region, i.e., m < /4. We thus
expect that solutions with m nodes exist up to a maximum
value m,,,, close to £/4. One can also estimate the positions
of the roots using the explicit form of the Laguerre
polynomials. For instance, for the first excited solution,
we find that the unique root is at

2

(39)

xo & (y3k2) 714, (41)

while for the second excited solution, the two roots are
at xo ~ [(2 £ v2)/ /7] 2.

We solved Eq. (39) numerically for various values of &
and found few deviations from the above picture. In
particular, solutions with m nodes exist for m between 0
and a maximum value m,,, approximately equal to &/4
when £ > 1. We also solved Eq. (25) numerically using a
shooting method to see the effects of the nonlinear term as
well as that of a more realistic profile for 4. Concerning the
former, we found its main effect is to decrease the value of u
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I1£(0)

0.2

. . . . . .
0.0 0.5 1.0 15 2.0 2.5 3.0 35

f(0)

FIG. 2. Top panel: Fundamental solutions for & =4 and
different values of f(0), expressed in units of x/,/7;. Bottom
panel: Values of the parameter u for these solutions.

of each solution, by a term quadratic in f(0). For each value
of m, there is a critical value of |f(0)| above which the
solution disappears as the corresponding value of u drops
below —1, as shown in Fig. 2 for the fundamental solution
with £ = 4. The nonlinear term also has the tendency to
widen the condensate, although this becomes significant
only close to the critical value. Similarly, we found that
replacing the above profile of 4 with a hyperbolic tangent
does not change the qualitative behavior of the solutions. Its
main effect is to increase m,,,,, which seems to come from
the slower convergence of h towards 1.

B. Numerical construction

We have solved numerically the coupled set of differ-
ential equations (9), (11), and (12), subject to the appro-
priate boundary conditions (13) and (14).

1. A case study

In what follows, we concentrate on the solutions for
q =0.1, a; =0.01, and y3 = 10 and study the effects of
the variation of y,. This case is complementary to the study
done in [24], where the couplings y, and y; had been
chosen 1 to 2 orders of magnitude larger. First let us recall
that restrictions on the couplings exist in this model; in

PHYSICAL REVIEW D 96, 123531 (2017)

particular, we have y, < y3, such that in the following we
study solutions for y, €]0:100. Note that the second
requirement ¢*y3 < y, is automatically fulfilled within this
interval of the parameter y,.

We have constructed solutions with up to three nodes in
the condensate field function. We observe that for all
values of m solutions exist in a limited interval of the
central value of the condensate field, £(0) € [0: £(0),,.x)
such that for f(0) — O the field function f(x) = 0. This
corresponds to a value of the state parameter w, which we
denote wy , in the following. Our results form =0, 1, 2, 3
are shown in Fig. 3. In all plots, we show the (negative)
value of the effective mass of the condensate field, which
is given by m2 = y; — ¢’y,. We observe that Wy, is a
linear function of y, and is parallel to —m2 for all values of
m. The difference A,, =, — (—m2) decreases with
increasing node number m. The values are given in
Table I. For the given parameter values, we hence find
that the formula

Wom = A =13+ ¢°12
holds.

Our numerical results indicate that f(0) can be increased
up to a maximal value f(0),,,, that depends on the values of
the couplings in the model. We denote the corresponding
value of the state parameter w,, , in the following. The
value of w,, ,, is a decreasing function of y,. The qualitative
behaviour is similar for all values of m: w,, =0 for
7> — 0 and decreases to w,, ,, = =9 for y, — 100, where it
meets with the curve for —m2.

Let us denote the value of y, at which w, ,, = wy,, by

ygeq‘m), the numerical values of which are given in Table I

form =0, 1, 2, 3.

For y, = ygeq’m), the qualitative dependence of W on the
central condensate value f(0) changes. For y, > y(zeq’m) the
state parameter w decreases for increasing f(0) such that
for w — W, the value of the condensate f(0) becomes
very large and, in fact, as our numerical results indicate,
tends to infinity, £(0),,.« — oo This case has been studied
in detail in [24]. Here we present our results for the energy
per unit length U, the tension 7 and the current C as
functions of the state parameter v for @ = 0.01, ¢ = 0.1,
72 =99, and y3 = 10 in Fig. 4.

For increasing m the range in v, for which super-
conducting string solutions exist, decreases. At v, the
energy per unit length and tension are equal and the
current C becomes 0. At U, the current diverges. We find
that independent of the value of m, v, = —3 and that the
maximal value of f(0),., corresponding to this critical
value is (nearly) independent of the node number. Given
the interpretation put forward in [43], namely, considering

the current C and ¥ as a conjugate pair, in which |7| is the

123531-6
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0 ~m=0 TABLE 1. Some characteristic values of the wy,, and w.,
A curves shown in Fig. 3.
—2F, i
—\_\/_
N _ m A, yieam)
—4r RS — W 1
S N -~ ué(‘r O 670 7
6} 2~ 1 2.20 34
el 2 0.41 80
—8r el 3 0.05 94
YY) IO porerermiegernt o C
20 10 60 80 100
iE with increasing node number. At the maximal possible
0 m=1 ‘ particle number @cr| the current diverges.
‘ — Fory, <y, *™, on the other hand, we find that f(0) can
-2 o :}Uchﬁ o be increased up to a maximal value f(0),,.., which is finite,
' and that w is an increasing function of f(0). From this
4 . . .
R maximal value of f(0) a second branch of solutions exists
6l hNE for decreasing f(0), while the state parameter w further
Tl increases. We discuss the origin of the existence of this
—8F TTTee-l L o branch and the physical phenomena associated to it in
0 A Sec. III B 3.
a 20 10 60 80 100
Y2
0 m =2 ‘ 10° :
— @ ) = (1J
—2p -7 W | — m=2
\ a2 =73 \ — m=3
\ .I
4 — u
A S
< Iy
Ii 10 I:|\ ‘\
S oy
o [REEN
~ (RS
D [T
\ N N s ~
\ S o Tt~
101] (V"—, L L L L
—30 —28 -26 -—24 -22 -20 -18 —16 —14
o
10! ‘
. — m=0
\ — m=1
_6F — m=2
AR 100 — m=3|
St T S~a _
_10 M E 107!
20 40 60 80 100 =
72 ©
FIG. 3. The value of w, and W, in dependence on y, for 1072
q=0.1,73 =10, a; = 0.01, and m = 0, 1, 2, 3 (top to bottom),
respectively. We also give the negative value of the effective mass
of the condensate function, —mg = g%y, = 73. L Y Sy R ey —
o
particle number density and C the chemical potential or  FIG. 4. Top: The energy per unit length U (dashed) and the

effective mass per particle, we find that solutions exist
only above a certain particle number density, which
increases with increasing node number m. Furthermore,
for a given particle number density |7, the effective mass
per particle is largest for the m = 0 solution and decreases

tension 7 (solid) as a function of the state parameter ¥ for
a; =001, ¢g=0.1, y, =99, y3=10, and m =0, 1, 2, 3.
Bottom: Same as the top for the current C. The phase frequency
threshold of Eq. (26) is clearly visible as the divergence point at
Wiy = =13+ q’ry = =3
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FIG. 5. The Higgs field function /(x) together with [y5f2(x) —
11/[r3f2(0) = 1] for m =2, a; = 0.01, y, = 107°, y3 = 0.01,
g = 0.1, and w = —0.007.

2. Higgs field oscillations

During the study of smaller values of the couplings y,
and y3, we observed a new phenomenon that is not present
for the cases presented in [24]. The reason for this is that the
central value of the condensate function, f(0), can have
larger values for smaller values of y, and y3, respectively.
For sufficiently large values of f(0) we find that the
oscillations of the condensate function can trigger an
oscillatory behavior in the Higgs field function. This is
shown fory, =y; =10, ¢ = 0.1, ¢; = 0.01,and m = 2 in
Fig. 6, in which we also show the condensate field function
f(x) together with the Higgs field function A(x) for
increasing values of f(0) up to the maximal possible value
of f(0) ~0.742. As can be clearly seen here, the Higgs
field function increases monotonically from 0 at the origin
to unity at infinity for small values of f(0), here £(0) = 0.01
and f(0) = 0.1. But as soon as f(0) is large enough, we see
that the Higgs field starts to show an oscillating behaviour,
see the profiles for f(0) = 0.5 and f(0) = 0.742.

For values of y, and y; even smaller—and consequently
£(0) much larger—we observe oscillations of the Higgs field
with large relative amplitudes on a finite interval of the radial
coordinate x, on which the Higgs field function possesses
nodes. As a first approximation this can be understood by
considering (11) and assuming that the terms in P and /* can
be neglected with respect to the f? term. Assuming further
that the oscillations appear away from the origin x = 0, we
can also neglect (to first approximation) the 4’ term such that
the equation reads h” ~ h[y;f*(x) — 1], which has oscillat-
ing solutions for y3f2(x) — 1 < 0. Our numerics confirms
this and we find that the Higgs field oscillations occur in an
interval of x that is bounded by those two values of x for
which y3f2(x) — 1 = 0. This is shown in Fig. 5 for m = 2,
a; =0.01y, =107%,y3 = 0.01,¢ = 0.1,and w = —0.007,
i.e., a solution very close to the chiral limit. This solution has
central condensate value f(0) ~ 28.5 and clearly possesses
oscillations of the Higgs field in the two intervals of x,
where y3f%(x) — 1 < 0.
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FIG. 6. The string-forming Higgs field profile /(x) and the
condensate f(x) as functions of the rescaled core radius x for
a; =0.01, ¢ = 0.1, y, = y3 = 10, m = 2 and various values of
f(0) € {0.1,0.5,0.742} (from top to bottom).

We have also investigated cases with different values of
m > 0 and y; and confirm that for the parameter range
studied here, the backreaction of the condensate function
induces oscillations in the Higgs field function when f(0)
becomes large, i.e., when nonlinear backreaction effects
can no longer be neglected.

Note that we do not observe oscillations in the limit
f(0) - 0 and/or for m = 0; hence this phenomenon is
restricted to a regime of the parameter space that allows for
large values of f(0). We believe this phenomenon to be
very rich and to have important implications. A detailed
numerical analysis, which is outside the scope of this paper,
is hence left as future work.

3. The second branch

When increasing the central value f(0) of the condensate
function we observe that the structure associated to the
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FIG. 7. The condensate field function f(x) for m =2,

a; = 1.0, y, = 1.0, y3 = 10.0, ¢ = 0.1 for increasing values of
w. Note that w = —2.47 corresponds to W,.

oscillation of the condensate function remains close to the
string axis. This changes on the second branch of solutions
mentioned above. Decreasing f(0) from its maximal value,
the value of w increases further on the second branch. We
observe that, although the value of f(0) decreases, it does so
slowly. However, with increasing w the structure associated to
the condensate field oscillations moves to larger values of x,
i.e., we obtain solutions with (x) ~ 0 and f(x) ~ constant <
f(0)ax on an interval x € [0:6], where § increases with
increasing w. This is shown for m = 2, a; = 1.0, y, = 1.0,
y3 = 10, ¢ = 0.1 and increasing value of w in Fig. 7. For
w = —9.8 the value of f(0) = 0.1. Increasing w up to w, =
—2.47 the value of f(0) and with that the condensate and
current increase close to the string axis. The maximal possible
value of f(0) in this case is f(0) = f(0)x = 1.45.
Increasing w further leads now to the decrease of f(0) and
the increase of 6. For w = —1.2 and w = —1.1, respectively,
we find £(0) = 1.1 and f(0) = 1.05.

The fact that the structure moves out to infinity can also
be clearly seen when investigating the location of the zeros
of the condensate function. This is shown for a solution
with m = 2 nodes, a; = 1.0, y, = 1.0, y3 = 10.0, ¢ = 0.1

40

—
3 — 2

30

25}

20

15F

10+

5F

910 -8 —6 —4 -2 0

FIG. 8. The values x; and x, of the first and second node of the
condensate function f(x) in dependence on w for m =2,
a; =1.0,y, =10, y3 =100, and ¢ = 0.1.
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in Fig. 8, where we give the positions x; and x,,
respectively, of the two nodes in dependence of w.
Decreasing w on the second branch of solutions turns out to
be numerically very difficult, but we believe it to be very
reasonable that this second branch can be extended back-
wards all the way to f(0) = 0, in the limit of which the stru-
ctures moves to infinity and the energy per unit length U and
the tension 7 tend to infinity. We can understand this
dependence by considering the condensate field equation (12)

FIG. 9. The value of w as a function of f(0) for three different
sets of parameter choices with y; = 10. We give the numerical
data (solid blue) as well as the analytic curve y,(g> — f(0)?)
(dashed green).
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on the interval x €]|0:5], where h(x) =0 and f(x)=
constant = f(0). Excluding the possibility f(x) =0, this
implies that w + y,[f(0)? — ¢*] = 0. We demonstrate that
our numerical data join this curve for three different sets of
parameters; see Fig. 9. Hence, though the numerics becomes
very hard at the end points of the respective numerical data
curves, the analytically given curves are (very likely) the
proper continuation. We do not see any indications in the
numerics that the curves should stop.

Finally, let us explain qgualitatively why two branches of
solutions in f(0) exist in our model. This is easily understood
when remembering that we have rescaled the radial coor-
dinate r > x=r/A as well as the state parameter
w — w = A%w, where A = (/A;n;)! is the length scale
associated to the Higgs field. When increasing w on the first
branch of solutions, we increase the condensate close to
the string axis until we reach the maximal possible value of
the condensate related to a value of w, which stays fixed on the
second branch of solutions and is negative in the case studied
above. Now to increase the value of w further, i.e., make it tend
to 0 from below, we need to decrease A. But this in turn
implies that the rescaled radial coordinate x increases. This is
exactly what we observe in our numerics—the nontrivial
structure in the fields moves out to larger values of x.

4. Strings with n > 1

We have also constructed superconducting string sol-
utions with n > 1, motivated by a recent study done in a
very similar model [44,45]. As our stability analysis below
shows, the qualitative behaviour of our results is indepen-
dent of n. To demonstrate this, we have constructed
numerically solutions with n = 2 and n = 3 and compared
these to the n = 1 case.

Our results for a solution with m =2, oy =1, y, =1,
y3 =10, ¢ =0.1, w= —4 are shown in Fig. 10. The
condensate function f(x) is practically unchanged, although
we observe a small decrease in the central value f(0) with
increasing n (see Table II for the numerical values).
Moreover, the oscillations in the Higgs field function
h(x) that we observed for n =1 persist for n =2, 3,
although slightly modified. As far as the integrated quantities
are concerned, we observe that the energy per unit length U

per winding n, i.e., U /n slightly decreases indicating that for
our choice of couplings a superconducting string with higher
n can be interpreted as a bound state of n superconducting
strings with winding n = 1. The numerical values of U /n as
well as T/n are given in Table II. This relates to the
observations made in [44,45]. Finally, let us mention that
we also find that the value of the current C decreases with
increasing n. A more detailed analysis of this fact is out of
the scope of this paper and is left as future work.

C. Carter stability

The macroscopic stability criterion of superconducting
strings [41] relates the velocities of longitudinal and
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FIG. 10. The profiles of the condensate, Higgs and gauge field
functions (from top to bottom) for m =2, a; =1, y, =1,
y3 =10, ¢ = 0.1, w = —4, and winding n =1, 2, 3.

TABLE II. Comparison of some characteristic values of
solutions with different windings (see also Fig. 10).

" f(o) 2;1 2Zn 2;517\

1 1.245 0.314 7.679 1.84
1.227 0.234 3.672 1.719

3 1.190 0.234 2.311 1.558
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transversal perturbations to the energy per unit length U
and the tension 7. In the neutral limit e, — 0, the
definitions above imply that all the integrated quantities
U, T, and C are positive definite. One also finds, from the
definitions, the useful relationship
U-T=|CeU-T=|3C, (42)
from which one can prove [17] that there exists a finite
neighborhood around v = 0 for which the string is mac-
roscopically stable, i.e., both the transverse (ct) and the
longitudinal (¢ ) velocities, defined above, are real. Indeed,
let us first consider the spacelike case for which » > 0. In
that case, the energy per unit length happens to equal the
Lagrangian from which one deduces the field equations (9)
to (12), so that differentiating U with respect to v reduces
merely to differentiating the explicit appearance of v.
Looking at Eq. (16), one sees that this amounts to

du dr dc
>0: =C=>—=-v— 43
v dv (42) dv v (43)

Similarly, for » <0, the Lagrangian yielding the field
equations now being 7, one obtains,
dr dU dc

—C= —

=—p— (44)

<0:
v dv (4=2>) dv do’

We noted earlier that C > 0, and given its definition (24), it
is clear that lim,_,oC = O: this implies that for v > 0, there
exists a finite neighborhood around v =0 such that
dC/dw > 0. In this region, the first equality in Eq. (43)
ensures that d7/dv < 0, which, combined with the second
one stating that dU/dv > 0, implies that ¢ > 0. Reverting
a few signs and using (44) for v < 0 shows that the same
conclusion holds in a finite neighborhood for negative v.
These arguments, depending only on the definition of the
integrated quantities and on the equations of motion that are
satisfied by the fields together with the boundary con-
ditions, show that there must exist a finite region of state
parameter in which the ground state and the excited
configurations are Carter stable for both electric (timelike)
and magnetic (spacelike) currents.

In the region of parameter space studied in Sec. III B, how-
ever, the condensate exists only for strictly negative values of
the state parameter, and therefore the argument cannot apply,
although it does apply in many other regimes, such as that
discussed in Ref. [24]. Here, one must resort to the numerical
solution, such as that shown in Fig. 4. We see that the Carter
criterion for stability is indeed fulfilled, so it would appear our
modes are macroscopically stable. We must therefore now
move on to a local analysis to show the microscopic insta-
bility leading to the cosmological consequences drawn in
Ref. [24] and further elaborated in our concluding section V.

D. Linear stability analysis and decay rate

To determine the possible physical effects of the excited
solutions, a crucial piece of information is whether they are

PHYSICAL REVIEW D 96, 123531 (2017)

stable—and, if not, what the typical time scale is of their
decay. While a full stability analysis is beyond the scope
of the present paper, useful information can be obtained
from the study of linear perturbations, on which we now
concentrate. As we wish to determine the evolution in
time of the solutions after small perturbations, we need the
field equations for #- and z-dependent fields. For simplicity,
we consider only those solutions where ¢ and B, are
independent on 6. The field equations are

0?6 — 0’6 — %o — %8,6 +20,.V =0, (45)
(0, —ieB,)*¢ — (0. —ieB.,)*¢p — (0, —ieB,)*¢
_ % (0 — ieBy)*p % (8, — ieB,)p + 20,V =0,
(46)
0,0"B, - %&Bt 9, (ava - %B,)

+ ig [¢*(0, —ieB,)¢p — p(0, +1ieBy)p] =0, (47)

1 1
9,0'B. ~~0,B. - 0, <ay3v - ;B,)
. € . .
HiL[97(0. —ieB)g - (0. +ieB)F] =0, (43)

and

0,0,B" +i- [¢*( —ieB,)¢

— ¢(0, +1ieB,)¢p*] = 0. (49)

2
6,,8”3, + 3 8939
r

In the following, in order to keep the equations as simple as
possible, we assume ¢*0,¢ € R for u # 0.

Let us assume we have a solution ¢ = ¢?, 6 = 6,
B, = B/(,0> of the form given in Egs. (5) and (6). We look for
perturbed solutions of the form ¢p = ¢(©) +6¢, 6 = 6\°) + 60,
B, = B,(,O> + 6Bﬂ, where

8p(1.7.0.2) = p(r) expli(nd + \/mut = /Amxz)],
5o (1,r,0,2) = s(r) exp{i[(w + /2mu)t
- (k+ \//1_’71’<
8By(t,1,0,z) = a(r) expli( \/71111/t— \/71’]1KZ (50)

(v,x) € (iR)?, and a, p, s are three real-valued functions.
We work in the gauge 0,6B* = 0 and assume B, = B, =
B, = 0. One can easily show that the resulting system of
equations is self-consistent provided the algebraic relation
wv = kk is satisfied. When allowing v and/or « to be more
general complex numbers, B,, B;, and B, are sourced by the
imaginary part of ¢*d,¢ and can thus not be set to 0, which
is why we restrict attention to perturbation satisfying

Sm(¢*d,¢) = 0.
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The system to be solved is then

PHYSICAL REVIEW D 96, 123531 (2017)

L (x0ys) = (W+ k% = 1% + 372f* — 124* + r3h*)s + 2y3fhp,

L0, (x0,p) = (—vz 7+ L3R -1 y3f2>p +2y3hfs =" a,

x0, (% 8xa> = (=1 + &>+ a’h*)a— o Ph(p + p,),

with the boundary conditions p(0) =s'(0) =a(0) =0
and p(o0) = s(o0) = a(eco) = 0. If there exists v € iR_
such that this system has a solution, then the background
solution is linearly unstable in the sense that it supports
perturbations growing exponentially in time. Finding
numerical solutions to this system is challenging, as its
exponentially growing solutions make it difficult to reach a
satisfactory numerical precision for the bounded ones we
are interested in. However, as explained in Appendix A,
one can already obtain information about the linear stability
of the solution by viewing the Higgs and gauge fields as
nondynamical in the linear analysis, i.e., setting p = a = 0.
The system (51) then reduces to

1
—0,(x0,8) = (W + K% — 12 4 3y2f? — 12g* + 73h?)s.
X
(52)

In the present work, since our main aim is to study the
nonlinear solutions rather than linear perturbations we work
only with Eq. (52). A more general stability analysis may
be interesting, but is outside of the scope of the present
study; besides, as we also argue below, since the system
exhibits instabilities already for this limited range of
perturbation shapes, it can only be shown to be even more
unstable than what we obtain here.

An instability corresponds to a spatially bounded mode
growing exponentially in time (in a given reference frame),
i.e., to a bounded solution of Eq. (52) with > —«? < 0.
Since the above derivation requires wv = kk, such solu-
tions make sense only for the magnetic case w > 0. We
motivate below that the unstable character of the solutions
persists in the case w < 0. Figure 11 shows the eigenvalues
v* —k? of Eq. (52) for y, = 10, y3 = 200, and g = 4, for
the condensates with one, two, and three nodes computed
in a fixed Higgs field background #(x) = tanh(x).
Although only the solutions with 2> — k> < 0 yield insta-
bilities, we also show those with positive values of this
quantity to better illustrate what happens when adding a
node to the condensate. The main lessons are the following.

(i) For 12 —k* > W + y3 — 7,4, the solutions oscillate

in the large x region, with an amplitude decaying as
x~1/2. Bounded solutions thus always exist, provid-
ing the continuous spectrum of Eq. (52).

(51)
120 m=l
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80 — 1
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FIG. 11. Eigenvalues of Eq. (52) for the solutions with m = 1
(top), m = 2 (middle), and m = 3 (top) nodes in the magnetic
case w > 0. The parameters are y, =10, y3 =200, and
g = 4. The background condensate is computed for a Higgs field
h(x) = tanh(x). The shaded area shows the region v? — x> >
w + 73 — 7,¢%, in which the modes oscillate at infinity instead
of decreasing exponentially. As explained in the text, only negative
values of 1> — k? correspond to instabilities.
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Imaginary (left) and real (right) parts of some modes of the solution with one node in the electric case w < 0. The parameters

are y, = 10, y3 = 200, and ¢ = 4. The background condensate is computed for a Higgs field A(x) = tanh(x).

(i) For 12 — k> <w + y3 — 724>, the solutions are ex-
ponentially increasing or decreasing at infinity.
When imposing the boundary condition s'(0) = 0,
they are thus spatially bounded only for a discrete set
of values of 1> —«?, and represent the discrete
spectrum of Eq. (52).

(iii) Among these discrete eigenvalues, one, two, and
three are negative for the solutions with one, two,
and three nodes, respectively.

The third point is the most important one: it means that
the solution with m nodes (for these parameters, and m
ranging from 1 to 3) has m unstable modes. This property
happens to be satisfied for all the sets of parameters we tried
numerically. We also verified that it holds when working
with the actual profile of the Higgs field [solving Egs. (9)—
(12)] instead of the hyperbolic tangent ansatz. We found no
instability for the solutions with m = 0.

As mentioned above, the electric case w <0 1is
more difficult as the above simplification does not
apply.5 However, since the solutions we found are smooth
in the limit w — 0", we conjecture that the aforementioned
instabilities will still be present, at least for small values of
—w. To further motivate this, we show in Fig. 12 eigen-
values obtained for the condensate with one node, for the
same parameters as in Fig. 11. To obtain them, we can no
longer make the assumption wv = kx and Eq. (52) becomes

{Vv + 7222 = @) +73h? = P + & = 2(@w — kk)

1
—;-6x-x-8x]s+y2f2s*=0. (53)

We work in a frame where k = 0 and look for solutions with
k = 0. Notice that the spectrum is invariant under complex

>The reason is that terms in B,d,¢ and B_0,¢ then appear in
the perturbed Lagrangian, which can thus not be written in the
form (A24).

conjugation because Eq. (53) is unchanged under s — s*,
v — v*. It is also invariant as well as under the symmetry
transformation (@, v) — (—@, —v). As shown in Fig. 12, at
least one eigenvalue with a negative imaginary part is present
in most of the domain of w for which the solution with one
node exists. Although the argument of Appendix A does not
apply to this case, this suggests that these solutions are also
unstable. This completes the argument that excited current-
carrying cosmic strings are unstable.

Although we are mostly interested in the case where the
winding number 7 is equal to 1, one may wonder if and
how choosing a larger value would affect these results. At
the level of the Higgs field, the main difference lies in the
behavior close to the string axis where i(x) is proportional
to x". To get a first idea of the structure of the set of
solutions for n > 1, we thus solved Eq. (25) numerically in
a background field given by

h(x) = tanh(xx)", (54)

for n from 2 and 3, for the same parameters as in Fig. 12
and with w = 1. We obtained similar results: first, one
solution with m nodes exists for m between 0 and a
maximum value (equal to 4 for n =2 and 5 for n = 3);
second, the solution with m nodes has m unstable modes.
We thus conjecture that the results obtained in this work,
concerning both the structure of excited solutions and
stability, remain qualitatively valid for n > 1, as is also
confirmed by our numerical construction, shown in III B 4.
A systematic analysis of this case is left for a future work.

IV. ELECTROMAGNETIC AND
GRAVITATIONAL EFFECTS

A. Solutions in the U(1) xU(1)

In this subsection, we discuss the effects of the coupling
of the current to an electromagnetic field. Figure 13 shows
the field profiles for various values of a, in the case m = 1.
Similar results were obtained for various values of m,

model

gauge gauge
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FIG. 13. Profiles for the string-forming Higgs field (x) (top
panel), the gauge condensate f(x) (middle), and the asymptoti-
cally logarithmic behaving gauge potential b5(r) — 1 (bottom) for
an oscillating radially excited solution. The different curves
correspond to different values of the rescaled electromagneticlike
coupling constant ;.

showing that, as for the background mode [18], the internal
structure of the current-carrying cosmic string is essentially
not modified by inclusion of electromagnetic effects, the
latter being, if anything, only capable of long range inter-
actions on the macroscopic behavior of the strings [19,46].
The figure also shows clearly the expected behavior of
the gauge potential sourced by an infinitely long current-
carrying string, i.e., b(r) ~ In(r/r,), where r, = m!, the

PHYSICAL REVIEW D 96, 123531 (2017)

Compton wavelength of the current carrier o, provides an
order of magnitude estimate of the electromagnetic radius of
the vortex.

B. Gravitational effects

The space-time of a superconducting string possesses a
deficit angle A~ U + T, similar to that of a Nambu-
Goto string [29], while locally there exists an attractive
force towards the string [27,28,30], potentially leading to
observable effects [47].

The existence of a deficit angle is responsible for a
number of physical effects (for a recent review see [6]).
When the string moves, it creates wakes that could, e.g., be
observable in the 21 cm radiation from hydrogen, while the
so-called Kaiser-Stebbins-Gott effect [48] leads to discon-
tinuities in the CMB. Furthermore, the deficit angle would
lead to gravitational lensing that is quite distinct from that
caused by other spatially extended objects. Finally, so-
called kinks and cusps on strings as well as the oscillations
of string loops are believed to emit gravitational waves.

In order to discuss gravitational effects, we couple the
model (1) minimally to gravity and choose the following
parametrization of the metric tensor:

ds? = N?(x)ds> — dx? — L*(x)d0* — K*(x)dz>.  (55)
This model has already been studied in [33] and we refer the
reader for more details to this paper. Let us just remark here
that there is an extra dimensionless coupling in the model,
which corresponds to the ratio between the symmetry-
breaking scale #; and the Planck mass Mpjc = Gy / 2

p = 8aGnri, (56)

with Gy being the Newton constant.

Given the numerical solutions to the coupled matter and
gravity equations, we can read of the deficit angle of the
space-time from the behavior of the metric function L(x),
A =2x(1-c¢;), where L(x > o) > cix+cy, (57)
where ¢; and ¢, are constants that have to be determined
numerically.

Solving the coupled matter and Einstein equations
numerically we determined the deficit angle for the
oscillating string solutions, which is given by the sum of
the energy density U and the tension 7. This is nothing new
in comparison to the fundamental string solutions; how-
ever, we now have a discrete set of values of the deficit
angle for one fixed set of coupling constants. Hence,
measuring the deficit angle, e.g., by gravitational lensing,
does not uniquely determine the values of the couplings in
the model.

We also observe a new effect that is related to the
oscillations of the Higgs field appearing for sufficiently
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FIG. 14. Ricci scalar as a function of string core distance for an
m = 2 oscillatory mode with various values of the condensate
interior value f(0).

large values f(0). We find that these trigger an oscillation in
the local scalar curvature. This is demonstrated in Fig. 14
for an m = 2 solution and various values of the condensate.

V. CONCLUSIONS

In this paper, we have studied excited cosmic string
solutions with superconducting currents. These solutions
possess a number of nodes in the condensate field function
and can trigger—for sufficiently large condensates—
oscillations in the Higgs field function as well as in the
local scalar curvature in the space-time around the string.
Though some of these solutions are macroscopically, i.e.,
Carter stable, we show that they are microscopically
unstable and would decay rapidly after formation.

In the macroscopic description of cosmic strings, which
characterizes them solely in terms of their energy per unit
length U and tension 7', our results are interesting because
they imply that for a given set of physical parameters, a
discrete number of cosmic strings with different values of
U and T exist. Assuming that at the formation of cosmic
string networks in the primordial universe these excited
solutions can be formed, the evolution of the network
would involve (from a macroscopic point of view) a
number of different types of strings, of which some are
unstable. Certainly, this will modify the dynamics and
evolution of string networks and the question arises
immediately whether and how these networks reach a
scaling solution.

Moreover, the gravitational effects of cosmic strings are
determined by the deficit angle in their space-time (which
in turn is determined solely by U and T), leading to a
number of observable effects such as gravitational lensing
as well as wakes and the Kaiser-Stebbins-Gott effect.
Now since strings with different values of U and T exist,
these lead to different effects e.g. in the CMB spectra.

From a microscopic point of view, the instability of
excited solutions leads to emission of high energy particle
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radiation that could, e.g., be observed in the form of cosmic
rays. Moreover, since the local curvature of the space-time
around the string is modified by the condensate, it is
conceivable that when decaying an additional emission of
primordial gravitational waves can be expected.

Finally, let us state that our analysis clearly shows that
the underlying field theoretical structure plays a very
important role—even when considering only the macro-
physics and, hence, integrated quantities. For Nambu-Goto
simulations of cosmic string network evolution (see, e.g.,
[49-51]) the existence of a network of strings with different
tensions and the emission of gravitational waves from
excited strings could be of relevance, while for Abelian-
Higgs string simulations (see, e.g., [52-54] as well as [55]
and references therein) the excitations of the Higgs field as
well as the existence of high energy particle radiation could
be interesting to take into account.
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APPENDIX: A NOTE ON INSTABILITIES

In this appendix we show that, under some conditions, it
is possible to study the stability of a field configuration
without solving the full set of linearized field equations.
More precisely, assuming the field theory has a
Hamiltonian structure and the boundary conditions are
such that the relevant operator can be diagonalized, we
show that finding one unstable mode when viewing all
the fields except one® as nondynamical implies that the
full theory, with all fields dynamical, also has an instability.
Moreover, the growth rate of perturbations in the
“restricted” problem with only one dynamical field gives
a lower bound on the growth rate of the most unstable mode
in the full problem. We first focus on the simpler case of a
classical particle in two dimensions, which provides some
intuition as to why adding one degree of freedom generally
does not make a system more stable. We then generalize
the results to an arbitrary finite number of dimensions and
to field theory. Finally, we explain why they apply to the
model dealt with in the main text.

®This result can be easily extended to an arbitrary number of
dynamical fields following the same steps. For conciseness, we
restrict here to the case of one single dynamical field, used in the
main text.
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1. A toy model: Classical point particle in
a two-dimensional potential

Let us consider a classical particle with mass m > 0 in a
two-dimensional space, subject to a potential V. To make
things simple, let us assume V is quadratic,

A B
V(x,y) = =x* +—=y> + Cxy,

2" "2 (A1)

where A, B, and C are three real numbers. The equation of

motion 1S
#(;)=-(c 3)()
m = - .
“\y c B)\y

To determine the stability of the equilibrium position
x =7y =0, one can look for solutions with (x,y) o e
with v € C: the equilibrium is stable if all possible values of
v are real, and unstable otherwise. Plugging this ansatz into
Eq. (A2), one finds that nontrivial solutions exist if and
only if

(A2)

A—mi? C

=0. A3
C B — mv? (A3)

The eigenvalue equation is thus
(A—m?)(B-m?) - C*=0. (A4)

A straightforward calculation gives the possible eigenval-
ues as

U2:(A+B)i (A= B)? +4C?
2m '

(AS)

Although it is easy from this expression to determine
directly the stability condition, we here follow a different
route that is easier to generalize to a larger number of
degrees of freedom.

This two-dimensional case is very particular in that all
eigenvalues can be computed explicitly. However, this is
generally not the case in the presence of a large number of
degrees of freedom. One possible way to simplify the
calculations is to assume that some of them are not
dynamical. In the present case, for instance, one could
set by hand y = 0 and consider only the stability in the
x direction. Then, the equilibrium position is stable if
A > 0 and unstable if A < 0. Moreover, in the latter case
the growth rate is Im(v) = \/—A/m.

Let us now return to Eq. (A5) and see what the condition
A < 0 for instability of the restricted problem with y set to 0
by hand can tell us about the stability of the full problem
where x and y are both dynamical. Taking the — sign in this
equation, one gets
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U2:(A+B)— (A—B)2+4C2<(A+B)—(A—B)

2m 2m

<. (A6)

SRS

So, the full problem also shows an instability, with a growth
rate larger than or equal to /—A/m. This illustrates a
general fact: instabilities obtained when freezing some
degrees of freedom give a lower bound on the growth rate
of the strongest instability in the full problem.

2. Generalization to a finite number
of degrees of freedom

Let us generalize this to any finite number N of real
degrees of freedom. Let ®@ be the vector of perturbations
with respect to some equilibrium point. We assume the
Lagrangian has the form

L=LO +%(8,®)T(8,<I>) - %@T K- @+ 0(®?),
(A7)

where L(© is evaluated at the equilibrium point (and thus
independent on @), a superscript 7 denotes vector trans-
position, and K is a real matrix. The term O(®?) denotes
higher-order terms. Without loss of generality, one can
assume K is symmetric, since if K is not symmetric, one
can replace it with its symmetric part (K + K7)/2, which
does not change the value of L. Neglecting higher-order
terms in @, the evolution equation for perturbations is

0?® = -K - . (A8)
Solutions with @ « ™ exist if and only if 2% is an
eigenvalue of K.

The above analysis can be straightforwardly generalized
to complex degrees of freedom by separating their real and
imaginary parts, provided the perturbed Lagrangian can be
written in the form (A7) with vector transposition replaced
by Hermitian conjugation. The operator K can then be
chosen to be Hermitian without loss of generality.

Let us define the restricted problem by assuming that
only the M < N first degrees of freedom are dynamical.
We denote with a superscript (R) quantities pertaining to
the restricted problem. So, ®R) denotes the vector of the M
first components of ® and K®) the M by M submatrix of
K obtained by taking only the first M lines and columns.
The vector ®X) then obeys the equation

P*OR) = KR . @R) (A9)
Let us assume the restricted problem has an instability, i.e.,
that K(®) has a strictly negative eigenvalue A®). Then there

exists a configuration <I>(()R> # 0 such that
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K® . olf) — 1Rl (A10)
Our goal is to show that K also has a strictly negative
eigenvalue /, such that 4 < A(R)_ This will prove that the full
problem is also unstable, with a growth rate larger than or
equal to that of the restricted problem.

We proceed by contradiction. Let us assume for a
moment that all eigenvalues 4; of K are strictly larger than
AR Since K is a symmetric real matrix, it can be
diagonalized in an orthonormal basis. Let ® be any
nonvanishing vector. Let us expand it as

= ad,
i

(A11)

where (@;),.;y is an orthonormal basis of eigenvectors
of K, such that K®; = 4;®;, and the q; are real numbers.
We have

T K- ®=> ati; > aldP (A12)

T K- &> R . @, (A13)

To get a contradiction, we thus only have to find a vector
for which this inequality is not satisfied. One example of
such a vector, @, is found by taking the first M compo-

nents of QDE)R) and N — M 0’s. We write it schematically as

(R)
@()E <q)0 )
0

(A14)

Then,

(R) . R (R) (R
K~q>0_<K @y )_<’1 Py ) (A15)

* *

where the star represents N — M coefficients that play no
role in the following, so that

@l K- ®y =R . o) = 1Rl . @) (Al6)
We obtain a contradiction, which shows that K has at least
one eigenvalue smaller than or equal to A(®).

3. Generalization to a field theory

Let us consider a theory with N € N* real fields y;,
i € [[1,N], in (d + 1) dimensions. For all i € [1, N[, we
denote by ¢, a perturbation of the field y;. We define the
vector
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¢

#>
(A17)

P
Let us assume that the quadratic action S may be
written as

1 1
5(2>:/dtddx g|<§8t®T'8,CD—§CI>T-K-<I>>,

(A18)

where K is a real matrix of differential operators which
does not involve 0, and is independent of 7, and where g is
the determinant of the metric, assumed to be everywhere
nonvanishing. We assume all functions and their derivatives
are bounded. As above, a superscript “7” indicates vector
transposition. As above also, without loss of generality, one
can assume that K is symmetric for the L? scalar product.
Let us further assume that g is independent of time. The
linear equation on perturbations is then

PPd=—K- 0. (A19)

For each negative eigenvalue 4 of K, there is thus a growing

and a decaying mode in time, as etV Conversely, any
mode growing or decaying exponentially in time with rate v
corresponds to a negative eigenvalue —2° of K.

Let us assume that the restricted equation

b1 = Ky 161, (A20)
where K | denotes the (1,1) component of K, has a strictly

negative eigenvalue 1,. Then there exists a nonvanishing
solution ¢50) such that
0 0
K1,1¢(1 )= /1045(1 )- (A21)

Let us define the following vector of functions with only
one nonvanishing component,

(A22)

We have

123531-17



HARTMANN, MICHEL, and PETER
/ddx |9|‘D . K- /ddx\/ |9¢ K11¢

— 2 / dxy/]gl(#\”)* < 0.
(A23)

Since K is real and symmetric, it is Hermitian and thus
diagonalizable. From the above expression, using the same
argument as in the case of finite number of dimension, one
deduces that it has at least one strictly negative eigenvalue
(otherwise bracketing it with an L? vector could give only
positive or vanishing values). Moreover, for any 4; > A,
the same argument applies to K — A1, where 1 is the
identity operator, showing that K — 4;1 has (at least) one
strictly negative eigenvalue, and thus that K has one
eigenvalue strictly smaller than ;. Taking the limit
A1 — 4o, one finds that K has (at least) one eigenvalue
smaller than or equal to 4.

So, under the hypotheses of this subsection, the existence
of a strictly negative eigenvalue A, for the restricted
problem (A20) implies that of (at least) one strictly negative
eigenvalue A, < 4, for the full problem (A19).

This argument can be made manifestly Lorentz invariant
in the (t,z) plane by considering an action of the form

1 1
S? = / drd?x+/]g] <§ 0,07 -9,® — Eazqﬂ

1
~8ZCD—2<I>T-K-<I>>, (A24)
where K is symmetric for the L? scalar product, indepen-
dent of (z, z), and does not involve (9,, 0,); then the linear
equation on perturbations reads

PD - *D = —K - D. (A25)

The same argument as above (with eventually a minus sign)
shows that if 9? — 9? has a strictly negative (respectively
strictly positive) eigenvalue for the restricted problem, then
it also has a strictly negative (respectively, strictly positive)
eigenvalue for the full problem, with a larger or equal
absolute value.

4. Application to the problem studied in the main text

For simplicity, we work with the neutral model e, = 0.
We look for solutions where By = B; = 0 and assume that
the metric reads |

PHYSICAL REVIEW D 96, 123531 (2017)

ds? = de? — dr? — r2d60* — dz>. (A26)
The Lagrangian density then becomes
1 1 o1 1
L= _EGOiGOI - §G3i63’ T3 01> — 3 0.1
1 1 1 y
S0, =3 |0.0 = GG
(D P)(D'¢)" + 5 (a 0)(0'0)" = V(¢.0). (A27)

where the indices i and j run from 1 to 2. Using that
By = By = 0, this may be rewritten as

1 1 :
L= —E(a,B,.)(a,B ) +5 (0.B;)(0.B")

1 1 1 1
310 =5 10.0P + 3 1,0 =3 100

1

—2GiG" +5 (D ¢)(D'g)*

(00)(90)" = V(. 0).

n 1
2
To go further, we restrict to solutions of the form

{¢:(t, r,0,z) = e"o(t,r 2),

(A28)
o:(t.r,0,2) > @ RIE(, 1, ),

where ¢ and & are real-valued functions. The Lagrangian
density may be rewritten as

£ =—5(9,8)(9,B") +(0:B,)(0.B') + (09)°
1 1 1

(81(/7)2 + E (até)z - E (8Z§)2 + (wZ

1 1 . 2
e G L oo (i) — EL
4G,G +2(3l<p)(5¢) 5,2
Vg, $),

_ k2)§2

|
|

(B +n)*e

2‘32 7y 5(2:£)(9'¢) -
considering perturbations 6B; of B;, é¢ of ¢, and 6& of
& from a stationary solution independent of (z,z).
The second-order Lagrangian density is

1 . 1 . 1 1 1 1
£ =3 008098 +5(0.55)0.9) 3 0007 =3 0007 + 300 =305
o2 2
+ (w? = k*)8E* — %56 6GU + — (8 5¢)(0'6¢) — 12 (Bg + n)?(69)* — 5B940 - % (Bg + n)pdBydp

j(aB 0 =L B30 — e3B,008,50 + 1 (0,52) (5%
1
L V(0. 200 — L 0RV (0. D022~ 0,0V

®.8)0pdé,
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where 6G; ; = 0;6B; — 0;6B,. Let us define

PHYSICAL REVIEW D 96, 123531 (2017)

6¢
o
o=| 7 (A29)
0B,
539/7‘
We obtain
2 _1 T ! T lor
L) = 5(6,@) - (0,®) —5(6243) - (0,0) —Ed) K- O+, (A30)
where “- - -7 denotes total derivatives obtained by integration by parts to make all derivatives in » and @ act on @, and K is a

differential operator involving only 0; and depending only on r and 0. The action may thus be written in the form (A24).
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