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a b s t r a c t 

In the last years, the popularity of smartphones and social networks has been contributing to the spread 

of fake news. Through these electronic media, this type of news can deceive thousands of people in a 

short time and cause great harm to individuals, companies, or society. Fake news has the potential to 

change a political scenario, to contribute to the spread of diseases, and even to cause deaths. Despite 

the effort s of several studies on fake news detection, most of them only cover English language news. 

There is a lack of labeled datasets of fake news in other languages and, moreover, important questions 

still remain open. For example, there is no consensus on what are the best classification strategies and 

sets of features to be used for automatic fake news detection. To answer this and other important open 

questions, we present a new public and real dataset of labeled true and fake news in Portuguese, and we 

perform a comprehensive analysis of machine learning methods for fake news detection. The experiments 

were performed using different sets of features and employing different types of classification methods. A 

careful analysis of the results provided sufficient evidence to respond appropriately to the open questions. 

The various evaluated scenarios and the drawn conclusions from the results shed light on the potentiality 

of the methods and on the challenges that fake news detection presents. 

© 2020 Elsevier Ltd. All rights reserved. 
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. Introduction 

Deception is a kind of information that is intentionally pro-

uced and transmitted in order to create a false impression or con-

lusion ( Burgoon, Buller, Guerrero, Afifi, & Feldman, 1996 ). Nowa-

ays, the most dangerous type of deception, the fake news, tries to

imic the content reported by the official press. Fake news is dif-

erent from news where the source is unsure or has not performed

 thorough search on the subject, which is called misinformation,

ecause it is purposely released to deceive people ( Lazer et al.,

018 ). As a consequence, these news may be misleading or even

armful, especially when they are disconnected from their origins

nd original contexts ( Rubin, 2014 ). 

Today, social networks and instant messaging applications al-

ow deceptive content to reach a number of people that was im-

ossible before the Internet era. Due of their appealing nature,

ake news spreads rapidly ( Vosoughi, Roy, & Aral, 2018 ) influenc-

ng people’s perceptions about various subjects, from news stories

bout alleged scientific studies that confirm half-truths to state-

ents by politicians and celebrities that are distorted and act like a
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re in the timelines of social networks. In this way, fake news have

ot only influenced political elections around the world, but also

aused problems in public healthy ( e.g. , by spreading conspiracies

bout vaccination campaign) and human tragedies (as the public

ynchings and people doing justice with their own hands). 

To make things worse, it is important to highlight the human

ifficulty of detecting not only fake news, but deceptive content in

eneral. Research on this fact has already shown that humans can

nsatisfactorily separate true news from fake ones ( Charles F. Bond

 DePaulo, 2006; George & Keane, 2006 ), reaching between 50%

nd 63% success depending on what is considered deceptive ( Rubin

 Conroy, 2011 ). 

In such scenario, effort s to deal with fake news have arisen.

ommunication agencies have been giving support to fact-checking

ebsites and companies with great digital appeal ( e.g. , Facebook)

re trying to educate their users. The academy has made effort s to

ombat fake news by studying how fake news spread, whether the

tatements made in the written language are true from the auto-

atic verification of the facts, and how users behave. Some studies

n Natural Language Processing (NLP) have also explored the lin-

uistic features that might help detecting fake news. 

The attempts to detect fake news include theoretical ( Duran,

all, McCarthy, & McNamara, 2010; Hauch, Blandn-Gitlin, Masip, &

porer, 2015; Zhou & Zhang, 2008 ) and practical ( Appling, Briscoe,

 Hutto, 2015; Pérez-Rosas & Mihalcea, 2015; Rubin, Conroy, Chen,

https://doi.org/10.1016/j.eswa.2020.113199
http://www.ScienceDirect.com
http://www.elsevier.com/locate/eswa
http://crossmark.crossref.org/dialog/?doi=10.1016/j.eswa.2020.113199&domain=pdf
mailto:renatoms@dt.fee.unicamp.br
mailto:roneysantos@usp.br
mailto:talmeida@ufscar.br
mailto:taspardo@icmc.usp.br
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Fig. 1. Taxonomoy of deception behavior ( Zhou, 2005 ). 
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& Cornwell, 2016 ) NLP approaches. According to Hauch, Masip,

Blandón-Gitlin, and Sporer (2012) , the automation of deceptive

content detection is attractive for at least two reasons: i) such sys-

tems can be more objective than human judges, who are prone

to biases ( Levine, Park, & McCornack, 1999 ); and ii) online judg-

ments of multiple cues from videos or audios can overwhelm the

judge and lead to delays and errors. Therefore, NLP-based appli-

cations try to use linguistic patterns that serve to detect whether

information is fake or not. However, much of the difficulty in such

NLP-based research lines resides in the fact that it is language de-

pendent and there are very few available corpora to develop and

test the systems, mainly if we consider non-English languages. 

To help filling this gap, we have recently presented preliminary

data regarding a new dataset of labeled fake news written in Por-

tuguese, called Fake.Br Corpus ( Monteiro et al., 2018 ). In such pa-

per, we basically have explained the data acquisition and labelling

processes and run some preliminary classification algorithms. 

In this paper, we have significantly extended the previous work

by first introducing in details the manually built reference cor-

pus with true and fake news, which was made publicly available

in order to foster research and advances in the area. Then, we

report experiments with machine learning techniques (using var-

ied strategies, such as ensemble and stacking) on different sets of

features (linguistic-based features and distributive and distributed

text representations). We show that we significantly outperformed

previous results recently reported in the literature over the same

corpus, and we provide proper answers for the following impor-

tant research questions that still remain open: 

• Q1: What are the best current methods for automatic detection

of fake news? 
• Q2: What is the best feature set for fake news classification? 
• Q3: What is the impact of different classification strategies (e.g.,

ensemble and stacking) for fake news detection? 
• Q4: Can the size of the texts influence the results of the classi-

fication? 

The remainder of this paper is organized as follows. Next sec-

tion presents the main related work in the area. Section 3 details

the Fake.Br Corpus . Sections 4 and 5 report our experiments and

the obtained results. Conclusions and guidelines for future work

are presented in Section 6 . 

2. Related work 

In the NLP and related areas, the task of deceptive content de-

tection has seen some important efforts and produced promising

results, mainly motivated by the devastating nature of fake news. 

Formally, in definitional terms, according to Rubin, Chen, and

Conroy (2015) , three main types of deception can be identified: (i)

deception for humor purposes, making use of sarcasm and irony

for producing parodies and satires; (ii) fake content to deceive peo-

ple and spread misinformation; and (iii) the non-confirmed infor-

mation that is publicly accepted – the rumors. Fake news usually

fit in the second type. 

Zhou (2005) has broadly defined a range of behaviors that peo-

ple show when they are consciously generating or disseminating

deceptive content, strategically or not. Such behaviours are orga-

nized through a taxonomy, reproduced in Fig. 1 . 

The taxonomy has two main groups: indicators of verbal and

nonverbal language. Verbal indicators are directly related to the

spoken or written content and language, whereas nonverbal cues

focus on accessory features that are exhibited while a person

is producing content. The verbal indicators are divided into two

subgroups: linguistics-based and content-based. Linguistics-based

verbal indicators include the attributes of the language, such as
rammatical classes, semantics, spelling errors, and content diver-

ity. NLP initiatives have mainly focused on this kind of features.

ontent-based verbal indicators focus on what is being transmit-

ed, i.e. , on identifying the meaning of content sent to the user.

he fact-checking models are in this subgroup. Nonverbal behav-

ors can be grouped further according to the source of the behav-

or as paralinguistic or proxemic-kinesic features. Paralinguistic at-

ributes refer to properties that do not directly refer to the content

f the speech, including tone and filled pauses, typing traces, par-

icipation behavior in a discourse, and so on. The proxemic-kinesic

eatures describe a person’s body postures, facial expressions, eye

ovements, and so on. They are usually associated with face-to-

ace communication. 

The use of textual features to indicate potentially mislead-

ng content was studied in a variety of modalities and contexts

resented in the literature ( Burgoon et al., 1996; Pennebaker,

ehl, & Niederhoffer, 2003 ). Methods for identifying deceptive

ontent have been explored, using varied features, as cited by

onroy, Rubin, and Chen (2015) and systematically organized by

hou and Zhang (2008) . There are relevant related work in the

eld of instant messengers, e-mails, chat rooms, social networks,

nd journalistic news. Zhou, Burgoon, Twitchell, Qin, and Nuna-

aker (2004a) propose to look at the amount of verbs and mod-

fiers (adjectives and adverbs), text complexity (average sentence

ength and average word length), pausality (rate of occurrence

f punctuation marks in the sentences), uncertainty (number of

odal verbs and passive voice), non-immediacy (number of per-

onal pronouns), expressivity (number of adverbs and adjectives

n relation to nouns and verbs), diversity, and informality features.

érez-Rosas and Mihalcea (2014) , Pérez-Rosas and Mihalcea (2015) ,

nd Pérez-Rosas, Kleinberg, Lefevre, and Mihalcea (2017) evalu-

te the performance of machine learning classifiers using bag

f words, part of speech tags, syntactic information, readabil-

ty metrics, and word semantic classes. Of special interest to us,

onteiro et al. (2018) test some of these features for the corpus

hat we introduce here, producing promising results. 

There are also other efforts to identify deception. For instance,

ppling et al. (2015) look for indications of falsification, exagger-

tion, omission, and deception in declarations in social networks,

valuating the following hints in the texts: lies, contradictions, dis-

ortions, phrase modifiers, superlatives, lack of information, half

ruths, subject change, irrelevant information, and misconception.

otthast, Kiesel, Reinartz, Bevendorff, and Stein (2018) use writing

tyle patterns to detect hyperpartisan news, i.e. , a type of “news”

hat is extremely one-sided, inflammatory, emotional, and often

ull of untruths, in connection to fake news. Volkova, Shaffer, Jang,

nd Hodas (2017) propose cues related to verbs (covering assertive,

active, implicative, and report verbs), subjectivity cues (polarity of
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ords) and psycholinguistic cues ( e.g. , factual data and personal

ronouns). 

Regarding fact-checking, the researches focus mostly on struc-

uring the information for further analysis. Thorne and Vla-

hos (2018) consider that a frequent entry for fact-checking ap-

roaches is a triple (subject, predicate, and object), with the jus-

ification that this type of input facilitates the fact checking in

tructured databases (and in some cases when they are semi-

tructured). Ciampaglia et al. (2015) use the concept of knowledge

raphs filled with infoboxes from Wikipedia: when given a new

nformation, it is assumed to be true if the predicate of the state-

ent exists as an edge in the graph, or if there is a shortest path

onnecting the related nodes. Although most of the effort s in this

ine use the classification of the statement on a scale between fake

nd true, other initiatives highlight alternative ways of checking

ontent, such as verifying whether the statement is common sense

 Angeli & Manning, 2014; Habernal, Wachsmuth, Gurevych, & Stein,

018 ), a rumor ( Zubiaga, Aker, Bontcheva, Liakata, & Procter, 2018 ),

r a clickbait ( Chakraborty, Paranjape, Kakarla, & Ganguly, 2016;

otthast et al., 2018 ), and if the title of the text is related to its

ontent ( Chesney, Liakata, Poesio, & Purver, 2017 ). Rashkin, Choi,

ang, Volkova, and Choi (2017) evaluate the reliability of news arti-

les, classifying them as reliable, hoax, satire, or advertisement. At

he sentential level, Hassan et al. (2015) modeled a classifier that

ategorized sentences from presidential debates into three cate-

ories: non-factual sentence (opinions, beliefs, and declarations),

nimportant factual sentence (factual, but not check-worthy), and

heck-worthy factual sentence (factual claims that are true). 

Although the task is recent, some corpora with different types

f deception have been created. For example, Pérez-Rosas and Mi-

alcea (2014) introduce three datasets on popular topics (abor-

ion, death penalty, and feelings about friendships) with 100 de-

eptive and 100 truthful sentences. Rubin et al. (2016) build two

atasets of satirical and true news for the domains of civics, sci-

nce, business, and “soft” news, summing up 240 texts. Pérez-

osas et al. (2017) collect two datasets about celebrities: the first

ne was collected from the web (with 100 fake and 100 true

ews), and the other emulates journalistic writing style (with 240

ake news). The Emergent ( Ferreira & Vlachos, 2016 ) and LIAR

 Wang, 2017 ) are also well-known corpora for the English lan-

uage. There are also some available datasets in Dutch ( Verhoeven

 Daelemans, 2014 ), Chinese ( Zhang, Wei, Tan, & Zheng, 2009 ),

nd Italian ( Fornaciari & Poesio, 2013 ) languages. The cited corpora

ere constructed in different ways. Most of them were manually

ollected, searching for the fake and true news (or, sometimes, not

he full texts, but only parts of them) in websites, in a time con-

uming and laborious approach. Other corpora used crowdsourcing

o collect the texts, using Amazon Mechanical Turk or proprietary

nline platforms, having to deal with issues of reliability and spon-

aneity of the data and willingness of online users to contribute. 

It is also worthy citing some recent international effort s f or

uilding datasets and performing scientific contests in related

asks, such as the ones of CLEF 2019 (in the ProtestNews and

heckThat! evaluation tracks) 1 and SemEval 2019 (in the Hyper-

artisan News Detection track). 2 

Despite recent effort s, there is still few real, public, and labeled

ollections of fake news, especially for non-English languages. Such

atasets are essential for machine learning workflows, such as fea-

ure extraction and analysis, as well as training and testing of dif-

erent filtering approaches. 

To help fill this important gap, we report our effort s to build

 reference corpus of aligned true and fake news – the Fake.Br
1 http://clef2019.clef-initiative.eu/index.php?page=Pages/labs _ info.html . 
2 https://pan.webis.de/semeval19/semeval19-web/ . 

s  

m

orpus – that may subsidize the research efforts in the area, spe-

ially for the Portuguese language, which is the native language

f the authors of this paper. To the best of our knowledge, this is

he first corpus of such nature for this language. Differently from

ost of the corpora cited before, the corpus we present here was

uilt with a mixed approach: we have manual steps, but we also

mploy automatic processes to speed up the corpus construction,

esulting in a semi-automatic strategy; our manual steps were also

erformed to favor reliability. The corpus and the related processes

o build it are described in what follows. 

. The FAKE.BR CORPUS 

Creating a corpus with the potential to be a benchmark is

 challenging task with several project decisions underlying it.

ovy and Lavid (2010) , who are reference authors in the area, cite

ome important research questions that anyone working with cor-

us should pay attention, which include issues related to select-

ng the texts to compose the corpus, determining the phenomenon

f interest to annotate, performing the annotation (which, in turn,

equires selecting the annotators and, if necessary, the annotation

nterface, as well as to constantly follow and evaluate the annota-

ion work), and distributing the corpus. Depending on the corpus

urpose, each step must be appropriately adapted. 

Besides the general guidelines in the area for corpus construc-

ion, specific directions do exist for building corpora of deceptive

ontent. Rubin et al. (2015) suggests that: the corpus should have

ruthful texts and their corresponding deceptive versions (which,

ccording to the authors, is challenging), in order to allow find-

ng patterns and regularities in “positive and negative instances”;

he texts in the corpus should be in plain text format (simplifying

he posterior NLP tasks); the texts should show similar number of

ords (to avoid bias in learning) 3 ; the whole corpus should be-

ong to a specific time interval (as language is alive and writing

tyle changes in time, what might bring problems for the corpus

ntended purposes); and the corpus should keep the related meta-

ata information ( e.g. , the URL of the news, the authors, publica-

ion date, and number of comments and visualizations) because it

an be useful for fact checking algorithms. 

We have followed the above steps and directions to create our

orpus for the final purpose of fake news classification. For such

urpose, our corpus is composed of aligned true and fake news

ritten in (Brazilian) Portuguese. For the alignment, we mean that,

or each fake news, we collected a corresponding true news, which,

f not explicitly denying the fake news, is topically related (which

s the most common case). 

To find the appropriate texts to compose the corpus was a chal-

enging task. We searched the web for the available fake news,

hich were manually checked to guarantee that they had decep-

ive content. The manual verification was important to ensure the

ata quality and, therefore, the reliability of the resulting corpus.

he selected fake news were then used in a semi-automatic pro-

ess to look for their corresponding true versions in the web. 

The availability of the deceptive news and their corresponding

rue versions is very important for machine learning tasks (which

equire positive and negative instances for the learning success)

nd linguistic investigations, which look for textual patterns and

heir contexts of usage for language description. 

Our resulting corpus has 7200 news (3600 fake and 3600 le-

itimate news) in plain text individual files. For each fake news,

e tried to collect a corresponding true news with similar text

ize. However, in general, the true news in the corpus are longer
3 If the texts have very different sizes, normalization (such as text truncation) 

ay be performed. 

http://clef2019.clef-initiative.eu/index.php?page=Pages/labs_info.html
https://pan.webis.de/semeval19/semeval19-web/
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Fig. 2. Process of building the Fake.Br Corpus . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

s  

F  

n  

t  

i  

t  

a

 

t  

i  

f  

n  

q  

t  

i  

t  

c

c  

w  

n  

(  

t  

c  

c

 

i  

v  

i  

(  

m  

a

 

t  

t  

t  
than their corresponding fake news versions. Most of the news we

collected were published between January of 2016 and January of

2018. In addition to the plain text of the news, we also saved all

the available metadata information. 

The general schema of the process of collecting news for the

Fake.Br Corpus is shown in Fig. 2 . The whole process (including

the analysis of the news) took approximately three months — from

December 2017 to February 2018 — to be fully accomplished. 

The first step was collecting the fake news. We initially looked

for sites and blogs that post dubious news. According to the Mon-

itor Tool of the Political Debate in the Digital Media, from the Re-

search Group on Public Policies for Access to Information, 4 some

characteristics of layout and content may help to identify a site

that reproduces false content, which are listed below: 

• The author of the news is not cited; 
• The titles of the news are sensationalist, i.e. , they lead the

user to click on it for curiosity; 
• The news contains grammatical and agreement errors, as

well as adjectives, such as “coup” and “thief”, among others

of strong sense; 
• The news is written in a way that has many uppercase let-

ters, with multiple exclamation or question marks, since this

type of text is often not written in newspaper essays; 
• The news does not indicate when the fact happened, not

containing other sources and references; 
• The site does not have a page that identifies its administra-

tors or journalists in charge of the news. When there is, in

some cases, the “Who We Are” page does not allow to iden-

tify who is responsible for the site and its content; 
• The site has a polluted and sometimes confusing layout,

which makes it to look like big news sites, showing credi-

bility to users who do not quite understand what is shown. 

In a manual search on the web, we identified four sites with

the characteristics presented above: DiÃ!‘rio do Brasil, The Folha do

Brasil, The Jornal Brasil and Top Five TV . We manually checked the

news to prevent collecting news that contains half-truths. There-

fore, we only selected 

5 completely fake news to compose the cor-

pus. Two people were involved in this task. The checking step was
4 Available at http://gpopai.usp.br/monitor/070616/ , accessed on Mar 22, 2019. 
5 No automatic crawling was done, neither any keywords were used to 

search/filter the news in the sites. 
upported by online news portals, such as Agncia Lupa , 6 Fato ou

ake , 7 Aos Fatos , 8 and Boatos.org , 9 that perform fact-checking for

ews in Portuguese, listing and commenting each one. It is impor-

ant to highlight that, as this checking step was mostly mechanical,

.e., looking for the fake news in the online portals and verifying

he comments about their content, it made no sense to compute

greement annotation measures in this case. 

Once we had the fake news, we used a web crawler to collect

he true news from webpages of some prestigious news agencies

n Brazil, such as G1, Folha de SÃ£o Paulo , and EstadÃ£o . To per-

orm the search, we used some keywords extracted from the fake

ews, such as the nouns and verbs of the titles, and the most fre-

uent words (after removing stopwords). This process resulted in

he retrieval of 40,0 0 0 news. After, we used the cosine lexical sim-

larity measure ( Salton & McGill, 1986 ) to select one corresponding

rue news for each fake news previously collected. The equation to

ompute the cosine similarity ( cos ) is shown below: 

os ( � f , � v ) = 

�
 f · � v ∣∣� f 
∣∣| � v | = 

∑ n 
i =1 f i v i √ ∑ n 

i =1 f 
2 
i 

√ ∑ n 
i =1 v 2 i 

(1)

here �
 f represents the fake news and 

�
 v the true news. The two

ews are converted into vectors by some vector representation

 e.g. , bag of words). The cosine similarity value is a number in

he interval [0,1], where the value 0 indicates that the vectors are

ompletely different and the value 1 indicates that the vectors are

ompletely similar. 

Finally, we have also manually checked the selected true news

n order to guarantee that they were topically related to their fake

ersions. The same two people that checked the fake news were

n charge of checking the topically relatedness of the true news

which is also a straightforward process, without need of agree-

ent measurement). Table 1 shows some examples of aligned true

nd fake news in the corpus. 

The news in the corpus may be categorized in the following

opics: economy, science & technology, society & daily news, poli-

ics, religion, and TV & celebrities. We manually assigned the news

o the topics that they were associated to in the sites they were
6 https://piaui.folha.uol.com.br/lupa/ . 
7 https://g1.globo.com/fato- ou- fake/ . 
8 https://aosfatos.org/ . 
9 https://www.boatos.org/ . 

http://gpopai.usp.br/monitor/070616/
https://piaui.folha.uol.com.br/lupa/
https://g1.globo.com/fato-ou-fake/
https://aosfatos.org/
https://www.boatos.org/
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Fig. 3. Frequency of news by category in the Fake.Br Corpus . 

Table 1 

True and fake news: examples from the corpus. 

Fake True 

Polos magnéticos da Terra podem se inverter e causar colapso 

mundial: “A Terra ficaria inabitável”. Aos menos 100 mil pessoas 

morreriam por ano pela alta nos níveis de radiação espacial.” Se o 

campo magnético continuar a diminuir e os polos magnéticos se 

inverterem, a Terra pode acabar como Marte – um local seco, árido 

e incapaz de preservar a vida. 

Inversão dos polos magnéticos da Terra pode ocorrer mais 

rápido do que o previsto. Segundo afirmações, essas ocorrências 

são, a princípio, indistinguíveis das verdadeiras mudanças nos 

polos. Apesar dessas reversões não representarem qualquer 

ameaça áhumanidade, os especialistas alertam que poderão 

gerar falhas nos satélites que orbitam a Terra. 

Temer avisa que vai vetar a lei anti-Uber. Mesmo com a aprovação 

dos deputados federais a lei que dificulta o trabalho do UBER no 

Brasil poderá ser vetada pelo presidente Michel Temer. A equipe do 

presidente Michel Temer diz esperar que as emendas consideradas 

prejudiciais ao serviço de transporte Uber – empresa que conecta 

motoristas particulares a passageiros – e similares sejam alteradas 

ou derrubadas pela base aliada no Senado. 

Prefeitura de SP flexibiliza futuras regras para motoristas de 

aplicativos. Ás vésperas do início da vigência das novas regras 

para aplicativos de transporte em São Paulo, a gestão João 

Doria (PSDB) decidiu flexibilizar nesta sexta-feira (5) alguns 

pontos da regulação e adiou o prazo para que motoristas e 

aplicativos se preparem antes de serem fiscalizados. 

Table 2 

Basic analysis of the Fake.Br Corpus . 

Features True news Fake news 

Average number of tokens 1268.5 216.1 

Average number of types (without punctuation symbols and numbers) 494.1 119.2 

Average size of words (in characters) 4.8 4.8 

Type-token ratio 0.47 0.68 

Average number of sentences 54.8 12.7 

Average size of sentences (in words) 21.1 15.3 

Average number of verbs (normalized by tokens) 13.4 14.3 

Average number of nouns (normalized by tokens) 24.6 24.5 

Average number of adjectives (normalized by tokens) 4.4 4.1 

Average number of adverbs (normalized by tokens) 4.0 3.7 

Average number of pronouns (normalized by tokens) 5.2 5.0 

Average number of stopwords (normalized by tokens) 32.8 31.0 

Proportion of texts with spelling errors 3.0 36.0 
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10 To find spelling errors, we have (i) used the ENELVO text normalization tool 

( Bertaglia & Nunes, 2016 ) (which is a state of the art tool for Portuguese) to auto- 

matically correct the texts and (ii) compared the original and corrected versions of 
ollected from. We also make this information available in the cor-

us distribution (as we comment later). The distribution of news

y category is shown in Fig. 3 . We can see that politics is the most

requent topic. 

We show in Table 2 an analysis of the news in relation to some

raditional NLP features that are based on the number of types,

okens, sentences, verbs, adjectives, and other components of the

entences. 

It is perceptible that the true news are much larger in size

han the fake news, in number of tokens, words, terms and

haracters, hurting one of the recommendations proposed by

ubin et al. (2015) , which can be a problem to machine learning

lgorithms because this characteristic can bias the classification. 
t
We can see in Table 2 that the number of nouns, adjectives, ad-

erbs, and pronouns in the true news is higher than in fake news.

n the other hand, the fake news, in general, have more spelling

rrors (36% of fake news has some type of spelling error against

nly 3% of the true news) 10 . 

We have also computed the linguistic features proposed by

hou et al. (2004a) (see Table 3 ). The pausality feature indicates

he occurrence of pauses in the text, which is computed as the
he texts to detect texts that had to be corrected. 
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Table 3 

Features of Zhou et al. (2004a) computed for the Fake.Br Corpus . 

Features True news Fake news 

Average pausality 3.04 2.46 

Average emotiveness 0.21 0.20 

Average uncertainty 2.11 2.39 

Average non-immediacy 0.235 0.249 
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number of punctuation marks over the number of sentences. Emo-

tiveness measures the language expressiveness ( Zhou, Twitchell,

Qin, Burgoon, & Nunamaker, 2003 ), calculated as the sum of the

number of adjectives and adverbs divided by the sum of the num-

ber of nouns and verbs. Uncertainty is based on the occurrences of

modal verbs and the use of passive voice. The non-immediacy fea-

ture is based on the frequency of use of the 1st and 2nd pronouns.

To offer a general view of the most important corpora in the

literature (that we cited in the previous section) and the similar-

ities and differences in relation to our Fake.Br corpus, we show

in Table 4 a synthetic comparative view of the corpora. One may

see that our corpus is among the largest ones (after the corpora of

Rashkin et al. (2017) and Wang (2017) ); considering the ones with

aligned texts, our corpus is the biggest one by a large margin. 

Finally, it is important to highlight that the Fake.Br Corpus is

publicly available 11 . 

In what follows, we present a set of experiments performed to

check if well-known text categorization techniques can be success-

fully employed to automatically detect fake news in Portuguese

language. For this, different text representation techniques, fea-

tures and text categorization approaches have been combined to

provide robust results that can be used as a baseline for future

comparisons. 

4. Experiments 

The experiments were diligently designed to find proper an-

swers for the open research questions presented at the end of

Section 1 . For this, we performed experiments using the follow-

ing linguistic based-features ( Monteiro et al., 2018; Zhou, Burgoon,

Twitchell, Qin, & Nunamaker, 2004b ): pausality, emotiveness, un-

certainty over the number of verbs of the news, non-immediacy,

diversity, average size of the sentences, average size of the words,

number of spelling errors. The four first features were introduced

in the previous section. Diversity is computed as the total number

of different content terms over the number of content terms ( i.e. , it

is a more refined version of the type-token ratio). All the features

are properly normalized. 

Each sample was also represented in three different ways:

with the traditional bag-of-words (BoW) and with two dis-

tributed text representations using the state-of-the-art Word2Vec

( Mikolov, Sutskever, Chen, Corrado, & Dean, 2013 ) and FastText

( Bojanowski, Grave, Joulin, & Mikolov, 2017 ) techniques. In the ex-

periments with BoW, we used the TF-IDF (term frequency-inverse

document frequency) technique to adjust the weights of the tokens

of each document. For Word2Vec and FastText, we used the pre-

trained word vectors proposed in Hartmann et al. (2017) . The mod-

els used to generate these vectors were trained with Portuguese

language documents from 17 datasets of different domains, totaliz-

ing 1,395,926,282 tokens. For both Word2Vec and FastText, we use

vectors with 300 dimensions trained with the Skip-Gram approach

( Hartmann et al., 2017 ). For each document of the Fake.Br Cor-

pus , we obtained the pre-trained vector for each word and then
11 At https://github.com/roneysco/Fake.br-Corpus and in the OPINANDO project 

webpage at https://sites.google.com/icmc.usp.br/opinando/ . 

S  

b  

b  

b  
e compute their average ( Joulin, Grave, Bojanowski, & Mikolov,

017 ). 

.1. Preprocessing 

In the experiments with the linguistic-based features, we ap-

lied the Z-score normalization using information from the train-

ng examples. 

Before generating the feature vectors with BoW, Word2Vec or

astText, all instances of our dataset were converted to lower-

ase. Then, numerals, URLs, and emails were normalized into the

ummy features ‘0’, ‘URL’, and ‘EMAIL’, respectively. After that, we

okenize the documents based on whitespaces and punctuation

arks. Fig. 4 presents word clouds to visually summarize the rel-

tive frequency of tokens obtained after the preprocessing. As we

an see, many frequent words in the true news also occur in fake

ews, which may hinder the identification of the news class. 

.2. Methods 

We performed experiments with the following established clas-

ification methods: logistic regression (LR) ( Yu, Huang, & Lin, 2011 ),

upport vector machines (SVM) ( Boser, Guyon, & Vapnik, 1992;

ortes & Vapnik, 1995 ), decision trees (DT) ( Breiman, Friedman, Ol-

hen, & Stone, 1984 ), random forest (RF) ( Breiman, 2001 ), bootstrap

ggregating (bagging) ( Breiman, 1996 ), and adaptive boosting (Ad-

Boost) ( Freund & Schapire, 1996 ). 

We used the implementations of all methods from

cikit-learn library ( Pedregosa et al., 2011 ). The experi-

ents with SVM were evaluated using a linear kernel because its

omputational cost is lower than RBF and polynomial. Moreover,

s the performance of SVM, RF, Bagging, and AdaBoost can be

ighly affected by the choice of parameters, we performed a grid

earch using hold-out cross-validation to find the best values for

heir main parameters. For the regularization parameter of SVM,

he following range of values were analyzed: { 2 −5 , 2 −3 , 2 −1 ..., 2 15 } .
or the number of estimators used in RF, bagging, and AdaBoost,

he following range of values were analyzed: {10, 30, 50, ..., 110}.

or the other methods, we set their parameters to the default

alues. 

.3. Performance measures 

To compare the results, we employed the following well-known

erformance measures for spam and other misleading content

 Silva, Alberto, Almeida, & Yamakami, 2017 ): 

• Legitimate news blocked rate (LBR) or false positive rate:

proportion of legitimate news incorrectly labeled as fake

news (the lower, the better); 
• Fake news caught rate (FCR) or recall: proportion of fake

news correctly identified (the higher, the better); 
• Fake news precision rate (FPR): proportion of news classified

as fake and that truly belong to the fake class; 
• F-measure: harmonic average of the FCR and FPR. 

. Results 

We performed experiments with linguistic-based features and

ith features generated by varied text representation techniques

BoW, Word2Vec, and FastText). 

As the legitimate news are often longer than fake news (see

ection 3 ), we evaluated the hypothesis that the classifiers can be

iased by the size of the text. If this hypothesis is true, conclusions

ased on the results obtained with the full texts may be wrong

ecause the classifiers can present overestimated performance. In

https://github.com/roneysco/Fake.br-Corpus
https://sites.google.com/icmc.usp.br/opinando/
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Table 4 

A synthetic view of the corpora in the literature. 

Reference work Name of 

the corpus 

Language Type of 

deception 

Number of 

true texts 

Number of 

deceptive texts 

Topics of the texts Aligned 

texts? 

Specific time 

interval? 

Available metadata? Construction 

mode 

Zhang et al. (2009) - Chinese Rumor 131 187 Sports, Entertainment, 

Social life 

No Yes 

(2001-2008) 

None Semi- 

automatic 

Fornaciari and 

Poesio (2013) 

DECOUR Italian Fake News 1202 945 People testimony (calumny 

and false testimony) 

No No Time of hearings, Time 

stamps 

Manual 

Pérez-Rosas and 

Mihalcea (2014) 

- English and 

Spanish 

Fake News 100 100 Abortion, Death penalty, 

Best friend 

No No None 

Crowdsourcing 

Verhoeven and 

Daelemans (2014) 

CSI Dutch Fake News 270 270 Musicians, Food chains, 

Books, Smartphones, 

Movies 

No Yes 

(2012-2013) 

Age, Gender, Region of 

origin, Personality, 

Sexual orientation 

Manual 

Vlachos and Riedel 

(2014) 

- English Fake News 135 86 Politics and public life No No Date, Author, Link Manual 

Ferreira and 

Vlachos (2016) 

Emergent English Rumor 1,237 395 World and national U.S. 

news, Technology 

No No None Manual 

Rubin et al. (2016) - English Humorous 

Fakes 

240 240 Civics, Science, Business, 

“Soft” news 

Yes Yes (2016) None Manual 

Pérez- 

Rosas et al. (2017) 

- English Fake News 340 340 Sports, Business, 

Entertainment, Politics, 

Technology, Education 

Yes No None Manual and 

crowdsourc- 

ing 

Rashkin et al. (2017) - English Fake News and 

Humorous 

Fakes 

13,995 60,481 U.S. news and world 

reports 

No No None Automatic 

Wang (2017) LIAR English Fake News ~4600 ~8,200 Economy, Health care, 

Taxes, Federal budget, 

Education, Jobs, State 

budget, Candidates 

biography 

No Yes 

(2007-2016) 

Speaker affiliations Manual 

Our corpus Fake.Br Brazilian 

Portuguese 

Fake News 3600 3,600 Politics, Economy, TV & 

celebrities, Society & daily 

news, Science & 

technology, Religion 

Yes Yes 

(2016-2018) 

Link, Date, Number of 

links 

Semi- 

automatic 
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Fig. 4. Word clouds representing the relative frequency of the tokens. 

Table 5 

Scores obtained by each method in the experiments with the 

linguistic-based features. 
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r  

b  
real world applications, they could easily be tricked by long fake

news. To evaluate this hypothesis and answer the research ques-

tion Q4 presented at the end of Section 1 , we compared the results

obtained using full texts with the results obtained using truncated

ones. 

In what follows, we report the results of experiments consider-

ing different settings. 

5.1. Results obtained with the linguistic-based features 

Table 5 shows the results obtained with the linguistic-based

features. The results are sorted by F-measure and bold values indi-

cate the best scores. The scores are presented as a grayscale heat

map, where the better the score for a given method, the darker the

cell color. 

All methods obtained an F-measure above 0.9, which indicates

that the linguistic-based features are sufficiently informative to de-

tect more than 90% of the fake news (FCR). 

RF obtained the best result for all the four performance mea-

sures. It was able to detect more than 94% of fake news with the

price of wrong blocking 6% of true news. On the other hand, NB

achieved the worst LBR (0.135) and FPR (0.875), while DT obtained

the worst FCR (0.902) and F-measure (0.901). 

5.2. Results obtained with features generated by text representation 

techniques using full texts 

In this section, we present the results of the experiments

with the three text representation techniques previously described:

BoW, Word2Vec, and FastText. The full text of the documents was

used, that is, we did not use any truncation process. 

For BoW, we performed the following experiments: 

1. Stopwords were not removed and stemming was not applied

( Table 6 a); 

2. Stopwords were removed ( Table 6 b); 

3. Stopwords were removed and stemming was applied

( Table 6 c); 

4. Stopwords were removed and information gain technique
was used for selecting the best 1,0 0 0 features ( Table 6 d); a
Table 6 synthesizes our results for the BoW variations and for

he Word2Vec and FastText methods. In each subtable of Table 6 ,

old values indicate the best scores. Moreover, the scores are pre-

ented as a grayscale heat map, where the better the score for a

iven method, the darker the cell color. 

The results indicate that removing stopwords and applying

temming did not improve the performance of the classification

ethods. In the experiments with the straightforward BoW, LR

the best overall classifier) was able to detect about 98% of fake

ews with the price of wrongly blocking 3.8% o true news. In the

xperiment with stopwords removing, the rate of fake news de-

ected by LR was about the same, but the best rate of true news

rongly blocked increased to 4.6%. After applying stemming, the

ate of true news wrongly blocked by LR increased to 5.0%. There-

ore, there is evidence that these preprocessing techniques can re-

ove features that are important for the fake news classification,

s well as in some other text classification tasks such as spam de-

ection ( Méndez, Iglesias, Fdez-Riverola, Díaz, & Corchado, 2006 ).

he scores shown in Table 6 d indicate that feature selection was

lso not effective. 

The results with BoW were better than those obtained with

ord2Vec and FastText. For example, the best F-measure obtained

ith BoW was 0.971, while in the experiments with Word2Vec

nd FastText, the best F-measure was 0.893 and 0.897, respec-

ively (a difference of more than 7%). Fake news, in general, con-

ains noise such as abbreviations, slang, and misspelled words. The

ord2Vec and FastText models used to generate the word vec-

ors were trained with documents from Wikipedia, Google News,

nd other sources that, in general, contain well-written, low-noise

ext. Therefore, we believe that these models do not generate rep-

esentative vectors for fake news. Probably, if the word embed-

ing models had been trained with noisy documents, the results

ould have been better since some studies recommend train-

ng distributed representation models with a corpus composed

y text with the same characteristics of the application domain

 Lochter, Pires, Bossolani, Yamakami, & Almeida, 2018 ). 

The scores in the experiments with BoW ( Table 6 ) were also

etter than those obtained with the linguistic-based features

 Table 5 ). For example, the best overall method in the experiments

ith BoW obtained a LBR of 3.8%, while the LBR obtained by the

est overall method in the experiment with linguistic-based fea-

ures was 6%. However, the dimensionality of the BoW-based rep-

esentation is very higher than the dimensionality of the represen-

ation based on linguistic features. Therefore, in devices with low

omputational resources, a fake news filter based on linguistic fea-

ures may be more advantageous. 

Regarding the classification methods, it is clear that logistic re-

ression obtained the best score in most of the experiments with

he BoW-based representation, being able to detect, on average,

7% of fake news with the price of wrongly blocking, on average,

% of true news. In the experiments with the distributive text rep-

esentation techniques (Word2Vec and FastText), RF achieved the

est results. On the other hand, DT and NB obtained the worst FCR

nd F-measure in all the experiments. 
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Table 6 

Scores obtained by each method in the experiments with the full texts. 
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.3. Results obtained with features generated by text representation 

echniques using truncated texts 

In this section, we show in Table 7 the results of the same ex-

eriments presented in the previous section but with truncated

exts (limited to 200 tokens). 

As in the experiments with the full texts, the results in

able 7 indicate that removing stopwords, applying stemming, and

erforming feature selection did not improve the results with the

runcated news. The best F-measure with BoW was 0.937, but it

ecreased to 0.924 after removing stopwords, it decreased to 0.920

fter applying stemming, and it decreased to 0.898 after apply-

ng feature selection. The drop in scores was also observed for all

hree other performance measures. As we discuss in Section 5.2 ,

e believe that these techniques remove important features for

ake news detection. 

The results in the experiments with Word2Vec and FastText

ere inferior to those obtained in experiments with BoW. For ex-

mple, the best rate of fake news detected in the experiments

ith Word2Vec and FastText was 11% lower in comparison to the

est result of the experiments with BoW. At the same time, in

he experiments with BoW, the best classifier wrongly blocked

3% fewer true news than the best classifier of the experiments

ith Word2Vec and FastText. These results reinforce the hypothe-

is raised in the previous section that the word embedding models

enerated vectors of low quality because they were trained with

ell-written texts. Fake news have noises ( e.g. , misspelled words

nd slangs) and, therefore, we believe that models trained with

oth well-written documents and noisy documents could gener-

te more representative vectors. Unfortunately, we did not find any

ublic model of word embeddings trained with a corpus composed

f well-written and noisy Portuguese language documents. 

We show in the previous section that the results obtained with

he full texts were higher than those obtained with the linguis-

ic features. However, the same performance was not observed in
he experiments with truncated texts. The FCR and F-measure ob-

ained in these experiments, for all textual representation tech-

iques, were inferior to the results obtained with the linguistic-

ased features. For example, the best FCR and F-measure in the ex-

eriments with truncated texts were, respectively, 0.937 and 0.932,

hile the best FCR and F-measure obtained with linguistic-based

eatures were both 0.941. If we analyze the LBR and FPR, we can

ee that the analysis of the results is different, since the values of

hese two performance measures were better in the experiments

ith the truncated texts. The best LBR and FPR in the experiments

ith truncated texts were, respectively, 0.057 and 0.943, while the

est LBR and FPR obtained with linguistic-based features were, re-

pectively, 0.060 and 0.940. 

The great difference between the results obtained with the full

exts and the truncated texts confirms our hypothesis that the clas-

ifiers are biased by the size of the text. Therefore, we recommend

hat studies that investigate fake news evaluate the classification

ethods based on the truncated texts because experiments with

ull texts can present overestimated results. It is important to look

or classification methods that use other characteristics of the doc-

ments to identify their classes because the size of the text (num-

er of terms) can be easily manipulated by fake news writers. 

In the experiments with truncated texts, as well as in the exper-

ments with full texts, LR obtained the best scores in most experi-

ents with BoW. On the other hand, SVM obtained the best results

n the experiments with Word2Vec and FastText. NB and DT, as in

he previous experiments, obtained the lowest results. For exam-

le, in the experiment with FastText, DT has detected less than 67%

f fake news and wrongly blocked more than 31% of true news. 

Given that the best results considering all the experiments were

btained using BoW and linguistic-based features, we raised the

ypothesis that combining the predictions using these features can

mprove the overall performance. So, in the following two subsec-

ions, to evaluate this hypothesis and answer the research question

3 presented at the end of Section 1 , we present an ensemble and
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Table 7 

Scores obtained by each method in the experiments with the truncated texts. 

Table 8 

Results obtained by the ensemble approach. 
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a stacking approach to automatically combine the predictions of

both representations. 

5.4. Ensemble of predictions using different sets of features 

For a given test document, if the class predicted by the classi-

fier trained with BoW is different from the class predicted by the

classifier trained with linguistic-based features, the class with the

highest probability is chosen. The results obtained by this approach

are presented in Table 8 . 

It is clear that the ensemble approach was not effective in the

classification of the full texts. However, in the experiments with

the truncated texts, the results were higher than those obtained

with both BoW and linguistic-based features. Moreover, the best

ensemble approach was the one that combined the predictions ob-

tained with the LR. In the experiment with full text, the ensemble

of LR wrongly blocked only 3.6% of true news, at the same time

that it was able to detect more than 97.6% of fake news. In the

experiment with truncated text, the ensemble of LR was able to

detect 95.4% of fake news with the price of wrong blocking only

2.4% of true news. 
.5. Stacking of classifiers trained with different sets of features 

In this section, we propose a stacking approach that uses a

eta-classifier trained with the probabilities given by two individ-

al classifiers. The first one is the LR trained with the linguistic-

ased features, and the second one is the LR trained with BoW-

ased feature vectors. Fig. 5 presents an overview diagram of this

pproach. 

As shown in Fig. 5 , in the training stage, each training exam-

le is represented by two feature vectors: FS 1 (the vector based

n linguistic features) and FS 2 (the vector based on BoW). All fea-

ure vectors are presented to the module of transformation of the

raining set . This module performs n rounds of training and clas-

ification, where n is the number of examples in the training set.

n each round, it creates two predictive models using LR, one for

ach set of feature vectors. In the j th round, the j th training exam-

le is classified by the two models trained with the other exam-

les. Then, a new feature vector is created with two dimensions,

here the i th element of the vector is the probability of the ex-

mple being a fake news given by the i th predictive model. The

ew feature vectors generated by the module of transformation of
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Fig. 5. Overview diagram of the stacking approach. 

Table 9 

Results obtained by the stacking approach. 

LBR FCR FPR F-measure 

Stacking – BoW (full text) + ling. feature 0.036 0.978 0.964 0.971 

Stacking – BoW (truncated text) + ling. feature 0.030 0.959 0.970 0.964 
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he training set are used to train another classification method (LR)

hat generates a meta-classifier h _ prob. 

In the test stage, an unseen example is also represented by the

wo feature vectors (FS 1 and FS 2 ). The i th feature vector is pre-

ented to the predictive model h i . Then, a new feature vector is

reated, where the i th element is the probability of the example

eing a fake news given by the i th model. This new feature vector

s classified by the meta-classifier h _ prob that returns the value of

 (0) (probability of the example being a legitimate news) and p (1)

probability of the example being a fake news). 

We use the LR method in the stacking approach because it is

ast and obtained good results in the previous experiments. The

esults obtained by this approach are shown in Table 9 . 

In the experiment with full texts, the stacking approach was

ble to detect 97.8% of fake news with the price of wrong blocking

nly 3.6% of true news, being superior to the best results obtained

ith BoW and linguistic-based features. In the experiment with

runcated texts, the stacking approach wrongly blocked only 3% of

rue news, at the same time that it was able to detect 95.9% of

ake news, which is a superior performance to that obtained with

oW and linguistic-based features individually. We can also note

hat the results obtained by the ensemble approach are similar to

he score obtained by the stacking approach. For example, the best

-measure of the ensemble approach in the experiment with full

ext is equal to that of the stacking approach (0.971). In the ex-

eriment with truncated text, the difference between the best F-

easure obtained by the ensemble approach and the stacking ap-

roach was only 0.001. 
.6. Comparison with previous approaches 

In this section, we present a comparison between the results

f this study and the results obtained in Monteiro et al. (2018) .

able 10 summarizes the best results we have obtained. Since

onteiro et al. (2018) have performed experiments only with trun-

ated texts, our results with full texts are not shown in this table. 

Table 10 shows that previous results in the literature obtained

n the Fake.Br corpus (for truncated texts) are inferior to the

nes we present in this study. Moreover, the linguistic features ex-

racted from Fake.Br corpus performed very poorly in the study of

onteiro et al. (2018) , achieving an F-measure of 0.550. This big

ifference is probably because the following reasons: 

• Monteiro et al. (2018) have used only the following

linguistic-based features: pausality, emotiveness, uncer- 

tainty, and non-immediacy. As we describe in Section 4 , be-

sides the features used by Monteiro et al. (2018) , we used

the following additional features: diversity, average size of

the sentences, average size of the words, and number of

spelling errors. 
• They have not normalized the linguistic-based features,

which may have affected the performance of the method

they used (linear SVM). On the other hand, we applied the

Z-score normalization, since we observed that the range of

values of the linguistic features varies widely. 
• They have not performed grid-search to find the best regu-
larization parameter of SVM. 
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Table 10 

Comparison between our best results and the results of previous approaches. 

LBR FCR FPR F-measure 

Ling. features 0.060 0.941 0.940 0.941 

BoW (trunc. text) 0.057 0.932 0.943 0.937 

Ensemble – BoW (trunc. text) + ling. features 0.024 0.954 0.976 0.965 

Stacking – BoW (trunc. text) + ling. features 0.030 0.959 0.970 0.964 

Monteiro et al. (2018) (Ling. features) – 0.53 0.57 0.55 

Monteiro et al. (2018) (BoW) – 0.89 0.88 0.88 

Monteiro et al. (2018) (POS tags + semantic classes + BoW) – 0.89 0.88 0.89 
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The adapted approach proposed by Pérez-Rosas and Mihal-

cea (2015) ( i.e. , BoW, POS tags and semantic classes features with a

SVM classifier) – the last line in Table 10 – results in an F-measure

of 0.89 in the best case. A straightforward BoW solution achieved

an F-measure of 0.88. Our best result (namely, 0.965 with the en-

semble approach) outperforms the best performance reported on

the same dataset, improving the results in 8.4%. This great differ-

ence may have been because (i) Monteiro et al. (2018) have not

performed grid-search to find the best regularization parameter of

SVM, (ii) they have used the binary term weighting scheme rep-

resenting the text, and (iii) Monteiro et al. (2018) truncated the

longer texts (considering number of words) to the size of the cor-

responding counterparts. 

The differences between the results obtained in this paper

and the results presented in previous approaches show that small

changes in the experimental protocol can improve performance in

fake news detection and change the conclusions about this chal-

lenging classification task. 

6. Conclusions 

Fake news can cause major problems for humanity, mainly in

areas like political, economy, health, and security. Although this is

a problem that society has been facing for several centuries, the

volume of these messages has been increasing in a frightening way

with the advances of instant messaging and social networks. In

this paper, we presented a comprehensive analysis of a novel fake

news collection in order to find the best features or combination

of features and the best machine learning methods to be used for

the automatic detection of fake news. Our experiments have been

carefully designed and the results can help answer the following

research questions: 

• Q1: What are the best current methods for automatic detection

of fake news? 

To answer this question, we compared the performance of

the following widely used machine learning methods: LR,

SVM, AdaBoost, RF, Bagging, DT, and NB. None of these

methods was superior to the others in all experiments. How-

ever, the methods that obtained the best results in most of

the evaluated scenarios were LR, SVM, and RF. On the other

hand, NB and DT, in general, obtained the lowest results. 
• Q2: What is the best feature set for fake news classification? 

We performed experiments with linguistic-based features

and features generated by text representation techniques

(BoW, Word2Vec, and FastText). Surprisingly, the results us-

ing BoW, in general, outperformed the results obtained us-

ing linguistic-based features and even the results obtained

by the state-of-the-art Word2Vec and FastText. 
• Q3: What is the impact of different classification strategies for

fake news detection? 

We combined the results obtained with BoW with the re-

sults obtained with linguistic-based features using ensemble

and stacking of classifiers. The results obtained by the en-

semble and the stacking approach outperformed the scores
obtained by the individual classifiers, which demonstrated

that the combination of the results obtained using the two

sets of features is beneficial for detecting fake news. 
• Q4: Can the size of the texts influence the results of the classi-

fication? 

In the previous analysis of the proposed collection, we noted

that the average size of true news is higher than fake news.

Therefore, we performed experiments with full texts and

with truncated ones to check if there is a difference in the

results. In general, the results obtained in the experiments

with the full texts were higher than the ones obtained with

the truncated texts. Then, we believe there may be a bias

in the dataset in relation to the text size and, therefore, the

results with the truncated texts probably best represent the

results that would be obtained in a real-world application.

Classifiers trained with full texts can easily be tricked by

people who write fake news if they write longer fake texts. 

In future research, we intend to investigate fake news detec-

ion using text representation techniques that generate sentence

mbeddings ( e.g. , Doc2Vec and Sent2Vec). The challenge of using

his type of technique is that no public pre-trained model is avail-

ble in Portuguese. Therefore, a large repository of documents in

ortuguese and great computational power is required to train the

entence embedding models to be used in fake news detection. 

We also intend to investigate fake news classification using

ord embedding models trained with a corpus composed not only

f well-written texts but also with noisy language documents, such

s documents extracted from Twitter or other social networks. 

Finally, we aim to study other types of deception news, such as

alf-truth and news with satirical content. 
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