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ABSTRACT. We show that in a generic finite-dimensional real-analytic family
of real-analytic multimodal maps, the subset of parameters on which the cor-
responding map has a solenoidal attractor with bounded combinatorics is a
set with zero Lebesgue measure.
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1. INTRODUCTION.

A multimodal map f: I — I is a smooth map defined in an interval I, with a
finite number of critical points ¢;, all of them local maximum or local minimum,
and such that f(9I) C 9I. We are going to assume that f is real-analytic.

For unimodal maps with a quadratic critical point, the understanding of the
typical behaviour is very satisfactory. Lyubich [26] and Graczyk and Swiatek [18)]
proved the density of hyperbolic parameters in the quadratic family. But this was
not enough to understand the typical behaviour at almost every parameter of the

Date: July 23, 2019.

2000 Mathematics Subject Classification. 37E05, 37TE20, 37F25, 37C20, 37D20, 37E20, 37145.

Key words and phrases. rigidity, renormalization, conjugacy, universality, hyperbolic,
solenoidal attractor, multimodal.

We thank the referees for their careful reading and suggestions. D.S. was partially supported
by CNPqg-Brazil 430351/2018-6, 307617/2016-5, 470957/2006-9, 310964/2006-7, 472316/03-
6, 303669/2009-8, 305537/2012-1 and Sado Paulo Research Foundation-FAPESP 03/03107-9,
2008,/02841-4, 2010/08654-1, 2017/06463-3.

1



2 DANIEL SMANIA

quadratic family. Indeed earlier Jakobson [20] proved that in the complement of
the hyperbolic parameters there is a subset of parameters with positive measure
for which the dynamics admits an absolutely continuous invariant probability (the
map is stochastic). Finally Lyubich [29] proved that for almost every parameter
in the quadratic family the map is either regular (a hyperbolic map) or stochastic.
Avila, Lyubich and de Melo [3] generalised this result for a non degenerate real
analytic family of quadratic real analytic unimodal maps and Avila and Moreira
[5] improved this, proving that in a non degenerate family the map is either regular
or Collet-Eckmann at almost every parameter. There are similar results for real-
analytic unimodal maps with higher order by Clark [11]. See also Bruin, Shen and
van Strien [10], Avila, Lyubich and Shen [1] and Shen [38] for related results.

Similar studies for multimodal maps (or even unimodal maps with higher order)
pose new difficulties. New phenomena appear, as non-renormalizable maps with-
out decay of geometry (see Bruin, Keller, Nowicki and van Strien [3], Keller and
Nowicki [22] ). Decay of geometry was an essential tool in the study of unimodal
quadratic maps. This was a major difficulty in the study of the so-called Fibonacci
renormalization for unimodal maps with higher order in Smania [12] and the proof
of the density of hyperbolicity for polynomials in Kozlovski, Shen, van Strien [24]
[23]. Moreover the lack of decay of geometry allows additional metric behaviours,
as the existence of wild attractors. See Milnor [33], Bruin, Keller, Nowicki and van
Strien [8] and Bruin, Keller and St. Pierre [9].

Another issue is that for families of polynomials with more than one critical point
(as in the cubic family) the parameter space has dimension larger than one. That
implies that the parapuzzle approach as used in the unimodal case (see Lyubich
[28], Avila, Lyubich and de Melo [3]) does not seem to be easily adaptable here,
since the fact that holomorphic maps with one-variable are conformal was used in
a crucial way.

So as a consequence there are a lot of unanswered questions concerning the
typical behaviour in the measure-theoretical sense in families of polynomials and/or
multimodal maps.

One of them is how often maps with solenoidal attractors appear in these families.
We say that a set A C I is a solenoidal attractor of a multimodal map f if there
exists an increasing sequence of positive intergers ng, k € N, and a family of closed
intervals IJ]»C CI,keNand0<j<ng, such that

A. For each k the intervals in the family {7 ]k} j<n, has pairwise disjoint interior.

B. We have f(IF) CIF | \1oq .-
C. For every k

{Ci}i N Uj<nkI]]-C 75 0.

and
Ujcnea 15T C Ujen, I
D. We have
A= Ujen, I
See Blokh and Lyubich [6] [7] for more information on attractors for multimodal

maps. The solenoidal attractor A has bounded combinatorics if
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One important step in previous results about the typical behaviour in families
of unimodal maps is to prove that at a typical parameter the map does not have
solenoidal attractors. This was done in the quadratic family by Lyubich [28] and
for no degenerate families of unimodal maps by Avila, Lyubich and de Melo [3].
An important tool in many of these results on unimodal maps is the fact that the
topological classes of unimodal maps extend to an analytic, codimension one lami-
nation (except a few combinatorial types). This implies that the holonomy of this
lamination is quite regular. Our goal is to prove that

Theorem A. On a generic real-analytic finite-dimensional family of real-analytic
multimodal maps with quadratic critical points and negative schwarzian derivative
the set of parameters whose corresponding maps have a solenoidal attractor with
bounded combinatorics has zero Lebesgue measure.

The precise statement is given in Theorem 7. We also have an analogous result for
families with finite smoothness and continuous families. The method used in the
unimodal case in Avila, Lyubich and de Melo [3] no longer works in the multimodal
case, once the lamination of topological classes has higher codimension, so we are
going to use a quite different approach. If a map f has a solenoidal attractor with
bounded combinatorics, one can find an induced map F of f that is a composition of
unimodal maps and it is infinitely renormalizable as defined in [40]. In particular
the iterations of the renormalization operator R for multimodal maps are well-
defined for F. Using the universality property proved in [40] one can prove that F’
belongs to the stable lamination of the omega-limit set €2 of R. The renormalization
operator is a real-analytic, compact and non-linear operator acting on a Banach
space of real analytic multimodal maps.
Our main technical result is that

Theorem B. Consider the renormalization operator R acting on real-analytic mul-
timodal maps which are renormalizable with combinatorics bounded by some p > 0.
Then the omega-limit set  of R is a hyperbolic set.

The precise statement is given in Section 5. Lyubich[27] proved the hyperbolicity of
the omega-limit set in the unimodal case using the so-called Small Orbits Theorem.
We use a different approach, reducing the study of the hyperbolicity of 2 to the
study of the existence and regularity of solutions for a certain linear cohomological
equation. This new method allows us to deal only with real-analytic maps and its
complex analytic extensions.

The relationship between renormalization and cohomological equations appears
in many contexts, as for instance in the study of rigidity of circle diffeomorphisms
and generalized interval exchange transformations. Closer to our setting we have the
introduction by Lyubich [27] of the concept of horizontal direction in the study of
the renormalization operator for unimodal maps and the study of the hyperbolicity
of the fixed point of the action of a pseudo-Anosov map on certain character variety
by Kapovich [21].

The final ingredient is a very recent result on partially hyperbolic invariant sets
on Banach spaces [13]. The result we use is, roughly speaking, the following (see [13,
Theorem 1]). Suppose that a “regular” real-analytic operator R has a hyperbolic
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set €2, and its stable lamination W*(Q)) satisfies the “Transversal Empty Interior
property”: every regular manifold M that is transversal to W#(2) intersects W*(£2)
in a subset of empty interior (in the topology of M). Then a generic real-analytic
finite-dimensional family intersects W*(£2) on a subset with zero Lebesgue measure.
This will give us our main result. The Transversal Empty Interior property for
the renormalization operator (see Corollary 9.1) is closely related with the fact
that maps F' that are infinitely renormalizable with bounded combinatorics can be
approximated by hyperbolic maps.

Some of the most classical families of one-dimensional dynamical systems are
families of polynomials. The cubic family is the two parameter family

fap(z) =2%—3a%2+b

The critical points of f,; are a, —a. We also have

Theorem C. The set of of parameters (a,b) € R? such that f, 4 is infinitely renor-
malizable with bounded combinatorics has zero 2-dimensional Lebesgue measure.

The study of the renormalization operator has a long history. It was first dis-
covered in the unimodal case by Feigenbaum [15][16] and Coullet and Tresser [45].
They conjectured that the period-doubling renormalization operator has a unique
fixed point in a space of quadratic unimodal maps, that this fixed point is hyper-
bolic and its codimension one stable manifold contains all Feigenbaum maps. Such
conjectures could explain certain intriguing universal features of the bifurcation
diagram of families of unimodal maps. The existence and hyperbolicity of such
fixed point was proven by Lanford [25]. Such conjectures were later extended for
arbitrary bounded combinatorial types, when the fixed point need to be replaced
by an omega-limit set that is hyperbolic (see Derrida, Gervois and Pomeau [14]
and Gol’berg, Sinai and Khanin [17]). Sullivan [44] proved that the orbit by the
renormalization operator of a map that is infinitely renormalizable with bounded
combinatorics converges to the orbit of a map on the omega limit set and such orbit
is determined by the combinatorics of the map. This Sullivan’s result in particular
implies that uniqueness of the fixed point to the period-doubling renormalization
operator and that it attracts all Feigenbaum maps. McMullen[32] proved that the
rate of convergence is indeed exponential. Finally Lyubich [27] proved that the
omega-limit set of the renormalization operator for unimodal maps is hyperbolic.
In particular Lyubich found a suitable space where the renormalization operator is
a complex-analytic non-linear operator. See also de Faria, de Melo and Pinto [12]
for the proof of the conjectures in the C" case.

The renormalization operator for bimodal maps was first considered in MacKay
and van Zeijts [30] and Hu [19]. The general multimodal case, with a precise com-
binatorial description, was described in [39], as well the so-called real and complex
a priori bounds for bounded combinatorics. In [41] it was proved the phase space
universality in the bounded combinatorics case.

It is natural to ask if results as Theorems A., B. and C. holds for the full renor-
malization operator, that is, considering unbounded combinatorial type as well.
We believe that recent results by Avila and Lyubich [2] on the contraction of the
renormalization operator in the hybrid class of infinitely renormalizable unimodal
maps with unbounded combinatorics can be carried out for multimodal maps. So
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FIGURE 1. Renormalization of an extended map of type 3.

the main difficulty seems to be to understand the dynamics of the renormalization
operator in the directions transversal to the horizontal spaces, as in the proof of
Theorem B. New difficulties arise in the unbounded case, once the omega-limit set
of the renormalization operator has not a simple structure anymore. However we
are confident that a version of the Key Lemma (Theorem 4) can be obtained in
this setting and it will be useful to understand the dynamics of the renormalization
operator and the generic behavior in families of multimodal maps.

2. RENORMALIZATION OF EXTENDED MAPS.

To study the renormalisation of multimodal maps, it is more convenient to de-

compose the dynamics of f in its unimodal parts. Let I; = [—1,a;], with a; > 0,
be intervals and
(1) fit Ii = Tit1 mod n

be C! maps such that ¢; is its unique critical point, that is a maximum and f;(91I;) C
0141 mod n- An extended map F' is defined by a finite sequence (f1, ..., f,) of maps
is the map defined on I} = {(z,4): x € [;,1 <i <n} as

(2) F(x,i) = (fi(z),i+ 1 mod n)
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We say that f is a multimodal map of type n if it can be written as a composition
of n unimodal maps: to be more precise, if there exist maps fi,..., f, as above
satisfying

(1) f = fuo---o fi.

(2) We have fi(¢;) > €it+1 mod n-
The n-uple (f1, ..., fn) is a decomposition of f. In this paper, we will assume that
the unimodal maps are analytic and the critical points of f; are quadratic. Clearly
f has many decompositions.

In [39], we proved that deep renormalizations of infinitely renormalizable multi-
modal maps are multimodal maps of type n.

2.1. Renormalization of extended maps. We say that J is a k-periodic interval,
k > 2, of the extended map F' if

(c1,1) € J ((¢,7) are the critical points of F),

{J,F(J),...,F*1(J)} is a collection of intervals with disjoint interiors,
The union of intervals in the above family contains {(c¢;,%)},

Fk(J) C J.

We will call k the period of J. If F' has a k-periodic interval, for some k, we say
that F' is renormalizable.

Suppose that there exists a k-periodic interval for F. Let P C I; x {1} be the
maximal interval which is a k-periodic interval for F. Then F¥(OP) C OP. We
say that P is a restrictive interval for F' of period k. Note that if P and P are,
respectively, restrictive intervals for F' of period k and k, k <k, then P C P. Let
P be a restrictive interval and let 0 = ¢; < --- < £, be the iterations such that
(ciyi) € F%(P) for some i. Let P; be the symmetrization of F% (P) in relation to
(¢i,i). Observe that P; contains a periodic point in its boundary. If (¢;, i) € P; Let

Ap;: Cx {i} = Cx {j}

be the affine map which maps (¢;,7) to (0,7) and this periodic point to —1. Let
[—1,b5] x {j} = Ap,(P;). Then

g5 1,65l x {j} = [=1,b511] x {7 + 1}

defined by g; = Ap,,, o Fli+174 o A;jl is a unimodal map. The extended map

G(z,j) = g;(x,j) is called a renormalization of the extended map F. An extended
map may have many renormalizations, but at most one with a given period. The
renormalization with minimal period k is called the first renormalization of F', and
it is denoted R(F).

Following the notation in [40], the primitive marked combinational data (prim-
itive m.c.d) associated with the first renormalization of F' is 0 =< A, <, A¢ >
where

o A=1{1,2,...,k},

e The relation < is a partial order on A defined in the following way i < £ if
F'J and F*J belongs to the same interval in I and F"J is on the left side
of F*J,

e The set A° is a subset of A and i € A€ if F*.J intersects {(c;, %)}

The extended map R(F') can be renormalizable again and so on. If this process
can be continued indefinitely, we say that F' is infinitely renormalizable. If F' is
infinitely renormalizable then all of its renormalizations can be obtained iterating
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the operator R. Denote by P} the restrictive interval associated to the k-th renor-
malization RF(F). If ¢ € C(F) := {(ci,)}, denote by the corresponding capital
letter Q’g the symmetrization of the interval F' (Pé“) which contains q. We reserve
the letter p for (¢1,1). The critical point r for F' will be the successor of the critical
point g at level k if r € F*(QF), for the minimal £ so that F*(QF) contains a critical
point. Define n* = ¢. Then, for any » € C(F), k € N and i < n¥, there exists an
interval R*; so that

e F' is monotone in R¥
® FZ(Rlil) = ng,
e The interval F"f‘_i(ng) is contained in R¥,.

For details, see [39].

Denote by N the period of the restrictive interval Pé“ . We say that F' has
C-bounded combinatorics if Ny11/Ny < C for every k.

For (z,4), (y,j) € I, we say that (z,7) < (y,7) if i = j and # < y. The intervals
of I} are the sets J x {i}, for some interval J C I, and 1 < i < n. If ¢; is the
critical point of f;, denote C'(F) = {(4,¢)}s.

Let F and G be two infinitely renormalizable extended maps. We say that F
and G have same combinatorics if F¥(c,) < FJ(c,) if and only if G*(cx) < G’ (cy),
for any 4,7 > 0 and k and £ < n.

Let o; be the primitive m.c.d. of the (first) renormalization of R*(F) and &;
be the primitive m.c.d. of the (first) renomalization of R*(G). It turns out that
F and G has the same combinatorics if and only if 0; = &; for every i. So we
say that F' has combinatorics (01, 02,03, ...). Moreover, let Cp, be the set of all
primitive m.c.d. that appears as the first renormalization of an extended map with
n intervals and it has period either smaller or equal to p. By Corollary 2.3 in [40]
for every given sequence o; € UpCp o, © > 1, there exists a real analytic extended
map (with, say, quadratic critical points) whose i-th renormalization has primitive
m.c.d. o;.

2.2. Polynomial-like extended maps. Denote C,, = {(z,7): z € C,1 < i < n}
(in other words, C,, is a disjoint union of n copies of C). Given an open set O C C,,,
denote

0, =0nN(C x {i}).
A polynomial-like extended map is a map F': U — V', where

e U and V are open sets of C,,, where U C V,

e for each i, F(U;) = Vit1 mod n- Moreover F': U; = Vii1 mod n IS & proper
map with a unique critical point.

e for each i we have that U; and V; are simply connected domains.

We define
mod (V\U)=min mod (V;\ U,).

The filled-in Julia set K (F) of a polynomial-like extended map F is defined as

K(F) =NisoF (V).

Note that K (F') is connected if and only if all the critical points of F' belongs to
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A real analytic extended map F': I} — Ij has a polynomial-like extension if
there is a polynomial-like extend map F: U — V such that I x {i} C U; and
F =F on If.

2.3. Polynomial-like renormalization of real analytic extended maps. Let
U c C,, be an open set. Given an analytic function F': U — C,,, define the open
set

n—1
Dy(F):= (| F'U.
=0

In other words, D (F) is the domain contained in C,, where F™" is defined.

Let F: U — V be a complex-analytic extension of an extended map. Note that F’
does not need to be a polynomial-like extension. Suppose that the extended map F'
is r-times renormalizable, and let P; and ¢; be the intervals and integers associated
with the rth renormalization, as defined in Section 2.1. Define ny, = ;41 mod n— k-

Suppose we can find a sequence iy, k = 1,...,n, with ¢ = 1, simply connected
domains Uy and Vi, C C x {ix}, such that

1. We have {ix}r = {1,2,...,n},
. We have P, C Uk and Uk C Vk,

. The domains Uy and Vj, satisfies U_k C DYF(F), Fr* U = Vk“ mod n-
. The map

= W N

F: Uy = Vig1 modn
is a proper map for which (0, i) is the unique critical point.
Let A;j: C — C be the affine maps defined in Section 2.1. Define A: C,, — C,,
as A(z,i) = (Ai(z),7). Then we can define
g2 A(U}) = A(Vj11)
as gj = Ao F™ o A7 If

U=UM@M&LV=UMWW“%

then the map

R'(F):U—=V
defined by R"(F)(x,i) = (gi(x),7 + 1) is a polynomial-like extension of the real
renormalization R"(F) and it is called a polynomial-like rth renormalization of
F. Note that Uy and Vj are not uniquely defined, however any polynomial-like
extension of R"(F') does coincide on I (ry-

Lemma 2.1. Let x1,...,z, € C, and U; C C be open sets such that x; € U;,, and
fi,k5 Ui,k — (C, k= 1,2,

be holomorphic functions such that

L fik(®i) = Tit1 mod n-

ii. We have [A\iAa---Ap| > 1, where N; = fl(x;) = f] o(2:).

iii. Let

Jik = f(iJrnfl) modn,k © "0 f(iJrl) modn, k © fi,k'
There is ¢ > 1 such that 93,1 = 93,2 for every .

Then fii(x) = fia(x) for every i and for every x close to x;.
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Proof. Due iii. we have that x; is a repelling fixed point of g; ; and its multiplier
is A1Ag -+ A,. By the Keenigs linearization theorem (see for instance Milnor [34,
Theorem 8.2]) there is a unique germ of holomorphic function h; at z; such that
Ri(z;) =1 and

(3) hiogi1(z) = gi2 o hi(z)

for x close to x;. Note that the uniqueness of h; and ii. implies
(4) hivio fia(@) = fi2 0 hi(x).

for x close to x;. Note also that

(5) h; o 931(55) = 9;1,2 o hi(x)

But since g ; = g{, this implies (due the uniqueness of the solution of the Schréder’s
equation in the Kcenigs linearization theorem) that h;(x) = x, so by (4) we have
fi1 = fiz2 for every . O

Proposition 2.2 (Injectivity of Renormalization). Let Fy, Fy be real-analytic ex-
tended maps of type n with polynomial-like extensions of type n. Suppose that Fy,
k = 1,2 are renormalizable and R(Fy), k = 1,2, also have polynomial-like exten-
sions of type n. Additionally assume that

(6) r € {Ff(s), £>0}, everyr,s € C(Fy), k=1,2,

Then R(Fy) = R(F) implies Fy = Fy.

Proof. We use an argument similar to de Melo and van Strien [13, Chapter VI,
Proposition 1.1]. To simplify the notation we assume that Fy(z,i) = Fi(—z,1).
Let pi be the period of the first renormalization of F} and g = pr/n. Using the

notation of Section 2.1, we have ¢; =0, a; = 1 and b; = 1, for every ¢ < n. Let P j
be the interval of the first renormalization of F} such that that (0,1) € Py . Let

0=1{1 % <--- <4y be the iterations such that (0,4,) € F,fj”‘(PLk) for some i .

Let Pj i = [—fBjk, Bk be the symmetrization of F,fj”“ (Pj x), where §; 1, is periodic.
Let ) 1
Yig = [-—\, —1.
! | Bj.k ﬂj,k]
The map

gjk: Y‘JC — Y‘)k
defined by
ale) = oom (L (=B i)
5,k

is a multimodal map with a polynomial-like extension of degree 2" and the real
trace of its filled-in Julia set is [—1/8;k,1/B;k]. Then R(Fy) = R(F:) implies
that g7 = g% on [~1,1] and for every j. Moreover g7 has a polynomial-like
extension of degree 2" whose real trace of its filled-in Julia set is [—1,1]. Note
that if [3;,1] < |Bj2| then Yj o is invariant by g7, that implies that Y;» would be
a restricted interval of g; 1, which is not possible since g?}l on [—1,1] is the first
renormalization of g; 1. So

(7) Bj1 = Bj2 and Yj1 =Y} for every j

Counting the number of restricted intervals associated to [—8;k, 55k in Yo we
obtain p; = ps.
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Note that ¢ ;, is the number of critical values of F,fj”“ in [—1,1] x {1}, which is
equal to the number of critical values of R(Fy) in Y7, x {1}. Since R(Fy) = R(F»)
and Y7 o = Y] 2 we conclude that ¢; 1 = {1 2 and ig ), = 1+ 1 for kK = 1,2. Suppose
by induction that ;1 = i;2. Then ¢; is the number of critical values of R(F}) in
Yk x {j}, so ;1 =" and consequently ;41,5 = ij+1,1 + £;1. SO
(8) ij,l = Z.j12 and €j11 = éj,Q for every j
Finally due (7), (8) and R(Fy) = R(F») we have that
(9) Flfjﬂ,l*lj,l _ szjﬂ,z*lj,z

in a neighborhood of the point (—1,%; 1) and Ff”l’l_éj‘l(—l,i%l) = (—1,4j41,1) for
every j.

Let A\;x = DF(—1,7) > 0. We claim that \;1 = \;2 for every i. Indeed, let
p=p1=p2,q=q =qeand {; = £;; = Li5. So g], = g, and (7) implies that
FI" = FJ™ in a neighborhood of [-1,1] x {1,...,n}. In particular

A1 )= (A2 An2)?,
SO

(10) AL A1 = A12 - An2e

s

There is exactly one j < n such that (0,1) € Ffj (P1,1), that is the unique iy
satisfying ¢;, = win + 1, for some w; € N. In particular

0 w
DF,™ (=1,0) = (At k- Ank) " A ke

Due (9) we have DFfi1 (-1,0) = DF;i1 (—1,0), so it follows from (10) that A1 =
A1,2. Suppose by induction that Aj; = Aj 2 for j < jo < n. Then there is a unique
l;;, such that £;; = wj n + jo for some w;, € N and consequently

DFk Jo (—1, O) = (/\Lk cee )\n_’k)w]“ /\17]@/\27]@ cee )\jofl,k)\jo,k-

Tt follows from the induction assumption, DF, * (=1,0) = DF, " (=1,0) and (10)
that Ajo,1 = Ajy,2. So Aj1 = Aj2 for every j < n—gq. We conclude that A\, 1 = Ap 2
due (10). This concludes the proof of the claim.
Define f; x(x) = m1(F)(x,i)) and x; = —1. By Lemma 2.1 we have that f; 1(z) =
fi2(x) for every i and x close to —1, so Fy = 5.
O

2.4. Complex bounds and rigidity of real analytic, infinitely renormal-
izable extended maps with bounded combinatorics. Here we summarize
results in [10].

Theorem 1. Let 0 = (0;)iez € Cfﬁn. Then there exists a unique sequence of real
analytic maps Fy ;, © € Z, satisfying the following conditions
1. The map Fy; is renormalizable and R(Fy ;) = Fgit1.

2. The first renormalization of Fy; has combinatorics o;.
3. There exist polynomial-like extensions F,;: UL — V!, where

inf  mod (V! \ U%) > 0.
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If U € C is a bounded open set such that 0 € U, denote by B(U) the Banach
space of all holomorphic functions g: U — C that has a continuous extension to U
and a critical point at 0, with the sup norm. If —1 € U let B,,,(U) be the affine
subspace of maps g € B(U) such that g(—1) = —1.

In an analogous way, let U C C,, be a bounded open set such that

U= (Cx (i)n U #0

and (0,7) € U, for every i and consider the set B(U) of all holomophic functions
G: U — C,, with the following properties:

1. G has a continuous extension to U.
2. G has critical points at (0,14), for every i.
3. G(U;) c C x {i+1mod n}.

Theorem 2. (Complex Bounds [39][10]) There exists e > 0 with the following
property. If F' is a real analytic extended map that is infinitely renormalizable with
combinatorics in Czljn and with a complex analytic (but not necessarily polynomial-
like) extension F € B(U) then there exist a neighbourhood Vi C B(U) of F and ko
with the following property. For every k > ko and every real analytic and infinitely
renormalizable G € Vp with combinatorics in Cﬁn the map G has a polynomial-like
kth renormalization
RM(G): Uk - VE
such that
mod(VF\ U*) > ¢.

If (—1,i) € U for every i, we can also consider the subset B,,,.(U) of all maps
G € B(U) such that G(—1,7) = (—1,7+ 1 mod n) for every i.
Denote m(x,i) = x. We identify B(U) with the Banach space

(11) B(n(Uy)) x B(w(Uz2)) x -+ x B(w(Uy))
in the following way. For each G € B(U) there is a unique decomposition
(12) (915 +:9n) € B(w(Un)) x B(m(Uz)) x -+ x B(mw(Un)),

where g; is defined by g¢;(z) = 7 o G(x,i) and for each n-uple as in (12) we can
associate G € B(U) defined by G(x,i) = (g;(z),7 + 1 mod n). With this identifica-
tion Byor(U) turns out to be an affine subspace of B(U). So given F' € B0 (U) we
can consider the tangent space of B, (U) at F, denoted by TwB,,0-(U). using the
identification (11) then TpByor(U) is the subspace of

(01, ., vn) € B(r(UL)) x B(x(Us)) x -+ x B(x(Uy))

such that v;(—1) =0 for i = 1,...,n. In particular TrB,,,(U) does not depend on
F, so sometimes we will write T'By,o-(U).
Given 6 > 0 and 6 > 0, let Ds g be the set

{z € C: dist(z,[-1,1]) < § and |[Im(x)| < O(Re(z) + 1)} x {1,...,n}
Define

Qp,n = {FG',O}(TECZ

p,n

Indeed, due Theorem 1 we have that

Qp,n = {Fa,i}UECIZ)Yn
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for every i. Using Theorem 2 and Theorem 1 one can show that there exists €y such
that for every F, o € ., there exists a polynomial-like extension F,,: U? — VY
such that mod(V.2\ U2) > €. There exists &y such that for every simply connected
domains @ D W D [—1, 1] such that mod(Q \ W) > €p/2 we have

(13) {z e C: dist(z,[-1,1]) < o} C Q.

In particular

Ds, 0 C U2
for every 8 > 0 and for every o € Cp, ,,. In particular Q, , C Byor(Ds,,0)-

Consider the shift operator on an, that is, if 0 = (0;)iez then S(o) = o', where

0'; = 04+41-
Corollary 2.3. The set Q,, C Bnor(Ds,,0) is a Cantor set. Indeed the map
H:CE, — Qpn given by

H(U) = Fd,07

is a homeomorphism. Moreover R(Fy0) = Fs(s)0-

Proof. The map H is continuous and onto due [10, Section 7.1]. The injectivity of
H follows from Proposition 2.2.
O

3. COMPLEXIFICATION OF THE RENORMALIZATION OPERATOR R.

Given 0y > 0, by Theorem 2 for each ' € 2, there exist a neighbourhood
Ve C Bnor(Dsy.0,) of F and kp such that for every real map G € Vp that is
infinitely renormalizable with combinatorics in Cp, and for every & > kr we have
a polynomial-like kth renormalization R*(G): U — V with mod(V \ U) > €. In
particular R¥(GQ) € Byor(Ds,.0,). Since Q,,, is a compact set, choose a finite sub
cover {VFi}iSE of prn. Let ko = max;<y kFl and V = UiggVFi.

Let H be the homeomorphism defined in Corollary 2.3. For every v = (v1,...,7k,) €
C;f?n define the compact set

Qn(v)=H{o € Cfﬁn: o =7 for 1 <i<kg}).

We have
dl = inf{diStBnor(Dso,eo)(Gh GQ)Z Gl S Qp)n(’?), G2 S me(’?), ’3/ 75 ’7} > 0.
Given F' € €, ,, consider the intervals Pr;, j = 1,...,n, integers n;, corre-

ponding the restrictive intervals of the kgth renormalization of F', as in Section
2.3. Each interval Pp ; contains a unique repelling periodic point (8p,;,4;) in its
boundary. These repelling periodic points have a complex analytic continuation
(Ba,j, ;) for every G in a connected neighbourhood Wg of F in Bror(Ds,.0,) that
is also a repelling periodic point for G. Note that for a real map G the point B¢ ;
is real and we can assume that it has the same combinatorics as 8 ;. We can also
assume that WF C V and that the diameter of WF is smaller than d /2.

Let do < dy be a Lebesgue number of the cover {VNVF}FEQPm of . For every
F € Q, , choose a connected neighbourhood Wr C WF of F' so that

diaman(Déo,go) Wr < d2/4
Let Fy,Fy € Q,, and consider the complex analytic continuations (Baj,i}),

(BZ.;»i3) of (Br, j,i;) and (B, ;,i5) defined for every G € W, and G € Wp,
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respectively. Suppose that Wr, N W, # 0. We claim that i} = i3 and 8¢, ; = & ;
for every G € Wp, N Wg, and j. Since the diameter of Wg, U W, is smaller than
do we have that Wg, UWg, C ng, for some F3 € €, ,. Note that the distance
between two maps in { F}, F, F3} is smaller than d;. In particular the combinatorics
of their koth renormalizations are the same, so 2]1 = 23 = 25’ for every j. Consider the
complex analytic continuation (3% ;,i;) of (8r, j,i;) defined for G € Wr,. Then
(ﬁ%17j7 ij) and (Bg j,1,) are repelling periodic points with the same combinatorics.
Since Fj; has negative schwarzian derivative, the minimal principle implies that
B%, ; = Br, ;- In an analogous way (%, ; = f, j. The uniqueness of the analytic
continuation of a repelling periodic point implies that 8¢, ; = ¢, ; for G € W, and
Be ;= B&  for G € Wp,. This concludes the proof of the claim.

In particular the function

G = (Ba.j,i5)

is well defined and complex analytic in W = Ureq, , Wr. There is a small abuse
of notation here since i; depends on G, but it is a locally constant function.

Fix G € Wp. Let Ag;: C x {i;} — C x {j} be the affine transformation that
maps (Bq,j,%;) to (—1,7) and (0,7;) to (0,7), and Ag: C,, — C,, as Ag(z,i) =
(Ag.i(x),i). Let DI be the set

A;lj({z € C: dist(z,[-1,1]) < dp and [Im(z)| < Op(Re(z) + 1)} x {j}).
Since mod(V \ U) > ¢; we have that
D cU; c Dy, (F),

Moreover, due the complex bounds, reducing 6y and dy we can assume that the
interior of the sets in the family

{Fm (DF7j)}m<nj

are pairwise disjoint, and the intersection of the closure of every two of those sets
is contained in

{F™(Brsij)tmen;-
Let G € Wr and define the set DS as
Aalj({z € C: dist(z,[-1,1]) < dp and [Im(z)| < Op(Re(z) + 1)} x {j}).
Reducing the neighbourhood Wg of F and 6y we can assume that
DEI Cc DY (G),

Dsg .00

for every G € Wr and furthermore the interior of the sets in the family
{GW(DG,j)}m<nj

are pairwise disjoint, and the intersection of the closure of every two of those sets
is contained in

{G™(Ba,j,15) fm<n, -

Define the complexification of the renormalization operator

R: W — Bnor(Dég,HO)

(14) R(G)(z,j) = Agjy10G™ 0 Ag(x, )
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if G € Wp. The operator R is a compact complex analytic map. From now on
denote U = Dy, g,

Remark 3.1. Let U be a little larger complex open domain that contains U. Con-
sider the complex analytic transformation

R:W — BnOT(U).
defined exactly as in (14). Let
it Bror(U) = Buor(U)

be the compact linear inclusion between these spaces. Then R = 1 o R, so the
complezification of the renormalization operator is a strongly compact operator as
defined in [13].

Let v € TgBpor(U). If z € U and GY(2) € U for every j < i then (G + tv)® is
defined in a neighbourhood of z and we can define

(15) @)= (G +0)mo(s) = Y DG @@ (2)).
j=0

Given F € Q,, , and G € Wp. For each v € TgB,,0-(U) and z € U; we have

) 0 " _ .
(DR¢ - v)(2,5) = 77 Acttvg41 0 (G +t0)" 0 Agh,, (2, li=0

ot
) o
_ Yalagnv, Ag 410 G™ 0 Agli(w, j)
Ba.j+1
1 L S .
G (n 0 Ag (@) + (0:G™) 0 Ag (. 5) - (~O6Pe,s - v .5)).
3J

Theorem 3. Let F € W. Then DpR(TpBpnor(U)) is dense in TrpBnor(U).

Proof. The proof is quite similar to the proof of the analogous statement in [3]. Let
w € TREBnor(U). Then w(—1,k) = 0 and w’'(0,k) = 0 for every k. We are going
to define a function
01 Uj Upen,G™(D7) — C
in the following way. Define the function v as 0 on
Uj U0<m<nj Gm(DGJ)v

and

(2) = [DGWHG(2))] 7! - wo Ag,;(2)
for z € D%J. Also define 9(—1,k) = 0 for every k. Then o is well defined, it is
continuous on

A= Uj Um<nj Gm(DG’j) U {(_17 k)}kv
and it is complex analytic in the interior of A.

Moreover ¢ vanishes on the orbit of the periodic points {f¢ ;};. Since Cx {i}\ A

is a connected set, by Mergelyan’s Theorem for each given € > 0 and ¢ we can find
a polynomial ¢; such that |0(z) — ¢;(2)| < € for z € A; = AN C x {i}. Define

sz(z) = qz(z) - q;(O,’L)Z - Qi(_la Z) - q;(ovl)
Note that ¢/(0,i) = 0 and §;(—1,7) = 0. Define ¢(x,i) = ¢(x). We have that
q € TeBror(U) and
|IDGR - q — wlpw) —re—0 0.
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4. ACTION OF DR ON HORIZONTAL DIRECTIONS.

4.1. Horizontal direction. Let F': I} — I3 be a real analytic extended map
that is either infinitely renormalizable with bounded combinatorics in C,, ,, or whose
critical points belongs to the same periodic orbit. A continuous function

v: Ip = TC,
is a horizontal direction of F' if

1. For each 2 € I we have v(z) € Tp(;)Ch.
2. The function v is real analytic in the interior of If.
3. There is a quasiconformal vector field

a: W —=TC,,
defined in a complex neighbourhood W of the post critical set of F', such
that
(16) v(z) = a(F(z)) — DF(x) - a(z)

for every z in the post critical set.
4. We have a(c) = 0 for every critical point ¢ of F'.

Denote by E;E the set of v € TrB,,0-(U) such that v is horizontal. Of course Eé@
is a linear subspace of TrB,,,.(U).

Proposition 4.1 (Infinitesimal pullback argument. Avila, Lyubich and de Melo
[3]). Let F € Qy,p. Let
F-W=V

be a polynomial-like extension of F and v € B(W )NTpBror(U) such that there exists
a quasiconformal vector field o, defined in a neighbourhood of the post critical set

of F', such that
(17) v(z) =ao F(x) — DF(x) - a(x)

for every x € P(F). In particular v € E} Reducing a little bit the domain W,
there exists a quasiconformal vector field extension a: W — C such that (17) holds
for every x € W.

Proposition 4.2 (Invariance). Let F € Q,,,,. Then
(18) DpR(Ep) € Egp,

(19) (DFR) ™ (E%p) C Ep.

Proof. The proof of (18) is quite similar to the proof of a similar statement in [41].
Indeed, consider a; as in (15). Note that

ai(z) = v(F™ Y + DF(F 1 (2))a;_1(2).
By an inductive argument one can show that
a; =aoF'— DF' -«
on P(F). Denote
(B j+1) = OpBr,jt1 v
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then if z = (x,j) € P(F) we have
_OpBrjt1 v

T B Ap 10 F" o Agl(z, j)
5J

1 L o .
- ] (an]OAF,];(xv.])_F(DF ])OAF)];‘(IL])'(_aFﬂF,j'vxv.]))
BF,_]—i—l
— -2 (e
.
1 A—l Ap s poid A—l . ﬂij DE™i A—l . 1 A—l .
- BF,j-i—lao Fj+1 © AFj+10° o F)j(xaj) + m ° F)j('rv.]) : ﬁT,jaO F,j(xvj)
a(Br,; .
+D.(RE) - ((UE 4 )
i
ot
.
1 1
- ao ALl o (RF)(2) + D.(RF) - ——ao Al (z, ]
S0 0 drhy o (RI)E) + Do(RF) - oo AZh(x.J)
+D.(RE) (U 4 )
Fj
Define the vector field r(«) as
, 1 - . a(Br,j ,
(20) H(0)(.4) = ———a0 AR} (w.j) - (LE 4
/BF,J BF,J

for z = (z,j) € U;. Then

(21) (DRp -v)(z) =r(a) o (RF)(2) — D.(RF) - r(a)(z)

for z in the postcritical set of RF. Note that r(«) is a quasiconformal vector field
in a neighbourhood of the post critical set of RF. So DRp - v € Ef po.

Now suppose that v € (DpR) "} (EL ). Then DRy -v € Ef 1, so there exists a
quasiconformal vector field v: C,, — C such that

(22) (DRp - v)(2) =vo (RF)(2) = D=(RF) - v(z).
for every z in a neighbourhood of the post critical set of RF. Define

85 = OuBritvjl,_g = OrBry - v
Define o in Ap ;(U) as
a(2) = By o Apy(2) + 8, A5} (2).
Let z be a point very close to the post critical set of F'. Then
{k >0 s.t. Fk(Z) S UanAF)j(U)} #+ 1]

Let k(z) be a minimal element of the above set. Not hat z — k(z) is locally
constant. We define a(z) for z close to the post critical set of F' by induction of
k(z). We already defined a(z) when k(z) = 0. If k(z) > 0 then k(F(z)) = k(z) — 1
and we define

v(z) + a(F(2))

)= —"Dr)



SOLENOIDAL ATTRACTORS WITH BOUNDED COMBINATORICS ARE SHY 17

One can check that « is a quasiconformal vector field and
v=a(F(z)) — DF(2)a(2)
in a neighbourhood of the post critical set of F', so v € Ep. (]
Proposition 4.3. Let F' € €, ,. Then DR is injective.

Proof. Let v be such that DRp-v = 0. By Proposition 4.2 we have that v € E%.. By
Proposition 4.1 there is a quasiconformal vector field «, defined in a neighborhood
of the Julia set of F, satisfying (17) for every x on its Julia set. Let r(«) be the
quasiconformal vector field defined by (20). Then by (21) we have that r(«) satisfies

0=r(a)o (RF)(z) — D.(RF) - r(a)(2).
for every z in the Julia set of RF. We can easily conclude that r(«)(z) = 0 at
every repelling periodic point z of RE and consequently at every point of its Julia
set. By (20) we have that « is zero at every point of the small Julia sets of F

corresponding to this renormalization and, by (17) we have that v vanishes in these
small Julia sets as well. So v = 0 everywhere. (I

Proposition 4.4 (Closedness). Let Fy, € ,, and v, € E%k C TBpor(U) be
sequences such that (Fy,vi) converges to (F,v) € Buor(U) X TBpor(U). Then
FeQ,, andve E;ﬁ In particular E;ﬁ is Banach subspace of TrBer(U).

Proof. Due the definition of the operator R, the map RF has a polynomial-like
extension

RFE:W =V,
with U € W. Reducing V a little bit, we can assume AV is a finite union of analytic
curves and that for k£ large enough the map

RFkZWk—>V,

where Wy, C C,,, U C W}, is the set whose connected components are the connected
components of
(REy)™'V

that intersect {(0,7)};, is a polynomial-like extension of RFy. Since vy € E}, we
have that Dp, R - vy, € E% F,» SO there exists a quasiconformal vector field AF such
that

(DR, - vi)(2) = 7" 0 (RE)(2) — D2(REFy) - 7*(2).
holds for z in a neighbourhood of the post critical set of RFj.

Now we use the infinitesimal pullback argument in Avila, Lyubich and de Melo
[3]. For each k, there exist C' > 0 and a quasiconformal vector field v§: C,, — C
with the following properties

1. The vector field ¢ vanishes outside V. Moreover v§(—1) = 75 (0) = 0.
2. It satisfies

(DRE, - vi)(2) =76 © (RFy)(2) — D2(RFg) - 75 (2).

for every z € OWj,.
3. The vector field 7§ is C* in a neighbourhood of

V\ W

and _
Oyl < C
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on this set.
4. We have 74 = 4% in a neighbourhood of the post critical set of RF}.

Define by induction WJ’? as 0 outside V' and
v} o (RFg)(2) = (DR, - vx)(2)
D.(RFy)

”Yg]‘c-i-l (Z) =

on V\ {(0,m)},, and 7%, (0,m) = 0.
Using the McMullen compactness criterion for quasiconformal vectors fields [32,
Corollary A.11], one can prove that for each k the sequence

1
A== "Af
J =0
has a convergent subsequence, uniform on compact subsets of C,,. Moreover such
limits are quasiconformal vectors fields. Let 4% be one of theses limits. Since the

filled-in Julia sets of the polynomial-like extensions of RF}; do not support invariant
line fields [10] we conclude that [9v% | < C on C,. Note that

(23) (DRp, - vi)(2) = 7% © (RFk)(2) — D2(REy) - 75(2), 2 € U.

By the compactness criterion for quasiconformal vectors fields in McMullen [32] we
can consider a convergent subsequence v 0o —; v, where v is a quasiconformal
vector field on C,, and the convergence is uniform on compact subsets of C,, . By
(23) we have

(24) (DRF -v)(2) =70 (RF)(2) — D,(RF) -~v(2), z€ U,
so DRy -v € ER ., so by (19) we have v € ER. O

Proposition 4.5 (Contraction on the horizontal directions). There exist K and
01 > 1 such that for every F € Qy,,, and v € E% we have

|DF'7?rZ : v|TBno7‘(U) S Kel_i|v|TB"OT(U).

We do not provide a proof for Proposition 4.5 since it can be proven in exactly the
same way it is done in the unimodal setting. One can use the argument by Lyubich
[27, Theorem 6.3] using the Schwarz’s lemma and the rigidity of McMullen’s towers
[32]. An infinitesimal argument using the rigidity of McMullen’s towers and the
compactness of the renormalization operator is given in [41, Proposition 3.9] (in
the case of the fixed point of the period doubling renormalization) can be also
applied here. We also cite the new methods by Avila and Lyubich [2] to prove
the contraction in the horizontal directions in the case of unimodal unbounded
combinatorics.

Proposition 4.6 (Contraction on the hybrid classes). There exists Ay € (0,1)
with the following property. Let F be a real-analytic polynomial-like map of type n
that is infinitely renormalizable with combinatorics bounded by p. Then there exist
G € Quyp and ko = ko(F) and C = C(F) such that R*F € B(U) for every k > k
and

IRFE — REG|g,,., ) < CAY for k > k.

Proof. One can prove this in a quite similar way to the proof of the main result in
[10]. An alternative proof is obtained using Proposition 4.5 and the same argument
as in the proof of Theorem 1 in [11]. O
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Next we show that every map in €,, can be approximated the hyperbolic
polynomial-like maps of type n.

Proposition 4.7. Let G € W be such that there exist domains U and ‘7, whose
boundaries are analytic Jordan curves, such that mod V\U > €y/2 and

G.U—V

is a real polynomial-like map of type n that is infinitely renormalizable with combi-
natorics bounded by p. Then there exist polynomial-like maps of type n

Gii Ui — Vl
such that
A. we have mod V? \ Ui > €0/2 and G; € Bpor(U),

B. all critical points of G; belong to the same periodic orbit,
C. we have

lim |G; — G|g,,, ) = 0.

Proof. We will use the notation introduced in [40]. Let ¢ = (01,02,...) be the
combinatorics of G. By Proposition 2.2 in [40], there exists a sequence of polyno-
mial P; of type n with combinatorics o; * - -+ x o7. By Corollary 2.3 in [40] any
accumulation point of this sequence is a polynomial P of type n that is infinitely
renormalizable with combinatorics o. By the proof of Theorem 2 in [410] there is
only one polynomial of type n with combinatorics o, so the sequence P; indeed con-
verges to P. Indeed there are now far more general rigidity results for polynomials.
See Kozlovski, Shen and van Strien [24][23].
Since P; is a convergent sequence of polynomials of type n with connected Julia

sets, it is possible to choose domains U’ and V* such that

- inf; mod Vi\ U >0,

- P;: U’ = V' is a polynomial-like map of type n.
and furthermore for some K > 0 there are K-quasiconformal maps
such that

- ¢;(U") =U and ¢;(V)) =V,

- 0i(Z) = ¢i(2),

- P;: U" — V" is a polynomial-like map of type n,

- Gog; = ¢;oP; on OU".

- The sequence ¢; converges to a K-quasiconformal map ¢.

-IfU® = ¢ 1 (U) and V™ = ¢~ 1(V) then P: U*® — V°° is a polynomial-

like map of type n.

Let p; be the Beltrami field that coincides with pu; = 9¢;/9¢; on C,, \ U, that
is invariant under P;, and p; = 0 on K(P;). Let ¢;: C,, — C, be the unique
quasiconformal map such that ¥;(—1,7) = (=1, 4) and ¥;(0,7) = (0, 5) for every j,
and p; = 0v;/01; on C,,. Define

G; =vioPoy; .

Then N N
Git Pi(U") = (V")
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is a polynomial-like map of type n. Note that
inf  mod 1;(V?) \ ¢;(U") > 0.

Every subsequence of G; has a convergent subsequence. Let F' be one these ac-
cumulation points. We claim that F' = G. Note that every accumulation point
is of the form F = 1) o P o~ !, where ¢ is a K-quasiconformal map that is an
accumulation point of the sequence ;. We can assume, without loss of generality,
that ¢; converges to a K-quasiconformal map ¢.

Notice that

giot; oGiotio¢(2) = dioPiog; (2) = G(2)
for z € ¢;(U") = OU. Taking the limit on 7 we obtain
poy Tt oFoyod(z)=G(2)

for z € OU. Moreover since 1; 0¢;1 is conformal in C,, \ U we conclude that ot
is conformal in C,, \ U. Since F and G are both infinitely renormalizable with the
same combinatorics, one can use the Sullivan’s pullback argument to conclude that
there is quasiconformal conjugacy H between F': U — V> and G: U — V such
that H is conformal in C,,\ K (F). Since there are not invariant line fields supported
of K(F) we conclude that H in conformal on C,,, so H is affine on each connected
component of C,,. Since H(—1,j) = (=1,7) and H(0,5) = (0,7) for every j, we
conclude that H is the identity. So F' = G and G; converges to GG. Itens A., B. and
C. of Proposition 4.7 follows easily from this. O

4.2. Vertical directions, codimension of E" and vector bundles. Let f: V; —
V5 be a polynomial-like map. Let B¢ be the vector space of the germs of holomor-
phic functions defined in a neighborhood of K(f). We say that v € By is a vertical
vector if there exists a holomorphic vector field a defined on C\ K (f) such that

(25) v(z) = ao f(z) = Df(z)a(r)

for every z close to K(f) and in the domain of «, and additionally

(26) lim 2%a(1/2) = 0.

z—0

We have an analogous definition for polyr}omial—hke extended maps of type n.
Denote the set of vertical directions of f as E7}. Recall that v € By is a horizontal
vector (v € E’;‘) if there is quasiconformal vector field on C such that (25) holds in
a neighborhood of K (f) and da =0 on K(f). Lyubich [27] proved that

(27) B = B} + E.

The same statement holds for polynomial-like extended maps of type n. Note that
if ' € W has an extension that is a real polynomial-like extended map of type
n and F' is either infinitely renormalizable with bounded combinatorics in Cp,,, or
whose critical points belongs to the same periodic orbit then E} = El’é NTBpor(U).
Here E is as defined in Section 4.1.

Due the infinitesimal pullback argument, if f does not have invariant line fields
on its Julia set J(f) then EA}I N E;ﬁ is exactly the space of vectors v such that there
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exists a vector field a(z) = az + b on C that satisfies (25) in a neighborhood of
K(f). In particular if F' € Q,, , we have

TBpor(U) = E% @ E%.

Proposition 4.8. If f: Vi — V5 is a polynomial-like of degree d generated by
the restriction of a polynomial of degree d then E}’ is exactly the linear space of
polynomials of degree d. If f is a polynomial-like extended map of type n such that
on each C x {i} the map [ coincides with a quadratic polynomial then E}’ is the
space of vectors that coincides with quadratic polynomials on each C x {i}.

Proof. Suppose that f is a polynomial of degree d and let v € E}i Then the r.h.s.
of (25) implies that v extends to an entire holomorphic function. Of course (26)
implies that

la(y)] < Clyl
for some C', provided y € C has large modulus. Since D f is a polynomial of degree
d — 1 it follows from (25) that

[o(@)] < Clz|?,

for some C, provided || is large. So v is a polynomial whose degree is at most d.
On the other hand, if v is a polynomial of degree at most d we have that f, = f+tv
is a polynomial of degree d for every small t. Every f; have the very same external
class (see Lyubich [27]). This implies that v = 0 fi|i=0 € E;ﬁ The proof in the case
of a polynomial-like extended map of type n is analogous. O

The following is similar to Lyubich [27, Lemma 4.10], but for the sake of com-
pleteness we provide details.

Proposition 4.9. Let F: W — V be a polynomial-like map of type n with con-
nected Julia set satisfying

i 0<e <mod(V\W) < e,
ii. diam K(F)N(C x {i}) > 1 for every i,
iti. diam VN (C x {i}) < Cy for every i.
Let v e EL.NB(W). Consider the holomorphic vector field
a:C,\ K(F)—C
such that lim, o 22a(1/2) = 0 and
v(z) = a(F(z)) — DF(2)a(z)
for every z € W\ K(F). Then there is Co > 0, that depends only on €y, €1 and Cq,
such that
|a|5ph Co\F 1w = Calv|pw)-
Here |- |spn @ denotes the sup norm on @ considering the spherical metric on each
component of C,,.

Proof. Define K;(F) = K(F)N(C x {i}),1<1<n. Let
¢i: (Cx {iH)\ Ki(F) — D x {3}
be conformal maps such that ¢;(co,i) = (0,7). Define the conformal maps

¢: C, \ K(F) - Dx{l,...,n}
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as ¢(z,1) = ¢i(z,1). Define
W =W\ K(F)),V=¢(V\K(F)

and

as .
F(z,i) =¢oFo¢ l(z,4).
Let o(z,i) = (2/|z]2,4), W = WU(W) and V = VU(V). Then F has a
analytic extension to a covering
F:W =V

satisfying F(Sx {1,...,n}) =Sx {1,...,n}. Note that each connected component
of

AR
is an annulus with modulus larger than ¢y. This implies that there is k (that
depends only on €, €1, C7 and n) such that

|DEF*™(z2,i)] > 2
for every (z,i) € F~(kn+1D 17 Note that there is C3 > 1, that depends only on e,
€1, C, such that
|D¢(2,i)| € [1/C3,C3] for every (z,i) € W\ F~¢ntDyw,
- |DF(2,i)| € [1/C3,C3] for every (z,i) € F~ W\ F~(kntDyy,
- |DF(z,i)| € [1/Cs,C3) for every (z,i) € F~'W\ F~(kntDyj,
- We have 1/C3 < |z] < Cj for every z € OF ~'W.

Define
a:Dx{l,...,n} - C
é‘(zv z) = D¢(¢_1(Zv i)a(¢_1(27 7’))
and
0(2,1) = DO(F (¢~ (2,1)))v(¢™ " (2,1))-
Then &(0) = 0,

i=d&oF —DF -,
and consequently

nk

ST DEMTI (B (2, 0)6(E7 (2,1)) = G o F™ (2,1) — DE™(2,4) - a(2,4).

=0
for (z,i) € OF~* "+ DWW, Let (20,40) be such that

|&(z0,70)| = max _ |&(z,9)].
(2,i)€QF~(emt DTV
Then
nk

S DEM(E o (i) 22 max Ja(mi)l- max |a(=i).
= (2,i)€DF~(emt DTV (2,i)€0F—1W

Since @ is holomorphic the maximum principle implies

max |6(z,4)| >  max  |&(z,1)],
(2,3)€QF—(knt 1) T/ (2,4)€OF—1W
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SO

max |a(z 1) < Gy sup 19(2,7)].
(z,i)€dF—(knt W (2,4)EF=1W\F~(knt 1) i/

Here Cy = nkC%*. Consequently

max  |a(z,7)] < C3 max _ |&(z,1)
(z,4)€0F~1W (2,0)€OF—1W
S C'3 max ~ |d(277’)|
(2,i)€QF ~(knt DTV
< C5C _ max _o(z,4)]
(2,i)EF—1W\F~(nt DT
< 030y max [v(z, )|
(2,)) € F—1W\ F~ (ent D) W
< Cic a ).
< (3 4(Z1i)rI€1F)E1W|v(Z,z)|
Note that
. 2la(z,1
sup |a(z,z)|sph@ = sup M
(2,) €T \F—1W ()T w1+ 2]
2a(z,1
< sup ‘ (27 )’
(z)eC\F-1w 7
< max ’7204(2, ) |
(zi)edF 1w ' 2
< 2 ma; alz,1)].
- S(Z,i)EOFX*1W| (z,0)]

O

Proposition 4.10 (Codimension of E%). For every G € Q,,, the codimension of
El isn.

Proof. By Proposition 4.7 for every G' € 2, , one can find a polynomial-like exten-
sion G: U — V of type n and a sequence of polynomial-like maps G;: U — V'
of type n whose periodic points belongs to the same critical orbit and such that
U is compactly contained in Ut and U is compactly contained in U. Denote
Eé(ﬁ) = Eé N TBpor(U), where j € {v,h}. We claim that codim E’C@Z(U) =n.

Indeed for each ¢ € C(G}), let m}, > 0 be such that G;nz (q) € C(G;) and G¥(q) ¢
C(G;) for every 0 < k < mj,. Given v € TByo(U), let v = v(GF(q)). Then there
is a unique solution {o‘q,k}qu(Gi),lgkgmé for the homogeneous system of linear
equations

Vg,k = Qg k+1 — DGi(Gf(Q)) “Qgk, 1<k< mf]? q € C(Gy),
V.0 = Qq,1, q € C(Gy).
In particular
(vq,k)qGC(Gi),0§k<mf1 = (aq,k)qec(ci),lgkgmg
is a linear bijection. Note that v € Eg if and only if Qq,mi = 0 for every q € C(G;),

that is, if and only if v belongs to the kernel of the linear map

v = (Qgmi )gec(Gi)-
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Since
v = (”q,k)qec(ci),ogkmg
and
(va,k)gec(Gi),0<k<mi 7 (Qgmi)ecc(G)

are onto continuous linear maps it follows that codim Ep (U) = n (Recall that G;
has n critical points). So dim Egl(ﬁ) = n. Since U is compatible with G, we have
that [42, Propositon 10.4] implies dim E&(U) = codim E&(U) = n.

Unfortunatelly U is not compatible with G (the repelling fixed point —1 of G
does not belong to the interior of U), so we need to be a little more careful to
conclude that codim EJ =n. Consider the natural affine inclusion

72 Bror(U) = Bpor(U)
Then D is continuous, injective map, it has dense image and moreover
(Dm)~ Bl = EA(D).

Note that if codim Eg > k then there is a bounded linear onto map ¢: TBpor(U) —
R¥ such that Eg C Ker 9. Since D7 have dense image we have that 1) o D7 is also
a bounded linear onto map such that E4(U) C Ker ¢ o Dx, so codim EL(U) >
codim Ker 1 o D = k. So codim El < codim EX(U) = n.

On the other hand, since 7 is injective we have that dim7(Eg(U)) = n. If
v e m(E4(U)) N EL then v € EL(U) N ELU) = {0}. So codim El > n. O

The following lemma is elementary. We included it here for the sake of com-
pleteness.

Lemma 4.11. Let (B;,||;), i = 1,2, be Banach spaces. Let  be a compact metric
space and suppose that for every f € Q we associate vector subspaces Ey C By C By,

E.]]},i C B; satisfying
A. For every f € Q we have By = E?® E}I)2 and E¥ N E}l)l = {0}.
B. The set
{(f,v): feQ veE}}
is a closed subset of Q) x B;.
C. We have that
{(f,v): feQ veE], v; <1}

is a compact subset of Q x B;, i =1,2.
D. There exists n € N such that dim E} = n for every f € .
E. The inclusion v: By — By is a compact linear operator and
N (E},) = EY,.
Then
1. The set
EY={(f,v): [€9Q, ve Ef},
with the topology induced by Q2 X Ba, is a topological vector bundle (with the
obvious linear structure on the fibers E;i) with fibers of dimension n.
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II. Let ~ be the equivalent relation on Q X By defined by (f,v) ~ (g,w) if and
only if f=g andv —w € E}l Then the quotient topological space

E={(f,[v]) st. feQand [v] € B/E;?Q}

is a topological vector bundle with fibers of dimension n.

III. Define
[(f, [v])| = distg, (v, E;?Q) =inf{jv —wl: we E;?Q}

then
(f,[v]) € E = |(f, [v])]2

1S continuous.

Proof of 1. All limits in the proof of I. and II are in the topology of (Ba,| - |2). Let
u € Ba. Then for every g € 2 there are unique vectors v¥* € E; and w?" € EQQ
such that
u=v9" + wd".

First note that
(28) sup {|v7%|2,9 € Q, |ula <1} U {|w9"]2,9 € Q, |uls < 1} < 0.
Otherwise there is a sequence g; € Q, |u;| < 1 such that

ri = max{|vg“ui|2, |,wg¢,u1'|2} —>; OQ.

Since () is compact, without loss of generality we can assume that

limg; =g € Q
K3
and C. implies that we can assume
p9irti
lim =v € k.
[ T
and consequently
w9i- Ui
(29) lim = —v.
7 T

On the other hand by (29) and B. we have v € E;‘, so by A. we conclude v = 0.
This is a contradiction with the definition of r;. So (28) holds. We claim that the
map
S:Qx 82 — O x Bg

defined by

S(gvu) = (g7vg,u) € By
is a continuous linear map. Indeed suppose lim;g; = ¢ and lim;u; = u. By
assumption C. and (28), taking a subsequence we may assume that

limo9" =v € EJ
i 4

and consequently by B.
lim w9 = limu; — limv9"" =u —v € E;LQ
7 7 7 ’
By A. we conclude that v = v9* and u — v = w9". This proves the claim.
Let f € Q and choose a basis v,...,v, € E%. Let v = S(g,v;) € EJ and
w! =v; — S(g,v;) € By, with g € Q. Of course

vi:vf—kwig.
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So for every ¢ we have that g — v/ is continuous and moreover vlf = v; and wlf =
In particular there exists an open neighborhood Op of f in Q such that {v7}; is a
basis of E for every g € O.

Reducing the neighborhood O, we may assume that ES)Q N E} = {0} for every
g € O. Otherwise it would exists a sequence ¢g; —; f and w; € E;LhQ N LY satistying
lw;| = 1. By D. we may assume lim; w; = w € E}. By B. we have w € E;}Q, which
contradicts A.

Define the map

H:0xE} —{(g9,v): €0, veEj}

H(g, Z civi) = (g, Z civd).

We have that H is a continuous and bijective map. Note that

H~(g,u) = (g,v),
where v is the only vector in E}{Q such that v —u € Egg.
We claim that H~! is continuous. Indeed, suppose that lim;(g;,u;) = (g,u),
withg, g; € O and u,u; € E,. If HY(gi,u;) = (gi,v;) then w; = v; —u; € E&-,z
and v; € E}. Let 7; = max{|v|2, [wi[2}. We claim that

as

(30) supr; < oo.

Otherwise without loss of generality we may assume lim; r; = co. By D. we may
assume that lim; v;/r; = 0 € E}’ and consequently lim; w;/r; = 0. By B. we have
v € EgQ. So ¥ = 0, in contradiction with the definition of r;. This proves (30).
In particular without loss of generality we can assume lim; v; = 0 € EY and conse-
quently by B. we have lim; w; =% =0 —u € E}]}Q In particular H (g, u) = (g,0).
So H~! is continuous. So

H: O xR" = {(g,v): g€O, veE]}
defined by

H(g, (e)i) = (9.3 eif)

K2
is a local trivialization of the vector bundle EV in the open set {(g,v): g € O, v €
EV}. O
g

Proof of II. Let m: Q2 x By — E be a natural projection
(fs0) = (£, [v]p),

where [v]; represents the equivalent class of v in B/ E?Q. We will define a homeo-
morphism
T:FE"—FE

that is a vector bundle homeomorphism. Indeed let T be the restriction of 7 to
EY. Of course T is a continuous map that preserves the linear structure in the
fibers. Tt is also a bijection, since T'(f,v) = T(g,w) implies f = g, with v, w € EY
and v —w € Ef,, so by A. we have v = w. Note that T7'(f,[uls) = (f,v),
where v is the unique vector that satisfies v € E} and u —v € E;}Q. Note that
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T=Y(f, [ulf) = S(f,u), where S was defined in the proof of I. Consequently 7" is
continuous, since S descends to the quotient space E as T—!. O

Proof of III. We claim that
(31) (f,v) € Q x By — distp, (v, E})
is continuous. Indeed suppose that limg (fi, ve) = (f,v). We have
|distg, (v, E;?kz) — distg, (v, E?k2)| < distg,(vi — v, E}LMQ) < |v—=wvg|2 =% 0,

in particular
g h . h
hlgn distp, (vk, B}, o) — distp, (v, B}, 5) =0,

so to prove the claim it is enough to show that

(32) liin distp, (v, E?MQ) = distg, (v, E;?Q)
Fix e > 0 and let w € E;2 be such that

[v —wl|a < distp, (v, E’;Q) +e.

Then limy S(fr,w) = 0, where S is as defined in the proof of 1. In particular
wr =w — S(fr,w) € E.?MQ and for large k we have |v — wy| < distg, (v, E;}Q) + 2e.
Since € > 0 is arbitrary

lim sup distg, (v, E?k o) < distp, (v, E?Q)
k

On the other hand, if
limkinf distg, (v, E}l,mQ) < distp, (v, E}E) —2¢
then we can assume (taking a subsequence) that there is wy, € E;}k’Q such that
[v — w2 < distg, (v, E;}Q) — €.
Let ux = S(f,wk) € £ 5. Note that sup,, |wy|> < oo, which implies supy, [ux|2 <
oo and consequently yr = wr — up € E;{Q satisfies

sup |ygl2 < oo.
k

By B. and E. we can find y € E;})l and a subsequence of y; such that y; converges
to y in B;. Taking a subsequence we can assume that limy up = v € EY (in the
topologies of B;, i = 1,2). So wy converges to u + y in B;. By A., B. and E. we
have u = 0. We conclude that

distg, (v, E;?Q) < lirnkinf |[v — yrle < distg, (v, E;?Q) — €,
which is a contradiction. So (32) holds. This proves the claim. Since (f,v) ~ (g,0)
implies distp, (’U,E?) = distp, (0, B') the function (31) descends to the quotient

topological space F as a continuous function.
O

Proposition 4.4 implies that
{(F,v), FE€Q,, andv € Ep}
is a closed subset of €2, ;, X TBypor(U). We also have
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Lemma 4.12. The set
(33) E={(Fv), FE€Qupandv € E, |v|ra,,, @) < 1}
is a compact subset of Qy, X TBypor(U).

Proof. Let (F},vy) be a sequence in the set £. Due the complex bounds there exist
domains Wy, Vi, € C,, such that Wj, C V;, and

Fk: Wk — Vk

are polynomial-like maps of type n satisfying

mod(Vy \ Wk) > €.
Using the same argument as McMullen [31, Theorem 5.8] there is a polynomial-like
map of type n F: W — V with mod(V \ W) > ¢y such that limy Fy, = F in the
topology defined by McMullen. In particular limy Wi, = W and limy Vi, = V in the
Carathéodory topology and Fj converges to F' uniformly on compact subsets of W.
Consequently limy F, = F' in By, (U) and we can find V' compactly contained in
V such that . .

Fpe: 7'V =V
are polynomial-like maps of type n satisfying
mod(V \ F'V) > ¢o/2.

Let W = F~'V. Since vy € EY, there exist holomorphic vectors fields

(677 En\K(Fk) — C
such that ay(oc0) = 0 and

vk (2) = ar(Fi(2)) — DFi(2)ow(z)
for every z € Wy, \ K (Fy).
Finally, for every large j > 0 it is possible to find a domain V7 such that

K(F)cVic{zeC,: dist(z, K(F))<1/j}CcV

and _ _

F:F Vi v
is a polynomial-like map of type n. Consequently there is kg = k(j) such that for
every k > ko we have that _ _

Fp: 7'V - v
is a polynomial-like map of type n. Note that F i ¢ W for large k. Due
Proposition 4.9 we have that

|k |, T\ p2vs < Chlvelsviy < Cilvklpry-

for large k. We claim that

(34) sgp vkl iy < o0

Indeed, otherwise we may assume that r, = |vg] BOW) diverges to infinity. Then
G = ay /1 satisfies

|dk|sph C\F,, 2Vi <dCj
This implies that a subsequence of &y, converges uniformly on compact subsets of
C, \ K(F) to a holomorphic vector field &: C,, \ K(F) — C and the corresponding
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subsequence of ¥, = vy /1y, converges uniformly on compact subsets of W \ K (F)
to

v=c&oF — DF - a.
By the maximum principle we have that vy is a uniform Cauchy sequence on com-
pact subsets of W, so © extends to a holomorphic function on W and limy vy, = ©
uniformly on compact subsets of W. Since |0g] By = 1 for every k we have
95wy = 1. On the other hand

|ﬁ|B(U) = liin |ﬁk|B(U) = liin 1/T‘k = 0,

so © = 0 everywhere, in contradiction with |ﬁ|B(VV) = 1. This proves the claim.
Now we can use the same argument as in the previous paragraph to conclude
that there is a subsequence of ay, that converges uniformly on compact subsets of
C, \ K(F) to a holomorphic vector field a: C,, \ K(F) — C and the corresponding
subsequence of vy, converges in B(W) (and in particular in B(U)) so a vector v that
satisfies
v=aoF —Df -«
on W\ K(F). This concludes the proof. O
As an immediate consequence of Lemmas 4.11 and 4.12 we have
Proposition 4.13. The quotient topological space
E = {(F,[v]) s.t. F € Q,, and [v] € TBuor(U)/ER%}.
is a topological vector bundle with fibers of dimension n. Moreover
(35) (F, [v]) = [(F. [o])| = distrs,,. ) (v, EF)

is a continuous function.

Proof. Let U be a symmetric domain with respect to the real trace of C,,, that is
compactly contained in the interior of U, such that the U N R is an interval that
contain in its interior the convex closure of the postcritical set of every F' € €2, .
Let By = TByo-(U), By = B(U), Elﬁ2 = E& and E}?)l be the set of horizontal
vectors of B(U). Apply Lemma 4.11. O
5. HYPERBOLICITY OF THE w-LIMIT SET €, , OF R.
Given F' € ), p, denote

By (F) ={v € TpBnor(U) s.t. sup|DR} - v| < oo}
ieN

Recall we choose U = Ds, g,. The goal of this section is to prove
Proposition 5.1. Suppose that for every F' € €, , we have

(36) B, (F) C EL.

Then Qy, ,, is a hyperbolic set. Moreover its stable direction is exactly EM.

Proposition 5.1 reduces the study of the hyperbolicity of €2, , to the study of
the existence and regularity of the solutions a of the cohomological equation (16).
So to show that (2, , is a hyperbolic set it remains to prove

Theorem 4 (Key Lemma). If F € Q, , then
(37) B, (F) C EL.
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We will prove Theorem 4 in Section 8. As an immediate consequence of Propo-
sition 5.1 and Theorem 4 we have

Theorem 5 (Theorem B). €2, ,, is a hyperbolic set. Moreover its stable direction
is exactly E™.

5.1. A criterium for hyperbolicity of cocycles. Let E be a topological vector
bundle with base Q and fiber R™ and projection p: F — €. We denote elements
of E by (x,v), where x € Q and v € p~1(x). We also assume that € is compact.
Additionally, assume that | - | is a continuous function

(x,v) € B |(z,v)] €R

so that | -| is a norm on each fiber p~!(z). We will abuse the notation writing |v|
instead of (z,v).

Let L: E — E be a fiber-preserving homeomorphism that is linear on the fibers.
The map L is called a linear cocycle on E. Define

B, = {(z,v) € E s.t.sup|v;| < oo, where L(z,v) = (z;,v;)}.
ieN

B = {(z,v) € E s.t.sup |v;] < oo, where L (z,v) = (x;,v;)}.
i€z

S ={(z,v) € E s.t. lim |v;| =0, where L'(z,v) = (z;,v;)}.

11— 400
U={(z,v) € E st lim |v;| =0, where L'(z,v) = (z;,v;)}.
i——00

and the zero section

Eo = {(z,0) € EY.

We say that the cocycle L is uniformly expanding if there exist K > 0 and 8 > 1
such that for every (z,v) € E we have

(38) Jvil > K6"|v]

for every i > 0, where Li(z,v) = (2, vy,).

Proposition 5.2. The cocycle L: E — E is uniformly expanding if and only if
(39) B, = Ey.

Proof. Of course if L: E — FE is uniformly expanding then (39) holds. To prove
the reverse implication, note that (39) implies S = B = Ey. By Theorem 2 in
Sacker and Sell [35] (see also Section 7 there) we have that L: E — E is uniformly
expanding. O

One can also prove Proposition 5.2 applying Sacker and Sell’s results in [30,
Lemma 9 and Theorem 2]. We just refer to that because the proof of these results
in [36] seems to be more elementary than the proof of Theorem 2 in [35].
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5.2. Unstable invariant cones. Let I € €, ;,, Denote

B (F) = {v € TpBnor(U) s.t. sup| DR - v;| < o0}
ieN

Consider the topological vector bundle E (see Proposition 4.13)
E = {(F,[v]) s.t. F € Qp,,, and [v] € TrBpor(U)/ER}.

with the continuous function (35) that restriced to each TpByo.(U)/E% is the usual
quotient norm. Recall that due Proposition 4.13 we have that

dim TpBror (U)/Ef = n.
By Proposition 4.2 the linear transformation
(40) DRp: TpBnor(U) = TrEBnor(U)
induces a bounded linear transformation

Lp: TrBror/E% = TrpBuor(U)/ES 5.
Lemma 5.3. The map
L(F,v) = (RF,Lp -v)
s a vector bundle isomorphism in the vector bundle E, that is, it is a homeomor-
phism of E onto itself that preserves the linear structure on the fibers.
Proof. Let m: Qy, X TByor(U) — E be a natural projection
(F,v) = (F, [v]r),

where [v] represents the equivalent class of v in TB,,,.(U)/E%. Of course

L:Qpp X TBpow(U) = E

defined by L(F,v) = 7(RF, DRp - v) is continuous. Then by Proposition 4.2 the
map L descends to the topological quotient space E as the continuous map L.

By Theorem 3 we have that the linear transformation (40) has dense image in
TrrBnor(U). This implies that for every F' the linear map Ly is invertible. By
Corollary 2.3 we have that R: Q, , — €, , is a homeomorphism. We conclude
that L is invertible. It remains to show that its inverse is continuous. Since

E'={(F,[v]p): F € Qn,p and |[v]r| = 1}

is compact, L is invertible, and the function

¥: B - RT
defined by ¢(F,[v]r) = |L(F, [v]F)| is continuous, we have that
41 C= i F, > 0.
(41) i YO [o]e)

So suppose limy (F, [vk]p,) = (F, [v]r) and
L™ (Fx, [vklp,) = (R™ F, [wi]r-17,)

Then lim, R™'F, = R™'F and by (41) we have supy, |[wi]r-15,| < C for some
constant C'. Taking a subsequence we can assume that limy, [wilr-1p, = [W]g-1p.
Since L is continuous

(F, [vlp) = lim L(R™' Fy, [wilr-15,) = (F, Lrp[blr-1p)-
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From the injectivity of L we conclude that [@]g-1p = L' [v]#. So L™! is continu-
ous. g

Proposition 5.4. Suppose that for every F' € Q,, , we have
(42) B, (F) C EL.
Then the cocycle L is uniformly expanding, that is, there is C' > 0 and 03 > 1 such
that for every v € By, (U) and F € §Q,,, we have
(43) d(DR - v, ER. ) > Cy'd(v, ER).
Proof. Indeed, suppose that [v] € TrByor/ E% satisfies
sup [ Ly - [v]] < oc.

By Propostion 5.2, it is enough to show that [v] = 0, that is, v € El’é Firstly note
that DR%. - v = u; + w;, where sup, |u;| = C' < oo and w; € E%iF. Note that
DRyip - (i +w;) = Uig1 + Wit1,
SO
Wit1 = DRpip - u; — Uit1 + DRpip - w;.
So _ _
Wiyj = DRy - wi — Uiy + DR, o - wi,
in particular
wit;] < C(L+KO77) + K077y,
where K and 6 > 1 are as in Proposition 4.5. This implies that sup, |w;| < co and

consequently .
sup |[DRY% - v| < 0.
i

By (37) we have that v € E%. So L is uniformly expanding. O

Let C' > 0 and 6 > 1 be as in (43). Choose jy > 0 such that
coo > 1.
If € > 0 is small enough we have that
0 =Ce 0 > 1.

Denote R ‘
C= sup |[DR7|.
FeQnp

Define the cone Cp(K) as the set of all v € TB,,,(U) that can be written as
v = u + w, where

A. |u| < ed(v, E%),

B. w € E} and

C. Jw| < K|u.
Note that
(44) U CE(K) = (TBor(U) \ Ef) U{0}.

K>0
Our goal is to show that if (43) holds then there is K > 0 such that

FeQ,,— CphK)

is a field of unstable R-invariant cones on 2y, ;.
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Proposition 5.5. Assume that (43) holds. Then for ¢ > 0 small enough the
following holds. Let F' € y, . If vo = uo + wo, with

0 < |ug| < e“d(vo, E%) and wo € E.

then for every wy € E%joF and uy satisfying DR;Q -vg = u1 + w; we have

(45) lorl gy g g gelwol
Jus| |uol
Proof. Let vy = DR%? -vg. In particular
d(DR? - vy, Bl o
] >e € (DR Uo,h R0 ) > Ce 07 =0 > 1.
|uo] d(vo, E3)
Then _ _ _
DRJFQUO = DRJFQUO + DR&?wo =u1 + wi.
SO U w; u w
DRY % + DRI — = — 4 —
F ua | Flu] — Jua] * Jua]
and
wa] DR ||0|+1+|DR 9|
ua |us Pl |
< CoOl4+1+ CG‘J’OM
||
< COl4+1+ §-10pi0 [0l
|uol
(46) < it a14 g2l

[uol|
O

Corollary 5.6 (Invariant Cones). Assume that (43) holds. If vy € Cp(Ko) then
= DRY vy € Cf (K1), where

K, =Co'+1+602%K,.

Proof. We can assume that vg # 0. Since vy € C}(Kp) there exist wg € E} and
ug such that vg = ug + wo and

0 < |ug| < eéd(vo,E;}) and |wo| < Koluo|.
Moreover there exist wy € E%joF and wuy satisfying v = w1 + wq, with
|U1| < eed(vlv E”]/IzjoF)'
By Proposition 5.5 we have that |w1| < Ki|u1l, so v1 € CF; (K1) O

To simplify the notation, we will replace the operator R by its iteration RJ°.
The following two corollaries are an immediate consequence of Corollary 5.6.

Corollary 5.7 (Forward Invariant Cones). Assume that (43) holds. If
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then for every F' € €,

(47) DRECH(K) C Chp(K).
Corollary 5.8 (Absorbing Cones). Assume that (43) holds. For each
CoO~'+1
Koy > 7:’_
1—0-2
the following holds: for every K > 0 there exists i such that for all F' € ,, ,
(48) DRECE(K) C Cii o (Ko).

Corollary 5.9 (Unstable Cones). Assume that (43) holds. For each Ky > 0 there
exists C' > 0 such that for all F € Qy, p,, v € Cp(Ko) and i >0

(49) |DRLw| > CO|v).
Proof. If v € C%(Kp) then v = u + w, with w € E},

lul < e“d(v, Bf:)
and

|w] < Kolul.
So
o] < Jul + [w] < (1+ Ko)e“d(v, Ef).

By (43) we have

. _ . C .
DRY -v| > d(DR% - v, EL, ) > COd(v, ElL) > —————6%|u).
| F v| et ( F U RF) = (U, F) = (1+K0)e€ |U|
O
Now fix .
co~1+1
Ko > 7:’_ .
1—0-2
Choose i > 0 such that o
0= ——— 6" > 1.
T+ Ko)e

Replace (once again) the operator R by its iteration R'.
Corollary 5.10 (Unstable Invariant Cones near €, ,). Assume that (43) holds.
For each

(50) Ko >

and 0 € (1,60,) there exists § > 0 such that if
dist(F,Gg) < 6
for some Gy € Q,,,, then
DRpCg,(Ko) C Crg, (Ko)
and
(51) DR -v| > 6v|.
for every v € C, (Ko).
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Proof. Define Ky = CO~* +1+ 6-2K,. Then

Co 41

0 * K < K.

1-60-2
Choose v € (0, €) small enough such that
Kie" < K.
Let v € Cg, (Ko). Then there exist wg € Ego and ug such that v = ug + wg and
lug| < eed(vo,E}éO) and |wo| < Kol|ugl.
Moreover there exist w; € E%GO and u; satisfying
|’U,1| < 67/3d(DRG0 v, E%Go)

and DR¢q, - v = u1 + w;. By Proposition 5.5

|w1| S K1|U1|.
Then
(52) DRp-v=us + (DRg, — DRFr) - v+ w;.
Note that
d((DRe, — DRr) -v, Elg,)
S |(DRG0 —DRF)-U|
< |DRg, — DRple“(1 + Ko)d(v, Eg,)
e (1 + K

(53) < |DR¢g, — DRF|(7O)d(DRGO -U,E%GO)

0
Let §; > 0 be such that |F — Go| < d; implies

‘(1+ K
1—|DRg, — DRF|¥ > e /3

‘(1+ K,
3+ |DR¢, — DRF|6(%—£O) < /3,

and
0=06, —|DRg, — DRy| >0 > 1.
Then
d(DRF - v, E}g,)
> d(DRg, v, Ehq,) —d(DRG, — DRp) - v, E}g,)
(54) > e "3d(DRe, - v. Epe,)
SO
lui + (DRg, — DRp) -v| < €/3d(DRg, -v,Ekg,) + [(DRa, — DRF) - v|

< M3d(DRg, v, Epg,)

< €"d(DRp -v,E}eg,)
(55) < €ed(DRp -v,Ejg,)

35
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and moreover

|u1 + (DRg, — DRr)-v| > |ui|—|(DRg, — DRF) - v
> d(DRg, v, Epq,) — (DR, — DRF) - v|
(56) > e 3d(DR¢, v, B,
Finally
lwi| < Ki|ui|

< Kie"*d(DRg, - v, Epe,)

< K123uy + (DRa, — DRF) - v|.
(57) < Kolui + (DRg, — DRF) - v|.

So (52), (55) and (57) implies that DRp - v € Cf, (Ko). Furthermore
[DRF - v| |[DR¢ -v|— |(DRg, — DRF) - v

01|v| — |DRG, — DRF||v]

Olv).

ARV

(58)
O

Proof of Proposition 5.1. Let Ky be as in Corollary 5.10. We claim that every cone
Ci(Ky), with F' € ,, ,, contains a subspace Sr of dimension n. Indeed, since
E’é, G € Q,p, has finite codimension n there is a subspace Eq C TBpor(U) of
dimension n such that
Eg ® EL = TByor(U).

Since 2, , is a Cantor set and G — E! is a continuous distribution, it is easy to see
that we can find a finite covering {O,}, by compact subsets of €, ,, and subspaces
E; with dimension n such that

E; @ Bl = TByor(U)
for every G € O;. By (44), Proposition 5.5 and Corollary 5.8 there exists ig such
that

DRlGOE] C Cf,uai(,G(Ko).
for every G € O;. Moreover R is invertible on €, ,, so we can choose G such
that RG = F. Since DR¢ is injective for every G € Q,., we conclude that

Sp = DRSE; is a subspace of dimension n in C(Ky). This concludes the proof
of the claim. Note that

Sp @ E% = TB,o(U).

Let G € Q,, . Since R is invertible on €2, ,, there is a unique sequence G; € €,
such that RGi+1 = G; and Gy = G. Let S} be an arbritrary subspace of dimension
n contained in C¢ (Ko), Then DRY, (S]) is a subspace of dimension n contained
in C4(Ko). Since
(59) Cé(Ko) N EG = {0}

we have that there is a linear function

H;: Sqg — EL
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such that {v + H;(v), v € S} = DRE (S!). Since v + H;(v) € C&(Ky) we have

v+ Hi(v) = ug + w1, with w; € B4 andi

jual < e“d(v + Ha(v), Ely) = ed(v, ) < e“Jol.
and |wy| < Kplu|. In particular

|Hi(v)] = Jur +wi — v < (14 e(1+ Ko))|v|,

So the family of functions #H; is an equicontinuous family of functions. By the
strong compactness of the operator R and Arzela-Ascoli Theorem there exists a
subsequence that converges to a bounded linear function H: S¢ — EJ, satisfying

{v+H% W), ve S} C [ DRE,CE (Ko) C C&(Ky).
i=0
Due (59) and the contraction in the horizontal directions we have that there is only
one possible accumulation point HY for sequences as (H;);. Let
Bt ={v+H(v), ve Sq}

Then we can easily conclude that DR (E) = E% . Then G — E is the unstable
direction of R. g

6. INDUCED EXPANDING MAPS.

Let F' € Q,,. We are going to define a real induced map Ggr: D — R for F
whose domain D is the union of intervals R*,, k > 0 and 0 < i < n¥ r € C(F),

s

satisfying
RF, ) Qb
qeC(F)
If R¥, ¢ QF " and s € C(F) is the sucessor of ¢ at the k — 1 level we define

Gr(x) = et (z) for every x € R*,. Note that
Gr:RE, = RN

is a diffeomorphism. Due the real bounds there exists €y such that

. 2dist(P(F),0RE)
60 0<e < inf
(60) O edlr) |RE]

We will now define a complex-analytic extension G of Ggr that is a conformal
iterated dynamical system. Suppose that R, C Q’g_l. Let Z% be the ball B(r, d¥),
where

k_ (4 _ €0 |R§|

Since F' belongs to the Epstein class, there exists a simply connected domain %% i
such that Z* ,NR C R*, and #*, is contained in the ball whose diameter is R¥ ;NR
and moreover

is univalent. Due the real bounds, we can reduce ¢ if necessary in such way that

k k—1
ZE; C Qg
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FIGURE 2. How G acts on the domains %’ﬁz C Ugec(r) Qg_l if
the combinatorics of the k-th renormalization is the same as the
combinatorics of the renormalization R(F) in Fig. 1. At level k—1
we have that s is the sucessor of ¢, r is the sucessor of s and ¢ is
the sucessor of r. At level & we have that r is the sucessor of ¢, s
is the sucessor of r and ¢ is the sucessor of s. Moreover £1,j; > 0
and 0 < 11 < i < i3 < ig4.

for every R*, € Q¢! and
inf inf  dist(%Z"*
k {g,r}cC(F)
RE,CQi™!

s-U U U

k7
k rqeC(F) Rk ,cQk™!

500 >0

We define G on

as G(z) = F™ ' (z) for every z € %%, where R*, C QF! and s € C(F) is the
sucessor of ¢q at level k — 1. Note that P(F)\ C(F) C 2 and
G(P(F)\ C(F)) = P(F).
Lemma 6.1 (Markovian property of the induced map). Let r; € C(F), m; € N
and 0 <i; < n;’;i, 7 < L be such that
A. either we have that mj1 = mj, ij41 < ij, rj41 =1; =1 for somer € C(F)
and moreover
m; mj mjfl
R*ij ’ R*ijﬂ = U Qo )
qeC(F)

and
. -1
R" ¢ |J Q"
qeC(F)
for every i satisfying i;41 <1 < 1. In particular

Gr: R™ v R™7

i1’

is a diffeomorphism.
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B. or
Mj+1 > My,
with
< U Qv
qeC(F)
and
me U et
qeC(F)

for every i satisfying 0 < i < ij. Here r =r;. In particular
m m
G: Rﬂ-]j = Ry
s a diffeomorphism. Moreover i;11 > 0 and

M1 mjp1—1
S C R, ,

—ij41

where s = rj41. In particular
m m
G]RZ Riijj — RO 7,
is a diffeomorphism and

ST C Ry = Gr(R™).

U+l

Then there exists a unique interval W such that

Gg: W — R™

iy
is a diffeomorphism and W is the set of points z such that for every j < { we have
Gh(z) € Q_l , where ¢ = rj. Moreover W = R™!, for some i, where r = ry.

Proof. If £ = 0, there is nothing to prove, since W = R™) | with r = ry. Suppose
by induction on ¢ that Lemma 6.1 holds for ¢. Let rj € C(F), m; € N and
0 <y < n;’j, j < £+ 1 be as in the statement of the lemma. By the induction
assumption there exists b such that

é mtz+1 Mg 41
Gr — RZ;

is a diffeomorfism and for every j < £ we have Gﬂa R™™ Q™ where ¢ = rj41.

141"
In particular RTIf“ C 8™, with s = r1. There are two cases. If mg = m1 then

S™p = 8™ ig > i1, and

Gr: ST — ST
is a diffeomorphism, and W = RT& Hio—i1) is the unique interval W C S’Tilo such
that Gr(W) = R™;. If my > mg then S™! C Q¢™, with ¢ = mo, and

G: Q_m — Q"
is a diffeomorphism. Then W = Rf(b +io) is the unique interval W C Q™) such
that G(W) = R". O

The next proposition says that the postcritical set P(F) of F is the maximal
invariant set of the induced map G.

Proposition 6.2. Given (z,j) € 2 we have that (z,7) belongs to @\ P(F) if
and only if there exists ko > 0 such that G*(z,7) € 2 for every k < ko and
G (2,5) ¢ 2.
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FIGURE 3. The domain Z of G close to a critical point ¢ (the
point in the center). It contains infinitely many topological disks
accumulating on the critical point q.

Proof. Let rj € C(F), m; € N and 0 <i; <n;" such that either
Mmjt1 > My
and
™)1 m;
R_ij+1 CQy’.
where r = r; 11 and ¢ = 7, or mj41 = m; and ;41 = i; — 1. We claim that there
exists a unique z € C,, such that

(62) Gi(z) € B™

—ij
for every j > 0. Indeed, for each ¢, let D, be the set of points such that (62)
holds for every j < ¢. Of course Dyy1 C Dy. If myrqy = my then Dy = Dy. If
myy1 > my then
GeJrl: D[ — ng,
with ¢ = rp and

+1 me41
G : Dg+1 — R_i£+1,

with 7 = 7441, are univalent (and onto). By the definition of G
M =inf inf mod (QF" \ R™) > 0,
m RMH Ccor
S0
mod (D;\ De1) = mod (Qp* \ R™ ) > M,

—ig1/) =
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in particular, since there exists infinitely many ¢ such that mg41 > m, we have that
11?1 diam(Dg) =0
and
NeDy = {ZQ}

for some zy € Z. This completes the proof of the claim. Note that since D, are
symmetric with respect to the R we have that zp € R and by (62)

(63) G’(z0) € #”) NR C R™]
where r = rj, for every j. By Lemma 6.1 there exists b; such that
20 € RTZJ.7
where r = r;, for every j > 0. In particular zy € P(F). (]

7. INDUCED PROBLEM.
Let a; be as in (15). Define the function
V:9—-C
as

Vi(z) = ai(z) = %(Ft)nsil(zﬂt:o

for every z € %%, C 9, provided R¥, C Qg_l and s is the sucessor of ¢ at the k—1
level. Here F; = F + tv.

Lemma 7.1. Suppose that o is a continuous vector field in a neighbourhood of
P(F), such that
Al. a(e) =0 for every c € C(F), and

A2. We have
(64) V(z) =aoG(z) — DG(z) - a(z)
for every z € P(F)\ C(F).
Let x € P(F) and ¢ > 0 such that G?(x) ¢ C(F) for every 0 < j < {. Then for
each j < ( there is r,q € C(F), with b; > 0 such that G’ (x) € R]ijbj C ng_l.

Define i; = n?rl, where s € C(F) is the sucessor of q at level k—1. Note that the
critical points q, s, may depend on x and j. Let

-1
m = Z Zj.
Jj=0
Then

Bl. For every z € C close enough to x we have that G*(z) is well defined and
G'(z) = F(2).

B2. For every z € P(F) close enough to x we have that a(G*(2)) is well defined
and

a(G'(z) o)

) = Darc) DFa(2)

a=1
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B3. In particular for every z € P(F) close enough to x such that G*(x) € C(F)

we have
i)
—~ DF*(z)
Proof. We let to the reader to show that G*(z) = F™(z) for z close enough to z.

By (64) we get
¢

(2) V(GI~Y(
afz) = DGZZ ; DG
So
ZV(GJ (@) _ 5~ @FY ()
= DG = DF10+11+ +zg( )

DFEii—b—1 (Fb-l‘l (Fi0+i1+"'+ij—1 (Z))),U(Fb(Fio+i1+"'+ij—1 (Z)))
D Friotiite+i; (Z)

DFij—b—l (Fb-l‘l (Fio-i-il +etig o1 (2)))U(Fi0+i1 +etig o1 +b(2))
DFii—b—1 (Fb+1 (Fi0+i1+"'+ij—1 (Z)))DFlo-i-ll +eoij 1 +b+1 (Z)
0

U(F10+11+ i 1+b ))

4 m
(X )
:ZZ DFiotit++i;— 1+b+1 (2) ZUD

j=1 b=0 a=1

O

Proposition 7.2. Suppose that a is a continuous vector field in a neighbourhood
of P(F), such that a(r) = 0 for every r € C(F) and

(65) V(z) =aoG(z) — DG(2) - a(z).

for every z € P(F)\ C(F). Then

(66) v(z) =ao F(z) — DF(z) - a(z)
for every z € P(F).
Proof. For each R*  with r € C(F) and 0 < m < nF, there exists a unique
rk., € RF such that
Fmrk )y =r.
The set
I'= {rlim}TEC(F),0<m<n’ﬁ C P(F)
is dense on P(F') and
F{T)=TuUC(F).
We claim that (66) holds for every z € T. Indeed, given r* € T, there ex1sts

¢ > 0 such that G¢(r*,,) = 0. Moreover by Lemma 7.1 we have that G* = F™ in
a neighbourhood of 7* and
v 1( m))
67 .
(67) == s DFe(®)

a=1
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Suppose that m = 1. Then £ = 1, G = F in a neighbourhood of r* |, V(r¥ ) =
v(r*;) and G(r* ) € C(F). By (65) it follows that

o(rty) = oGt ) = DG(rEy) - a(rty) = ao F(rf ) = DF(rE ) - a(ry).
If m > 1 then F(rk )= rli(mq) €T, so by (67) we have

a(F(r’im)) - DF(r’im)a(r’im)

m—1 v Fafl ’I”k
=— ( (k_(m_l)» + DF(r*, )
DFa(T,(m,l))
| R ) g i)
DF“(r’j(mil))

a=1

So (66) holds for every z € I'. Since v, @ and F are continuous in a neighbourhood
of P(F) and T is dense in P(F), it follows that (66) holds for every z € P(F).
O

Corollary 7.3 (Induced problem). Let F' € Q,, and v € B (F). If there exists
a quasiconformal vector field «, defined in a neighbourhood of P(F), such that
a(r) =0 for every r € C(F) and

(68) V(z) =aoG(z) — DG(2) - a(2)
for every z € P(F)\ C(F), then v € E"(F).
Proof. This is an immediate consequence of Proposition 4.1 and Proposition 7.2.

O

8. SOLVING THE INDUCED PROBLEM.
We are going to change a little bit the notation. Let P¥, i =1,...,n be the set
of restrictive intervals for F' associated to the renomalization R*F, that is
A. These intervals are pairwise disjoint, C(F) N PF # () and

C(F) C U;PF.
B. There are integers n} such that

n® . pk k
F"i: P —>P1-Jrl

mod n

is an unimodal map.
C. The have that PF = [0F,bF], where 0¥ is a pu(®)-periodic repelling fixed
point, with

p® =>"nf,

and F" (6F) = Fni (bF).
D. The renormalization associated to the restrictive interval Py is R¥F.
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If ¢ is small enough then Fy = F + tv is close to F' and 6F has an analytic
continuation 0% (). Denote by ;65 the derivative of this continuation with respect
to ¢ at t = 0. Consider {¢¥} = C(F)N PF. Then ¢f,, is the successor of ¢¥ at level
k. Let j¥ € {1,...,n} be such that ¢~ € Lk, and

AR C x {jF} — C x {i}
be the only affine transformation such that A¥(6¥) = (=1,7) and A¥(¢¥) = (0,1).
Lemma 8.1. We have V = Vi + V5, where

(69) Vl (Zujf) = _(quLl/UlC © Af('zv]z]ﬂ)a

and

(70) Va(z,F) = ;k HLE" (2,38) = DF™ (2,58) - =5 (2. 38)
1+1 1

for every (z,jF) € Z* 1, with RV C QF, ¢ = ¢F.
Proof. Note that

oF(x,i) = 0((RM(F)|,_y (2,1) = (DR - v)(, 4)
 Oof . _
= LA o P o () )
1+1

1
oy
So if (z,i) = A¥(z,jF), with (z,jF) € 2"}, with R*' € QF we have that

(e 0 (AR (@) + (DF™) o (AF) ™ (2,4) - (—040F 2,7)),

V(z,5i) = ape(z,57)

D, 6% , b Oi0F
LR (2, j8) — DF™ (2, jF) - St (2, 4).

5z+lv oAf(ZL?zk)—’— ) 2N
L of

O
Lemma 8.2. Letv € B (F). There exists C3 > 0 such that for every k and every

ik, k41 Such that qZk = qfktll we have
6t6k+1 ) 5k
(71) = — el < G
5 0;
k+1 k

Proof. Let ¢ = q“c k+1 and i; be such that qu = ¢. Note that ﬁf;“ Ak(ékﬂ)

- qlk+1 Tk41
is a periodic point for RFF with period y* = u(“‘l)/u(k). Indeed
k+1
k %
B +1 _ ( 5kk+1
If ¢ is small enough then there is an analytic continuation ﬁf;“ (t) for ﬁf;“, that is
a periodic point for RFF;. Since

in).

(’%(Rk (F})) ’t ol x,0) = (D’R]fp cv)(z,1) = vk(:v,i),
by the Implicit Function Theorem we have that

B (RF(E))Y |,y (BETY) + D(RFF)Y (819,854 = 8,85+,
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So
8tﬂ§+1
yF—1
:—DWQW<W>ZDRWWJmGWWWmeWW%W>
7=0
o0 y _1
:;MW#%%12DWW”%WWMWWMWWWﬁw

yk—l RkF) (l 1)+g(ﬁk+l))
D RkF k(e— 1)+J+1(ﬂ§+1)

=2
=1 j=0
(RFF)*(B5*))

_Z_ RkF a+1(6k+1)

Due the real bounds and v € B (F) there exist C, C such that

1
Sl;PﬂD(RkFNB(V), 185, Tk ¥ sy} < C1
q

and
1< Co < inf [D(REF) ()]

So
(72) sup | tﬁki—:1| = (5 < 0.

ka By
If i; satisfies qgj = q then

Bogitlgy kel
=112 = T
j=

if we derive with respect to ¢t at ¢ = 0 we obtain

k+1
k+1 ] ¥4
a0t =N "o ] 8
j=1 £#j

and we conclude that

a 5k+1 k+1 8tﬂé

(73) FH =2
6lk+1 j=1 Bq
and
Ol 9,6k 9, Bk+1
(74) |~ — S = o [ < G
6’Lk+1 5ik ﬁq
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Lemma 8.3. For every (z,jF) € %f‘gl, with R’i‘;l C QF, g = qF we have

(75) Vi(z,5f)| < |5f+1|81;p|vk|=
and
(76) [Va(z, )| < Cskldia| + Csk|67| sup | DG
In particular
lim V(w)=0.
w—C(F)
Proof. 1t follows from Lemma 8.1 and Lemma 8.2. O
Lemma 8.4. Let 1: R — R be a C*° function. Define v: C\ {0} — C as
v(2) = ¥(Jz])2.
e 2Dy(le])
= z z
0 (2)) = L

If |Dy(t)] < Ct=! then 7 can be extended as a quasiconformal vector field on C
such that v(0) = 0.

Proof. If z =z + iy, x,y € R then

P(lz]) = v(Va? +y?),

In particular

_ 2Dy(va? +y?) | 2yDY(va® +y?)

Al = = AN
and
(el = P
In particular
(a2 = EPUEDL

Let € € (0,1). Note that

1 1
|¢(1)—¢<e>|:|/ Du(t) dt|§/ %dt:—lne.
()] < —Ine + [(1)].

In particular

(77) lim z¢)(|z]) =0,

z—0

so defining v(0) = 0 we obtain a continuous extension to C of . To show that = is
a quasiconformal vector field, note that

3 |2Dy(lz]) _ C

B (e)| = E2EL < 2

for every z € C\ {0}. By [l, Lemma 3, page 53] there exists a quasiconformal
vector field 4 on C such that its distributional derivative belongs to L?(C), it
satisfies 0%(z) = 0 if |z| > 1 and



SOLENOIDAL ATTRACTORS WITH BOUNDED COMBINATORICS ARE SHY 47

for almost every z satisfying |z| < 1. So v — 4 is continuous on {z € C: |z| < 1}
and (by Weyl’s Lemma) holomorphic on {z € C: 0 < |z] < 1}. By Riemann’s
Theorem on removable singularities we have that 0 is a removable singularity, so
~ — 4 is holomorphic on |z| < 1, and therefore + is quasiconformal on C. O

An illustrative example of application of Lemma 8.4 is obtained considering
P(z) = log(x).

Proposition 8.5. Let v € B, (F). There exists a quasiconformal vector field
ag: C,, — C such that

(78) ‘/2(27.7.):a2OG(Z7j)_DG(Zuj)'a2(Z7j)
for every (z,7) € 02 and moreover az(0,7) = 0 for every j.
Proof. Due the real bounds we have that

dist(R*1 6Qk
(79) inf inf min M =e >0,
q€C(F) k RFH1CQE Q5

Without loss of generality we can choose ¢ in (60) satisfiying eg < e1/4. Let
¢: R — R be a C* function such that

i. ¢(x) €[0,1] for every z € R.

il. If |z <1 —¢e1/4 then ¢(z) = 1.

ili. If |x| > 1 — €1/8 then ¢(z) = 0.
Given ¢ € C(F), let i; be such that qZ] = ¢ and 5gj and ﬂg, j € N, be as in the
proof of Lemma 8.2. For every x € R* define

= 08  w

Yola) = ) —7 ()
PR

The function 1, is well defined in R\ {0}, it is C* on R\ {0} and if
(80) (1—e/8)5 31 < |zl < (1= e1/2)[6F |

then
LN x " 0,8 a5fk
(51) o) =3 o) = Yt = S

Jj=1 ij 7j=1

Moreover, notice that if

(82) SEEL] < 2l < |07, |

Tk+1

then .
0By x = o]

S0
ok x
and by (72) and (82)
(53) D) < o | Do < Sl
ik
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If ¢ = (0,7), define
(84) az(z,J) = ¥q(lz])2.

By (83) and Lemma 8.4 we conclude that «s is a quasiconformal vector field
with as(0,7) = 0 for every j.

It remains to show that as satisfies (78). Indeed, let (z,7) € 9%"}', with
R’i‘zl C QF and £ > 0. Since %’f}rl belongs to a disc with diameter given by the

interval R’i‘zl and it does not intercept Qg“, we have
(85) (1= er/64)105 70| < dg™ <o < (1= )|y |-
for every (z,j) € 0Z"}*. Here di+t is as defined in (61). By (81) we have that
] Btéf
aQ (27]) = 5k; . <

for every
- k+1
(z,§) € 02"}

Indeed, let (z,]) € %’f}rl, with legl C S{f, with ¢ > 0 and such that ¢ is the
sucessor of s at level k. Then

G(#*TY) c 9f.

It G(@Eﬁl) = #*T1 for some a > 0, then the points in this image also satisfies
(85). Otherwise r = ¢ and G(Z"}') = QF™, so if (w,j) € G(0%* ") then

(86) (1— e /6105731 < ldg ™| = |w| < |55 < (1—en)ldy, |.
By (81) we have that

for every

(w, ) € GOZ" ),
Since these estimates holds for every ¢ € C(F) we have that for every (z,7) €
8«@2;17 with R@fl C QF and ¢ > 0 we have

a6k | 0,0k

a2OG(27j)_DG(Zuj)'a2(27j) = TG('%])_DG(ZL?) :Skik (Zaj)
i +1 ik
OOF Ly b Wk OF
= 5 CREY AL (2,7) — DF"™ % (z,7) 5 (z,7)
ip+1 1k
(87) = Va(z,7).

O

Proposition 8.6. Let v € B, (F). There exists a quasiconformal vector field
a1: C,, — C such that

(88) Vl(zuj):alOG(Z7j)_DG(Zuj)'al(Z7j)
for every (z,7) € 02 and moreover a1(q) =0 for every g € C(F).

Proof. Let €1 > 0 be as in (79). Let ¢: C — R be a C* function such that
i. ¢(x) € [0,1] for every z € C.
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ii. If |[x] =1 — €9/16 and then ¢(z) =1
iii. If either |x| > 1 —€9/32, |2] <1 — €1/2 then ¢(x) =
Given r € C(F), let
Q0 =0<iy < <ig <nf
be the sequence of integers i < n¥ such that
J o
qeC(F)

Denote by §F the periodic point in the boundary of R§. There is an onto univalent
extension

G7: Dy _; — B(r,|07)),
where Dk ;MR = Rk . Note that %’k - C Dk - and

(89) (%’fij) = B(r, (1 — €0/16)|07]) = Z5.

Let ¢; € C(F) such that ¢; and RE i belongs to the same connected component of
I}, Define a function

f)_ j Cc, —-C
in the following way. Let
wf,o(zv a) =0

for every (z,a) € C,,, and define by induction on j

Gi*1(z,a) wfﬁj(G(z,a)) - 55;11)’“ 1 A’; +11 (2,a)
( ok ) DG(z,a)
for every (z,a) € Dfﬁ(#l) Note that w z,a) = 0 for (z,a) in a neighbour-
hood of (’QD]C _(j+1)s SO We can extend 1/1

f—gﬂ (z, a)—Ofor(z a)gD

(90)  WF (i1 (z0) =

(J+1) (
r—(j+1) to a € function on Cy, defining

(j+1)- Finally note that by (89)

o) -

for every (z,a) € O%* ;. 1110 S0 by (90)

(91) —=Vi(z,a) = 5k Lyk=1lo Ak 1(2,(1):z/Jk_»(G(z,a))—DG(z,a)z/Jﬁ_(jH)(z,a)

qj+1 =7

for every (z,a) € O%", . Note that given (z,a) € C,, \ C(F), there exists an open
neighbourhood of (z, a) that intersects only one of the supports of a function in the
family

F= {wf,—j}k, reC(F),j<tk-
In particular the function

ZZZw

k reC(F)j=0

is well defined and it is C* on C,, \ C(F). Moreover given %" , the function ¢} _;

is the unique function in this family whose support intersects 8%’“ . By (91), this
implies that
Vi(z,a) = a1 0 G(z,a)) — DG(z,a)a1(z, a).
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for every (z,a) € 02. It is easy to prove by induction that

Jj—1 k—1
92 00| < sup ot~ 1|j£j]352ﬁ%;%zg¥55,
in particular
supy, 72 .
(93) |1/’ -l < mca(x |51C 1|SUP|U]€ g jZ:o m

Due the real bounds

(99) oyl < co*

If (z,a) € Q6 1\ {q}, for some ¢ € C( ) then either a(z,a) = 0 or (z,a) belongs
to the support of a unique function 1/)T _j» with b > k. We conclude that

(95) lim «ai(z,a) =0,

(z,a)—q
so we can extend «aq as a continuous function on C,,. Note that
gwf,f(gﬁrl)(zv a)
5¢(Gj+1(z, a)) DGIFT(z,a) V5 _;(G(2,a)) = 65" o AR (2,a)
ok ok DG(z,a)

j+12’a, —= —ZCL
06 + o T2 auk (G a)pg

By the real bounds there exists C' > 0 such that
DG(GH (za)) _ C

1671 ~RE
for every r € C(F), K and j and (z,a) € Df_(jﬂ). In particular
DG (2,0) [9r,(Gl2, ) = 050" 0 Ag ) (5, 0)
|0 |DG(2,a)
i—1 .
- |DGI*Y|(z,a (JZ ,I;J L + |(5§j ! )
- |6 — |IDG|*2(z,a)  |DG|(z,a)
<

|DGITY|(z,a i 55] 1£
|6 — |IDG|+1 (2, a)

[DGT (G (2, 0)) |05, Loy

J
qj—e¢ q z
< > 7 = EZ "~
£=0 r 0 —h ¢
< C M(k)
(97) < COswo Gy

The last inequality follows from the fact that R* i, C Q’gflj with ¢ = ¢j_¢, and
2651 = |QF~!| and by the real bounds there exists C' > 0 such that

qj—¢

k—1
|QO | <C
[RE;|
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for every R¥, C QF~'. So by (97)

— uk) —
(98) sup|8z/1 _G+nl £ C'sup 09| sup (k 5 —|—sup|81/Jf7_j|.

Since 1§ = 0 we obtain

)
sup [0y} | < Csup-oy PGy

Since for every (z,a) € C, \ C(F), there exists an open neighbourhood of (z, a) that
intersects only one of the supports of the functions in the family F, we conclude
that «y is a quasiconformal vector field on C,, \ C(F'). Since «y is continuous at
C(F), we can use the argument in the end of the proof of Lemma 8.4 to conclude
that oy is a quasiconformal vector field on C,,. O

Proof of Theorem 4. Let v € B, (F). Let oy and s as in Proposition 8.5 and 8.6.
Define a® = a; + ap. Then by Lemma 8.1

(99) V(Z,j):OéOOG(Z,j)—DG(Z,j)'CYO(Z,j)

for every (z,7) € 92\ C(F) and moreover a’(q) = 0 for every ¢ € C(F). Now we

will use an argument similar to the infinitesimal pullback argument for polynomial-

like maps [3]. We define by induction on m a sequence of quasiconformal vector

fields

a": C,, = C
such that a™(q) = 0 for every g € C(F),
(100) V(z,j) = a0 G(z,j) = DG(2,5) - ™ (2,])
for every (z,7) € 02 and moreover
(101) V() = a0 G(z,j) = DG(2,j) - a™ (2, )
for every (z,7) € 2, m > 1 and

sup |0a™ | < sup [0a™)|.
Indeed, suppose by induction we have defined o*. Define o**1(z, j) = o¥(z, j) for
every (z,j) ¢ 2 and

k+1 N Oék(G(Z,j))—V(Z,j)
(102 041z, g) = IS

for every (z,j) € 2. Note that
05 (2, )| = [9a* (2, )]
for every (z,7) ¢ 2 and
00X (2, 5)| = [9*(G (2, 7))

for (z,7) € 2. So o**! is a quasiconformal vector field in C,, \ 2. Moreover
(101) holds for m = k + 1 and due (100) with m = k we have that o**! = o* on
09\ C(F), so a*! is continuous at points in

89\ C(F).
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If (z,5) € 02\ C(F) then (z,5) € 0%",, for some r € C(F). In particular there
exists a neighbourhood W of (z, j) such that a**! is continuous on W and a qua-
siconformal vector field on W\ %" ,. Since 0%", is an analytic curve we conclude
that o1 is a quasiconformal vector field on W. So a**! is a quasiconformal vec-
tor field on C,, \ C(F). Finally notice that o**! is continuous at points in C(F).
Indeed, suppose that
(Zg, Z) — (0, Z)
If (z¢,1) & 2 for every { then

lim a**+1(
£— o0

If (z¢,4) € 2 for every ¢ then

20,1) = éli}rgo o (z,1) = 0.

k . .
. k+1 AT @ (G(Zg,l)) —V(ZZ,Z)
1o Aot el = I e

Since the accumulation points of the sequence G(z¢, i) belongs to C'(F') we have
lim a*(G(z,4)) = 0.
{—00
By Lemma 8.3 it follows that
lim V(z¢,i) = 0.
£— o0
Since by the complex bounds we have that

inf |DG(z,j)|>0

(2,0)€2
we conclude by (103) that
lim o**1(2,1) = 0.
£— 00
so aft! is continuous at points in C(F). By the same argument in the end of the
proof of Lemma 8.4 we conclude that a**! is a quasiconformal vector field on C,,
and
(104) sup [9a” | < sup |9a”|.
Cn n

Given a point (z,7) € C,, such that there exists ko > 0 such that G*(z,5) € 2
for every k < ko and G*(z,j) € 2, we claim that o¥(z,j) = a*o(z, j) for every
k > ko. Note that o¥(z,j) = a®(z, ) for every (2,5) & 2, so the claim holds for
ko = 0. Suppose by induction on kg that the claim hold for ko. If G*(2,5) € 2 for
i < ko and G*F1(z,5) & 9 then GY(G(z,7)) € Z for i < ko and G*(G(z,j)) & P,
so by the induction assumption o* (G(z, j)) = a0 (G(z, j)) for every k > ko. Since
G(z,j) € 2 we have by (102) that

ak—i—l(Z, ) _ ak(G(Z,j)) — V(Zvj) akO(G(Zvj)) — V(Zvj) _ ak()-’rl

DG(z, ) - DG(z, )
for every k > kg, which proves the claim.
By Proposition 6.2 the sequence o converges almost everywhere. By (104) and
McMullen [32] we have that every subsequence o has a subsequence that converges
uniformly to some quasiconformal vector field. So a* converges uniformly to a
quasiconformal vector field . Taking m — oo in (101) we conclude that

(105) V(z,j) = aoG(z,j) = DG(z,]) - a(z, j),

(2,5),
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for every (z,7) € 2 and in particular for every (z,5) € P(F)\C(F). Since a(q) =0
for every ¢ € C(F), by Corollary 7.3 we conclude that v € E"(F). O

9. TRANSVERSAL FAMILIES HAVE HYPERBOLIC PARAMETERS.

From now on we will consider only real maps. In particular B, (U) will now

nor

denote the real Banach space of all F' € B,,,,-(U) which are real on the real line.
Since €1, ,, is a hyperbolic set we can define the stable

G — EL

and unstable
G — E¢

subspace distributions defined for G' € €, ,,, and the corresponding projections on
the spaces
mh: TBE (U) — EL

and
m&: TBE (U) — EL.

Recall that U = D, g,. As defined in [13] we also have the adapted norms | - |g,0
that satisfy

[vlG.0 = 76 (v)le0 + & (v)l 6.0,
and the family of cones C*(G), with € > 0, for which v € C*(G) if and only if
& (0)le0 < €e|mé(v)la 0.

Those cones are unstable and forward-invariant for the action of R on €2,, ,, provided
€ is small enough. In particular if € is small there is § > 1 such that for every
F € BE (U) close enough to some G € €, ,,, and v € C%(G)

IDRF - v|ra,0 > 0lv]co-
and moreover there is € € (0, €) such that
ke (DRF - )lrG.0 < 2€¢|mkc (DRF - v)IrG.0-
Furthermore there is A € (0,1) such that for every G € Q, ,, v € EL and k € N
IDRE - vlrrg.o < A¥|vlao-
Define the d-shadow of G as
W3(G) ={F eW: distg: () (REE,RFG) < 6, for every k >0},
and the d-shadow of €2, ,, as
W;(Qp,n) = UGer,nW(sS(G)-
We also define
Bt (vo,0) = {v € E§ NBY(U): |v—wolo <3},
where vy € Eg N B¥(U), and
EL+G={v+G: veEL}.

Let 83 > 0 (we will use this notation to follow [43]). Define 73 (G,d,¢€), with
§ € (0,83), as the set of C'! functions

H: BY(vo,d) — EL +G,
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with vg € E& N BR(U), such that
|DH|(G.0),(c0) < €.

and
Fy =wvg + H('UQ) S ngss (G)

We will call Fy the base point of H. In particular w 4+ D, H - w € C*(G), for every
x € B (v0,9), w € E*(G), and G € Qp .

Denote

H={v+H@W): veB%wy,d)}

The Transversal Empty Interior assumption for the renormalization operator is

the main result of this section.

Corollary 9.1 (Transversal Empty Interior Assumption). For every smalle > 0 we
can choose 63 small enough such that the following holds. For every G € €, and
Jor every C'HE® function H € T3 (G, &', €), with &' < 63, we have that H N W} (Q)

has empty interior in H.

This property is closely related with the fact that maps F' that are infinitely
renormalizable with bounded combinatorics can be approximated by hyperbolic
maps.

We are going to introduce notation from [13]. Denote by C“*([—1,1)7, BX (U))
the space of functions

v (_15 l)J - BEOT(U)
which can be extended to a complex analytic function

v: D = Bpor(U),

and moreover there is a continuous extension of 7 to D’. Endowed with the sup

norm on I’ the space C«*([—1,1)7, BE, (U)) is a real Banach space.

Endow T¢ = D with the product topology. Let I'(Bo-(U)) be the set of
continuous functions v: Tc +— By (U) which are holomorphic when we fix all but
a finite number of entries of A € T and |A;| < 1 for every i. Endowing I'(B,,,,(U))
with the sup norm we obtain a complex Banach space.

Note that since U is symmetric with respect to the real line, that is, (z,i) € U
iff (z,4) € U, there is a complex conjugation on the complex Banach space B(U)
defined by f(z) = f(%) for f € B(U). Define I'#(BX (U)) as the real Banach

nor

space that consists of the restrictions to T = [—1, 1] of functions v € T (B0, (U))

satisfying v(A) = y(A).
We say that a set © C Bpo(U) is a ['“=(BE
residual subset F C Tw=(BE (U)) such that

m\e[-1,1N: 4v(\) €©) =0

for every v € F. Here m is the product measure obtained considering the normalised
Lebesgue measure on each copy of [—1,1].

The Transversal Empty Interior property will allows us to apply [43, Theorem
1] to the renormalization operator. Indeed we already verified that

- R: WE — BR (U) is a real analytic map. Here W& =W N BE (U).

- The map R is a strongly compact operator (Remark 3.1),
- Q,p is a hyperbolic set (Theorem 5),

(U))-null set is there exists a
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- For every F € R™'W§(Q,), with i € N and § > 0, we have that
DpRYTeBE,  (U)) is dense in TgipBy, (U). This is an easy consequence

of Theorem 3.

o [43, Theorem 1] in our setting boils down to

Theorem 6. ([43, Theorem 1]) Suppose that the renormalization operator R sat-
isfies additionally
A. There exists 03 > 0 such that W§ (Qnp) satisfies the Transversal Empty
Interior assumption.
Then W*(Qy,.p) is a T®(BE (U))-null set. Indeed for every j there exists a residual
set of real-analytic maps v € C**([—1,17, BX (U)) such that

m(t € [-1,117: ~y(t) € W*(Q,,)) = 0.
Here m is the Lebesque measure on [—1,1]7.

In particular this implies that a generic real-analytic finite-dimensional family
in WE intersects W*(£2,, ,) on a subset with zero Lebesgue measure. So we have
a version of Theorem A. for real-analytic families of extended maps that belong to
WR. Indeed the full-blown version of Theorem A. is proven in Section 10.

Proposition 9.2. For every ¢ > 0 small enough there is v > 0 with the follow-
ing property. Suppose that F € BE (U), that F has a polynomial-like extension
F: VOS5 VY withU c V°, and
distpz () (F,G) <7,
for some G € Qy, . If
ve EhNCL(G)
and v € BR(VO) N BR(U) then v = 0.

Proof. Suppose by contradiction that there exist sequences G; € Q,, ., F; € Br,,.(U)
and v; € BR(V?) such that
- We have
distge (1 (Fi, Gi) =i 0,

- The maps F; have a polynomial-like of type n extension Fy: V.0 — V! and
U c V).

- The vectors satisfy v; € E}é N C3.(Gi), |vilg=@y # 0 and v; € BR(V9).
In particular for large 7 the critical points of F; belongs to K (F;) and F; is renormal-
izable. Without loss of generality we can assume that |v;|zy = 1 for every i. Since
v; € Eh(E) and F; are very close to €2, , we have that RF; has a polynomial-like
extension of type n

RE;: V) =V}
with mod V}\ VP > ¢y . Moreover Dp, R -v; € Ef . N B%(V,?) and there is C' > 0
such that
|DF1’R, . Ui'BR(ViO) S C

for every large i. Note that RF;: V2 — V.! is real on the real line and consequently
it is hybrid conjugate with a real polynomial of type n (see the Straightening
lemma in [10, Proposition 4.1]). It follows from Shen [37] that RF; does not have
invariant line fields on its Julia set. So one can use the infinitesimal pullback
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argument to conclude that there exist quasiconformal vector fields a;: C,, — C
with sup, |0 |ec < 00 such that

(106) DpR-v; = a; o RE; — D(RF) - o

on a domain a little bit smaller than V°, and in particular on U = Ds, ,. By
a compactness argument [32] the sequence «; has a convergent subsequence that
converges to a quasiconformal vector field a.. Let

Ds ={z e C: dist(z,[-1,1]) <} x {1,...,n}.
Note that by (13) there exists &' > dy such that U C Dy C V) for every i. Since
|IDER - vilsp, < C,

there exists a subsequence of D, R-v; that converges to some v on BX(U) satisfying
|v|gy < C. Since €, , is compact, without loss of generality we can assume that
RG; (and so RF;) converges to some G € , ,. By (106) we obtain

v=ao0oG—-DG- -«

on the pos-critical set of G. Since there are not invariant line fields supported in
the Julia set of G, by the infinitesimal pullback argument we conclude that v € Eg
In particular

(107) IDRE - vl (@0 < Nlvlao < CLA".
On the other hand since v; € C4.(G;) and e is small we have
|Dc, R - vilr(c,),0 = Olvilg:0 > C20lvi| gz = C20 > 0,
The compactness of €, ,, gives lim; D, R - v; = v and consequently for every k& > 1
lim DR, -vi = DR -
and we have that v; € C%.(G;) so for k > 1
|DRE, - vilrr (@0 = 0" |DRa, - vilra,,0 = C20".
Taking the limit on ¢ we obtain
(108) IDRE; - vl (a0 = C20”.
Since A < 1 < @ we conclude that (107) and (108) give us a contradiction. il

Proposition 9.3. For ¢ > 0 small we can choose 03 small enough such that for
every &' € (0,03) the following holds. Let H be a C*TLP function

H: BY (ug,d') — EL+ G
such that H € T (G, 0, 2¢), where G € Q.. Then there exists w € B%(ug,d") such

that w + H(w) is a map whose critical points belong to the same periodic orbit.

Proof. Define
H: B (ug, ') x {ve E"G): |v]| <8} — BE (U)

as H(u,v) = u+H(u) +v. Let F =ug+H(ug). Note that H is a homeomorphism
on its image, which is an open neighbourhood of F. Define H;(u,v) = RH(u,v).
If 63 is small enough there is a smooth family of domains U(u)v) such that for every

(u,v) in the domain of H; we have that

7:[1(’UJ, v): U(uﬂ,) — V
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is a polynomial-like map of type n such that
mod V \ (A](uyv) > €.
Reducing V a little bit, for every
(w, 2) € E*(G) x E"(Q)
we have . ) R
Dy Hi(u,v) - w~+ DyHi(u,v) - 2 € B(Up,w))-
Moreover if w € E*(G) \ {0} we have
D Hi(u,v) - w e CL(RQG),
so by Proposition 9.2,
(109) D Hi(u,0)-w g B
and moreover for every (w, z) € E*(G) x E"(G) such that

Dul}zl(uuv) sw + Dvﬂl(’uﬂv) "z € E’}}?Ll(u v)’

we have

(110) Dy (u,v) - w + DyHy(u,v) - 2 € CL(RG).
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The image of H is an open neighbourhood of ug + H(ug) € W5, (G), with G €
Q,, p, in particular by Proposition 4.7 there exists (u1,v1) such that H(ug,v1) is
a map whose critical points belong to the same periodic orbit, and consequently
ﬂl(ul,vl) = ’R?—l(ul,vl) is also a map whose critical points belong to the same

periodic orbit. Furthermore one can choose (u1,v;) arbitrarily close to (ug,0). If

vy = 0 choose w = u; and we finished the proof in this case. Otherwise v; # 0 and

we consider the C'+1% smooth map

(u,t,2) € E"(G) x R x U = fr,p(x) == Hi(u, tv1) ().

The critical points of f(,, 1) belong to the same periodic orbit, so there are natural

numbers ig, £k = 1,...,n and we can index the critical points

Crit = {(0,7)}o<j<n—1 = {(0,jk) bosken—1
in such way that for every k <n —1

s 5(0,8) = (0, ki1 moa n) and f, 1)(0, i) & Crit for i < iy.

We claim that there is a function ¢ — wu(t), defined for every ¢ € [0, 1] such that
(111) f(lz(t))t)(oujk) = (Oujk-i-l mod n) and f(iu(t)yt) (Oajk) g Crit fOT 1< ik,

for every k < n — 1. Indeed, let Y be the set of ¢ € [0,1] such that there exists a
continuous function u defined on [g, 1] such that (111) holds for every ¢ € [¢, 1] and
u(1) = uy. Note that 1 € Y. We need to show that 0 € Y. It is enough to show
that Y is a open and closed subset of [0, 1]. Indeed, suppose that (us,ts) satisfies

(112)  fiE 0 (0,k) = (0, Gkst mod n) and fl,, (0, i) & Crit for i < iy,
for every k < n — 1. Note that the linear map
w = (Duf(S, 1) (0, 1) - w)o<k<n—1
is invertible, otherwise it would exists w € E*(G) \ {0} such that
Duflt, ) 0,k) - w=0
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for every k, so using the infinitesimal pullback argument one can conclude that

)/ h
DuH1 (UQ, tQ’Ul) w e E’H1(uz to01)’

which contradicts (109). So by the Implicit Function Theorem there exists an open
interval O with t3 € O such that there is a unique continuous function u defined
on O such that (111) holds for every t € O and u(t2) = uz. We conclude that Y is
an open set and that for each g € Y there exists an unique continuous function U
defined on [g, 1] and satisfying and (111) and u(1) = u;. To show that Y is closed,
suppose that ¢, € Y is a decreasing sequence converging to some ¢ € [0,1]. Then
there exists a unique continuous function u defined in (g, 1] such that u(1) = u
and (111) holds. We claim that u is a Lipchitz function on (g, 1], so we can extend
it to a continuous function u defined in [g, 1]. Indeed note that

h
5tf(u(t),t) € Efmm,t)’

so by (110)
(113) O fiu(t)r) & Coe(RG).
Moreover
(114)  Oufuy)y = DRu@wy+a(u())+tvr - (W () + DuHoygry - u'(t) +v1)
Let

Y = DR+ 3 (u(t))+tvr - (W (1) + DyHoypy - ' (t)).
Note that .

ly|rG,0 > )\1 sy |U ()0

Suppose that |u/(t)|g.o > Llvi|g,o. If ¢ is small enough then there is C' > 0 such
that
C 1+ 2

(115) [T%0@cfuwp)lreo > (1- i T30 WlrG.0,
and
C 1+ 2¢
(116) mhc.0Ocfwm)lrao < (26 + L—)\l—)|y|RG 0-
If L is large enough then
C 1+ 2¢ C 1+ 2¢
!
T~ _ -
2 T =2 - T

which implies that 0;fu¢) ) € C5.(RG). This contradicts (113). In particular
there is L satisfying |u/(t)|c,0 < L|vi|g,o for every ¢ € (¢, 1] and consequently wu is
a Lipchitz function. So we can extend w to a continuous map to [g,1]. It is easy
to see that (111) also holds for ¢t = q. We conclude that Y is closed. Since Y is an
open, closed, non empty subset of [0, 1] we conclude that Y = [0, 1], so in particular
0 € Y and therefore there exists w such that f, o) = Hi(w,0) = R(w + H(w))
is a map whose critical points belong to the same periodic orbit, and consequently
w + H(w) has the same property. O

Proof of Corollary 9.1. Let € be small. It is easy to see that if d3 > 0 is small
enough then for every G € Q,,, and for every C**L% function H € TH(G, ', €),
with ¢’ < d3 and for every

FeHNWS (Qny),
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there is G € Q,,, such that F' € Wy (Gr) and 6" > 0 such that
{w+H(w): weB“(vy,d)}N{utv+Gp: ueBY, (re, (F—Gr),8"), ve EL}

is the graph #r of a C'+L% function in 7' (G, 8", 2¢). By Proposition 9.3 there is
w e BY (7¢, (F'—GF),0") such that w+Hp(w) is a map such that all its critical
points belong to the same periodic orbit. In particular every map close enough to
w + Hp(w) is a hyperbolic map with an attracting periodic orbit that attracts all
its critical points. In particular we can find hyperbolic maps in H arbitrarily close
to F. Note that hyperbolic maps do not belong to Wy, (2, ), since every map in
W5, (€2, p) is infinitely renormalizable. O

10. FAMILIES OF MULTIMODAL MAPS

In the beginning of Section 9 we saw that a version of Theorem A. for real-
analytic families of extended maps that belong to W® can be obtained from the
hyperbolicity of 2, ,,, the Empty Interior Transversality property and [43, Theorem
1]. This is not enough to our purposes, once Theorem A. deals with real-analytic
families of multimodal maps. Indeed a multimodal map with more than a critical
point is not an extended map.

To prove Theorem A. we will need a classic tool, inducing. We will associate
to each real-analytic multimodal map f that is close enough to an infinitely renor-
malizable multimodal map with bounded combinatorics a renormalization F' of f,
that is an extended map in W¥®. Indeed a renormalizable multimodal map can
be renormalizable in many ways (it can have distinct cycles of restrictive intervals
with disjoint orbits) and many times (it can have deeper and deeper renormaliza-
tions), so we need to mark f with a restrictive interval P in such way to make this
association

(f, P) = I(f,P) = F

well-behaved. Indeed we are going to see that Z can be defined in such way that
it is a real-analytic map defined in an open set of a real Banach space with image
in W=®. The derivative Dy pyT of this map has dense image at every infinitely
renormalizable marked multimodal maps (f, P), which allows us to use Proposition
8.1 of [43] to conclude that Z='W$ (£, ,) intersects a generic real-analytic family of
multimodal maps on a set of parameters with zero Lebesgue measure. This is the
main argument of the proof of Theorem A. We provide the complete proof below.

Let V' C C be a connected open set, symmetric with respect to the real line
(z € V implies Z € V) such that [—1,1] C V. In this section we will denote by
B¢ by affine subspace of B(V) defined by the restrictions f(—1) = f(-1) = —1.
Denote by Bgr the real Banach space of all functions f € B¢ that are real on the
VNR.

Given m € N, let I'“2(Bg) be the set of all continuous functions

’y:ﬁm%BC

that are complex analytic on D™ and such that v()\) € Bg for every A € [—1,1]™.
We can endow I'“%(Bg) with the sup norm.

Let T' C Bg be the open subset of multimodal maps f: [-1,1] — [—1, 1], where
—1 is a repelling fixed point, f'(1) # 0, with quadratic critical points, negative
schwarzian derivative and f(—1,1) C (-1, 1).
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Denote by Ty, C TW®(Bg) the subset of all families v such that v(\) € T for every
A € [-1,1]™. Note that T',, is an open subset of T'“®(Bg).

10.1. Generic families. Our main result for generic families is

Theorem 7 (Theorem A). For every v in a generic subset of T'y,, the set A of
parameters X such that v(\) has (at least) one solenoidal attractor with bounded
combinatorics on (—1,1) has zero Lebesque measure.

Proof. We divide the proof in several steps.

Step I (Marking restrictive intervals). It turns out that a multimodal map may have
many disjoint cycles of restrictive intervals. To deal with that we need to "mark”
one of those restrictive intervals. To this end fix j € N* and ¢,n € N\ {0,1}. Let
Oj q.n be the set of all pairs (fo, Py), such that

A. The map fy € T has j critical points in [—1, 1].

B. Py is a restrictive interval of fy such that each f¢(FPy) have at most one
critical point for every i, U; f¢(Py) contains n critical points and P has a
repelling periodic point in its boundary, with period ¢’ < ¢. In particular
£7(0PRy) C OP,.

C. The fy-forward orbit of any critical point on the orbit of such restrictive
interval Py does not fall in the orbit of such periodic point.

Note that the image m1(Qjq,n) of the projection onto the first coordinate in
Oj,q,n 1s an open subset of I'. Of course the countable family

{Wl(oquyn)}quyn

covers all infinitely renormalizable multimodal maps.

Fix (fo,Po) € Oj4n. By the implicit function theorem the repelling periodic
point of fy in the boundary of Py has an analytic continuation that is also repelling
and it defines a restrictive interval P, for each map ¢ in an open connected neigh-
borhood Vy of fo on I' and such restrictive interval also satisfies properties A., B.
and C. In particular the family F of pairs (V, P) where

1. V is an open and connected subset of I', with fo € V.
2. The real analytic function

geV = P(g)

associate with each map g € V a restrictive interval P(g) of ¢ satisfying
(9, P(9)) € Oj q.n and moreover P(fy) = P.

is non empty and consequently by Zorn’s Lemma F has a maximal element with
respect to the order (Vi, P1) < (Va, P,) if and only if Vi C Vs and P(g9) = Pi(g)
for every g € V1. We claim that such maximal element is unique.

We claim that if Vo, Py), V1, P1) € F then Py = P; on Vo N V. Indeed since
f € Vi, i = 0,1, has always j critical points (moving continously with respect to
f, since they are quadratic) and a point by ; € OP;(f) is a repelling periodic point
of f that is analytic continuation of bg, o = by, 1, it follows that all those periodic
points have exactly the same combinatorics with respect to the symbolic dynamics
defined by partition induced by the critical points. In particular if f € VyNV; then
bf.o,bs1 are repelling periodic points of f with the same combinatorics. Since f
has negative schwarzian derivative, the minimal principle implies that by o = by 1.
This proves the claim.
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In particular the maximal element of F, denoted by (Vy,.p,, Pf,.p,), can be
described by
Vio,py = U, pyerV
and Py, p,(f) = P(f) for every f €V satisfying (V, P) € F. Note that

g = {mePo: (f07 PO) € Oj;‘];”}

is a partition of O;,,. We claim that such partition has a countable number of
elements. Indeed suppose that

{(fxs Pa)Faea

is an uncountable family such that
Vis.py 7 Vi..P,

for every A # u. Choose a complex neighborhood W of [—1,1] such that W C U.
Then there exists a sequence A\, € A, k € N, such that

P1. There are n and ¢’ < ¢ such that (f,, Py,) satisfies the conditions A and
B for every k.

P2. limg(fr,, Pry) = (foo, Poo) on Br(W), where (fso, Poo) is a multimodal
map with j quadratic critical points, negative schwarzian derivative and
foo(=1,1) C (—1,1), and that also satisfies A., B. and C. for the very same
n and ¢’ as in P1.

P3. Thereis 6 > 1 such that if by, is the repelling periodic point in the boundary
of Py, then [Df{ (by,)| > 6 for every k.

P4. If k # k' then A\, # \pr.

By the implicit function theorem there is a ball Y of Br(W) around f and a
real-analytic function P defined in Y such that for every f € Y we have that P(f)
is a restrictive interval for f satisfying A and B, and additionally P(fy,) = P,
for every large k. In particular, choose ko, k1 large enough and a small connected
open subset W C T' around the segment {tfa,, T (1 =1)fxr,,, t €[0,1]}. Then the

function P is defined in W, which implies that
V.f/\k07PAk0 = Vf,\,c1 Py,

which is a contradiction. This completes the proof of our claim.

Step II. (Replacing multimodal maps by extended maps of type n) A real analytic
multimodal map does not have the nice structure of a multimodal map of type
n. Fix some open set Vy, p, C Ojqn. We will replace every g € mi(Vy, p,) by a
induced map that is an extended map of type n. Denote by I, the extended map
of type n that is the renormalization of g associated with the restrictive interval
Py, py(g). Of course I, is a real-analytic extended map with negative schwarzian
derivative and quadratic critical points.

Step III. (Compezification). Fix p > 2 Let W C B,0-(U) be the domain of the
complexification of the p-bounded renormalization operator R as defined Section
3. Note that if I, is infinitely renormalizable with p-bounded combinatorics we
don’t mnecessarily have that I, € V. It may be the case that I, is not defined
on the domain U, for instance. However by the beau complex bounds given by
Proposition 2 and the universality result in Proposition 4.6 there is k such that
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RF (I,) € W for every k' > k. Again by the beau complex bounds and Proposition
4.6 we can find open subsets V}“()’PO C Vy,,p, such that for

E1l. For every g € V}CO,PO we have that Zy(g) = R¥(I,) is well defined and it
belongs to W.
E2. For every g € Vl’;()’ p, that is infinitely renormalizable with p-bounded com-

binatorics we have R¥ (I,) € W for every k' > k.
E3. We have that

k
Ukvfoﬁpo

contains all infinitely maps in Vy, p, which are renormalizable with p-
bounded combinatorics.

The operator 7, has a complexification (it can the proven using ezactly the same
argument as in the complexification of the renormalization operator in Section 3).
From now on we restrict Z, to real maps. Note that the image of the operator D Z;,
is dense in TB%,.(U) (again, the argument is the same as with the renormalization
operator in Theorem 3).

Step IV. (Applying the hyperbolicity of Q). Due Theorem 5 we have that €, ,
is a hyperbolic invariant set of R. Moreover Corollary 9.1 says that W#(2,, ,) has
transversal empty interior. Theorem 3 tells us that DpR(TrB,,.(U)) is dense in
TrrBE, (U) for every F € WE. So we conclude that R (restricted to real maps)
satisfies the assumptions of Theorem 1 in [43] (taking k& = wg there). Now we
can apply Proposition 8.1 of [43] taking M = Zj to conclude that for a generic
v € TW(Bg) the set of parameters A € [—1,1]" where Z;(y())) is infinitely renor-
malizable with p-bounded combinatorics has zero Lebesgue measure. Since there is
just a countable number of choices for k, elements of G, ¢, p and j, we concluded

the proof. 1

Indeed Proposition 8.1 of [43] implies an analogous result for finitely differentiable
families of maps in I'. We refer the reader to [13] for additional statements and
definitions for this setting.

10.2. Transversal families of polynomial-like maps. Recall the definition of

E’]} and EY in Section 4.2.

Theorem 8 (Transversal families). Let A be an open subset of C%. Let
AEA fr: V= V2

be a complex analytic family of polynomial-like maps such that for every A € ANR?
we have that V!, V2 are symmetric with respect with R, its real trace is an interval,
fa(z) € R for every x € R, fr has negative Schwarzian derivative and just qua-
dratic critical points on the real line. Suppose that for every Ao € R? such that fy,
is infinitely renormalizable with bounded combinatorics we have that

(Transversality assumption.) FEvery holomorphic vector in a neighborhood of
K(fx,) can be written as a sum of a vector in E;}AO and a vector in

D frlazae (RY).
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Then the set of parameters A € A MR where fy is infinitely renormalizable with
bounded combinatorics has zero d-dimensional Lebesgue measure.

Proof. We can find a countable family of domains U; C C, symmetric with respect
to R, and open subsets A; C A NR? such that U;A; = ANRY, f\ € B(U,), for
A€ Ai, with K(f)\) NR c U; NR, and

Ae A= fneB(U;)

is an real analytic family. It is enough to prove the conclusion of Theorem 8 for
each one of those families. So fix i. The proof goes as the proof of Theorem 7.
We can define the sets O; 4., replacing the pairs (f, P) by pairs of the form (), P),
where A € A; and P is a restrictive interval of fy. In a similar way we can define
2% Pyy s Pro, Py, ), the sets me Py, © A; and the real-analytic parametrized families

AeVS, p, = Te(fr) eW.
Suppose that f) is infinitely renormalizable with p-bounded combinatorics. Then
Dy, Ti(E},) C EZ, (1)

This follows exactly as the proof of Proposition 4.2. On the other hand we know
(see the proof of Theorem 7) that Im Dy, T;, is dense in Tz, (s, By, (U). By the
Transversality assumption this implies that there is a subspace Sy C R?, with
dim Sy = n, such that
Dy, Ti - Dafa(Sx) M EZ, (5,

Suppose that \g is such that fy, is infinitely renormalizable with p-bounded combi-
natorics. Let v1,...,Un, Uni1,--.,0q be a basis of R? such that vy, ..., v, is a basis
for Sy,. Then for every v = (v1,...,%vd—n) € R""% that is small enough we have
that the family

0= (91, Ceey en) = gp = f)\OJrZ;l:l 9iUi+Egzn+1 NienV;?
where 6 is also small, satisfies
Dy, Ty - Dogo(R™) th EF. ().

So by [43, Corollary 10.2] we have that for every small v, the set of small param-
eters 0 such that gy is infinitely renormalizable with bounded combinatorics has
zero n-dimensional Lebesgue measure. By the Fubini’s Theorem it follows that
in a small neighborhood the parameter Ao the set of parameters A such that fy
is infinitely renormalizable with p-bounded combinatorics has zero d-dimensional
Lebesgue measure. This completes the proof. O

Proof of Theorem C. Let fx, x,(2) = 2% — 3M\z + Aa. Note that if A\; = 0 then
faix. 1s not infinitely renormalizable, so we assume that A\; # 0. Let A\g = (a,b),
a # 0. Then

(9>\f)\|)\:)\0 (RQ) = {CZ +d, c,d e R}
By Proposition 4.8 we have that EA;A is the space of cubic polynomials, so dim E?A =
4 and

(%\f)\b\:)\o (Rz) C E;)\ .

We claim that

(117) {22% —b,-32> —3a> — 1} C B} N E},
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Indeed, let H¢(z) = z/t. Then
223 — b = 8t(Ht O fa,b O H;l(z))|t:1,

50 223 — b = a1(fap(2)) — Dfap(2)aa(2), where a1(z) = O Hy(2)|t=1 = —2. Let
Si(z) = z —t. Then

322 = 3a% — 1= 9,(Sy 0 fup 0 S, (2))|i=0,

50 322 = 3a® — 1 = ao(fa(2)) — Dfap(2)az(z), where as(z) = 0:5:(2)|t=0 = —1.
Since {1, 2,223 —b,32% — 3a® — 1} is a basis of EA;A, by (27) and (117) we have that
every holomorphic vector in a neighborhood of K (f, ) can be written as a sum of
a vector in EAJ}}a,b and a vector in 9y fi|x=x, (R?). Now we apply Theorem 8. O

10.3. Compositions of quadratic maps. We can say something about a specific
family of extended maps of type n. This family was introduced in [40]. Let A\ =
(Ai)i<n, with A\; € [0,1] and define

F)\Z C x {'L}zgn — C x {Z}ZSH

as F(z,1) = (=2Xiz%2 +2)\; — 1, +1 mod n).

It follows from the study in [40] that each possible combinatorial type of an
infinitely renormalizable extended map of type n with combinatorics bounded by
p can be realized by a unique parameter in [0,1]™ and the set of such parameters
Ay, C [0,1]™ is a Cantor set [40, Theorem 2]. The following result answers a
conjecture in [410].

Theorem 9. We have that m(A, ) = 0, where m is the n-dimensional Lebesgue
measure.

Proof. Due Corollary 10.2 in [43], it is enough to show that this family is transversal
to the horizontal distribution F' — El’é We will give a proof similar to the proof
of the transversality of the quadratic family by Lyubich [27]. Indeed, suppose by
contradiction that there exists \g € Ap,, and w € R™ \ {0} such that

h
v =0\F)|xzx, - w € EF/\O'

So there is a quasiconformal vector field «g, defined in a neighborhood of the post-
critical set P(F),) satisfying (17) on P(F),). Since this is a family of polynomials,
the conformal dynamics outside the Julia set of F, is always the same, so v is also
a vertical direction, that is, there exists a conformal vector field a; defined outside
the Julia set such that (17) holds outside the Julia set. Using the infinitesimal pull-
back argument we can find a quasiconformal vector field solution « that satisfies
(17) everywhere and moreover it is conformal outside the Julia set. Since F), does
not support invariant line fields on its Julia set we conclude that « is conformal
everywhere and indeed it is equal to zero, since it is zero at three points of C x {3},
for each ¢ < n. So v = 0, which implies w = 0. O

Remark 10.1. Note that A, ,, only includes the parameters where each renormal-
ization involves all n critical points, that is, each cycle of intervals covers all critical
points. If we consider infinitely renormalizable maps where fewer points are involved
then the set of parameters it is not a Cantor set anymore. However it is likely that
this larger subset of parameters also have zero Lebesque measure.
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