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Estimar com precisão o volume de um objeto é crucial em diversas áreas de pesquisa. No entanto,
esses valores podem variar devido a diferentes métodos de medição, manipulação do operador e forma
do objeto, comprometendo a comparabilidade entre medições e afetando os objetivos do projeto. (1)
Com o avanço das técnicas computacionais, novas ferramentas foram desenvolvidas para melhorar a
análise de imagens. Este projeto visa utilizar métodos computacionais para transformar imagens 2D em
modelos 3D, possibilitando um monitoramento e caracterização mais precisa de lesões de pele, além
de permitir a construção de phantoms digitais de pele para simulações de Monte Carlo. O método
de Monte Carlo é crucial para a investigação da propagação da luz em tecidos biológicos, permitindo
uma dosimetria personalizada em fototerapias e uma melhor compreensão dos resultados das técnicas
de fotodiagnóstico. Para esse projeto foram estabelecidos os seguinte passos: calibração da câmera,
transformação da imagem 2D em 3D, cálculo do volume e exportação para simulações de Monte Carlo.
A primeira etapa envolveu a calibração da câmera utilizando a biblioteca OpenCV, com um padrão de
xadrez para avaliar e corrigir as distorções da imagem causadas pela lente da câmera. O próximo passo foi
fotografar o objeto de interesse e processar a imagem pelo MiDaS, um algoritmo que utiliza deep learning
para estimar a profundidade a partir de imagens 2D. (2) As vantagens do MiDaS incluem versatilidade,
simplicidade de uso e a dispensa da necessidade de um sistema estéreo para calcular a profundidade
transformando assim a imagem 2D em 3D. Para extrair o volume, um processo de voxelização foi criado,
nele, os pixels vizinhos são agrupados em voxels, calculando o volume total de todos os voxeis, resulta
no volume do objeto. Dentre as implementações de Monte Carlo, o Monte Carlo eXtreme foi escolhido
devido à sua capacidade de usar computação paralela, acelerando o processo através da GPU. (3) Os
modelos convencionais usados geralmente são objetos simplificados, como cubos ou camadas idênticas
(z-layers). Utilizando a reconstrução do objeto como volume de entrada, preserva-se a irregularidade
do tecido e gera-se uma forma geométrica semelhante à real, permitindo simulações mais precisas. Os
resultados mostraram que foi possível extrair mapas de profundidade precisos a partir de imagens 2D e
reconstruí-las em modelos 3D. A voxelização apresentou um alto nível de precisão, com resultados em
torno de 99,5% para objetos virtuais (criados usando um mapa de profundidade ideal) e de 96% para
objetos reais cujo mapa de profundidade foi gerado a partir do MiDaS. Além disso, a estrutura final dos
dados permitiu a importação direta para o Monte Carlo eXtreme, possibilitando o uso do objeto como
volume na simulação. A próxima etapa será aplicar esses modelos em imagens de lesões de pele.
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