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Automatic Question Classifiers: a Systematic
Review

Valtemir A. Silva, Ig I.B. S. Pinto, and José C. Maldonado

Abstract— Question classification is a key point in many applications, such as Question Answering (QA), Information Retrieval
(IR) and E-learning systems. This paper aims to carry out a systematic review of the literature on automatic question classifiers
and the technology directly involved. Automatic classifiers are responsible for labeling a certain evaluation item using a type of
categorization as a selection criterion. The analysis of 80 primary studies previously selected revealed that SVM is the main
algorithm of the Machine Learning used, while BOW and TF-IDF are the main techniques for feature extraction and selection,
respectively. According to the analysis, the taxonomies proposed by Li and Roth and Bloom were the most used ones for the
classification criteria, and Accuracy/Precision/Recall/F1-score were proven to be the most used metrics. In the future, the
objective is to perform a meta-analysis with the studies that authorize the availability of their data.

Index Terms—Question classification, machine learning, feature selection, feature extraction.
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1 INTRODUCTION

T he large amount of digital information available on
the Internet, especially in the form of text, transforms
the knowledge organization, analysis and extraction into
essential activities, both in the academic universe and in the
job market. For this reason, the automatic classification of
texts has been gaining more and more prominence in these
tasks [1], [2].

Within the universe of text or document classification,
there is a more restricted subgroup called question classi-
fication that basically corresponds to the association of a
label according to a pre-determined criterion. The problem
becomes complex once the amount of information availa-
ble in a question is much smaller when compared to the
texts in documents in general [3].

The main applications of automatic question classification
are [4]:

1. Question Answering (QA): primary application of
question classification based on questions formu-
lated in natural language aimed to retrieve a set of
associated documents and find the most compati-
ble answers. Example: Yahoo! answers.

2. Information Retrieval (IR): similar to QA, it focuses
on the document retrieval. Example: Google's search
engine.

3. E-learning: retrieval of questions — normally multi-
ple-choice — divided into categories — competence
or degree of difficulty — for cognitive evaluation
tests. Example: classifiers via Bloom's taxonomy.

4.  Specific languages: document retrieval and conver-
sion evolving specific language characteristics not
present in the English language. Example: Chinese
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classifiers.

Specifically considering the educational environment,
the automatic generation of evaluation tests has immediate
and practical application in e-learning systems since it en-
ables the customization of teaching by searching for ques-
tions appropriate to a certain learning profile [5]. These
adaptive teaching systems make use of question banks of
various formats and use them to apply diagnostic tests on
different skills and competencies on a continuous basis [6].
To use these questions in tests, it is vital to classify them in
terms of their skill area and degree of difficulty in order to
appropriately recommend them to each student according
to their performance [7]. Nevertheless, creating a bank of
classified items is a complex task due to the need of cate-
gorizing a large number of questions in a representative
variety of skills and competences, among other reasons. On
the other hand, there is a vast number of nonclassified
questions in digital didactic materials and on the web that
could be used for making educational diagnosis were they
related to the skills and competences they evaluate.

Considering such limitations, this paper aims to describe
the current scenario evolving techniques and algorithms
for question classification. To do so, a systematic review
(SR) was conducted to identify, evaluate, interpret and syn-
thesize the primary studies available to establish the state
of the art in this area.

Some works have already been done considering ques-
tion classification, although not exclusively focusing on
such subject and using a smaller number of studies as initial
selection [4], [8], [9], [10]. The idea of this work is to present
a detailed view of the question classification area consider-
ing the most used techniques, criteria and indicators. In this
sense, this paper shows the results of a SR with studies pub-
lished between January 2012 and July 2017, following a
protocol defined according to the guidelines proposed by
[11], [12].

The work is organized as follows: in Chapter 2, the main
techniques associated with question classification are
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described, including algorithms, taxonomies and result
metrics; in Chapter 3, the methodology adopted to execute
the SR activities are presented; in Chapter 4, the results of
quality evaluation on the primary studies are described, an
overview of the selected studies is provided and an analysis
of the extracted data is performed; finally, Chapter 5 dis-
cusses the scope of the work, lists the threats to its validity
and the challenges encountered, points out possible future
work, and presents the final conclusions.

2 AuTOMATIC QUESTION CLASSIFICATION

Although question classification works in a similar way to
text classification, the difficulty in obtaining reasonable
precision indexes is huge [3]. This happens as a result of the
small amount of information in the questions when com-
pared to the information present in text documents. The
main idea is to effectively associate labels to questions ac-
cording to the intended criterion, which can be related to
an assignment of a degree of difficulty (e.g. easy, hard),
types of expected answers (with subjects such as politics,
sports, health etc.) or even a specific school topic (e.g. Ge-
ometry/Mathematics or Syntax Analysis/Portuguese),
among others.

One of the first outstanding works developed consider-
ing question classification that is still used as reference is
the study described by [3], developed at the University of
lllinois Urbana-Champaign (UIUQC). It is a SNoW hierarchical
classifier with a base of 6,000 English questions for classifi-
cation in 6 main categories and 50 specific ones (Fig. 1). The
classifier presented an accuracy of 84.2% and its results and
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classes, a single association with the question) e multi-label
(several classes, several associations). On the other hand,
considering the relationship between the categories, the
classifiers can be divided into flat (no relationship) and hi-
erarchical (categories and sub-categories). As to classifica-
tion decision, they can be grouped into hard (true/false to
define if a question belongs to a category) and soft (nu-
meric indicator that measures the degree of reliability of
question classification within a certain category). According
to [8], [15], [16], the main way of categorizing question clas-
sifiers is in relation to their class association strategy, con-
sisting of 3 types:

1. Rule-based: nonstatistical approach by means of
formulas based on question structure to predict
classes with a high degree of accuracy that de-
creases with a large number of questions.

2. Machine Learning (ML): search of patterns through
statistical analysis of the structure of a set of ques-
tions. Its degree of correction in classification tends
to improve by increasing the amount of data. It can
be supervised (model generated from a set of la-
beled data used as training), unsupervised (without
set of data labeled for training) and semi-super-
vised (model generated from an initial set of labeled
and unlabeled data).

3. Hybrid:a combination of rules and ML algorithm.

Based on the work of [10], Fig. 2 shows the different

stages during question classification. The idea is to trans-
form the initial text of the question into a set of relevant
features that directly influence on the classifier perfor-
mance.

database are still a reference in the area, including the ma-
Class Class Class Class Question Preprocessing Ei?f;gtrizn
[~ ABBREV Tetter mndividual NUMERIC |
exp other Title code
abb plant description count
ENTITY product LOCATION date y
animal religion ciy distance
Body sport country money Evaluation ificati Feature
color substance mountain order Metrics - Classification Selection
creative symbol other other
currency technique state period
dismed term DESCRIPTION | percent Fig. 2. Stages of the classification process [10].
event vehicle definition speed
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—-— £roup e According to [14], the preprocessing phase consists of con-

Fig. 1. Categories defined by Li and Roth [4].

jority of studies selected in this SR.

Another work that is a reference in the area is the one
done by [13], who used a compact set of features through
head words and hypernyms — such terms will be later ex-
plained — with an accuracy of 89.2% using the Linear SVM
algorithm and 89% with the Maximum Entropy (ME) algo-
rithm.

[14] describes several ways of dividing types of classifi-
ers. Taking into consideration the number of classification
categories, they can be divided into binary (2 classes, a sin-
gle association with the question), single-label (several

verting the initial text of the question into a well-defined
set of features. This includes removing all irrelevant words
such as pronouns, prepositions, punctuation, as well as uni-
fying similar words. Among the main possible prepro-
cessing operations, we can highlight [14], [17]:

1. Tokenization: division of the text into elementary
fragments called tokens, which are separated by a
specific character. In the case of questions, the to-
kens are the words, and the specific character is the
space.

2. Removal of Stop Words: withdrawal of common
words such as pronouns, prepositions and articles
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Feature Space Features

Unigram

{(Who, 1) (was, 1) (elected, 1) (president, 1) (of, 1) (South, 1) (Africa, 1) (in, 1) (1994, 1) (2, 1)}

Bigram

{(Who-was, 1), (was-elected, 1), (elected-president, 1), (president-of, 1), (of-South, 1), (South- Africa, 1),
(a) (Africa-in, 1), (in-1994, 1), (1994-7, 1)}

Trigram

{{ Who-was-elected, 1), (was-elected-president, 1), ..., (in-1994.7, 1)}

Wh-Word {(Who, 1)}

Word-Shapes

{(lowercase, 5) (mix, 3) (digit, 1) (other, 1)}

Cuestion Category
What ity has the zip code of 35824 LOC:city
Who developed the vaccination against polio ? HUM:ind
(b } Who invented the slinky ? HUM:ind
George Bush purchased a small interest in which baseball team # HUM:gr
When did Idaho become a state ? NUM:date
What river flows between Fargo, North Dakota and Moorhead, Minnesota ? LOC:other
What is the oldest city in Spain ? LOC:city

Minnesota?”

“"What river Hlows between Fargo, North Dakota an(.{ Moorhead.

Feature Space Features

Hypernyms

{(river, 1) (stream, 1) (body-of-water, 1)

(C) (thing, 1) (physical-entity, 1) (entity, 1)}
{(rel:What, 1) (rellist.tar, 2) (rel:loca, 2)}

Related Words

Question Category | {{other, 1)}

Query Expansion

0.13) {entity, 0.08)}

{{river, 1) (stream, 0.6) (body-of-water,
0.36) (thing, 0.22) (physical-entity,

Fig. 3. Features types [18]: (a) Lexical, (b) Syntactic and (c) Semantic.

(all called stop words), which have no relevance to a
certain classification. Other irrelevant characters,
such as numeric ones and punctuation, are also de-
leted.

3. Tagging. association of morphological-lexical clas-
ses with each token, e.g. article, verb and adverb.

4.  Stemming: replacement of each token with its word
stem, e.g. 'writer', 'writing' and 'wrote' with 'write'.

5. Parsing:generation of a token structure in a tree for-
mat from a set of grammatical rules in order to rep-
resent the syntactic structure of the question.

2.2 Feature Extraction
As a result of the preprocessing phase, several types of fea-
tures can be extracted and, consequently, can directly in-
fluence on the performance of the classification process ac-
cording to the strategy adopted. Usually, they are divided
into lexical, syntactic and semantic [15], [17] (see Fig. 3):

1. Lexical: basically, it consists of words in a question

context. Below are some examples:

a. Unigram or Bag-of-words (BOW): they cor-
respond to each pair (¢ #, where ¢ repre-
sents a question word, and fis the number
of times this word ¢ appears.

b. N-grams:generalization of BOW for N con-
secutive terms that appear f times in a
question. Unigrams is the case for N=1, Bi-
grams is the case for N=2, and so on.

c. Wh-words: words that imply a question
sense (what, who, where etc.).

2. Syntactic: features derived from the syntactic

structure of the question. Here are some examples:

a. POS tags (Part-of-Speech tags): tagging of
words according to their word class or
words such as adjectives, nouns, adverbs
etc.

b. Head words: keywords in questions ob-
tained through a parsing operation and
that contain the main information for the
classification process (Fig. 3).

3. Semantic: features associated with a certain ques-
tion classification. The main examples are Hyper-
nyms/Hiponyms, that is, words that represent the
semantic concept of generalization/specialization.
For instance: (Color)/(Blue, Red, Green) or
(Flower)/(Rose, Jasmime and Orchid).

2.3 Feature selection

Feature selection consists of discovering which features are
more relevant than others for the classification problem.
Reducing the number of features tends to make the classi-
fication algorithm faster and more efficient by improving
the performance indicators, such as accuracy. The idea is to
use algorithms to calculate weights and/or indexes in order
to differentiate the most relevant features. Among the most
common techniques for feature selection we can highlight:
1. Binary [19]: simple technique consisting of assign-
ing the value 1 if the feature appears in a given
question, and 0 if there is no occurrence.
2. DF - Document Frequency [20]: number of docu-
ments (questions) in which a certain feature occurs.
A limit value is established and all features with



smaller DF values are discarded.

3. TF - Term Frequency [19]: corresponds to the total
occurrences of a feature in the same question.

4. TF-IDF - Inverse Document Frequency [19]: this
technique adjusts the TF value once common terms
in many questions usually do not contribute to the
classification and appear very frequently. The for-
mula for calculating the TF-IDF for each feature is:

TFIDF = TF * log (N/n)

Where:

N = Total number of questions

n = number of questions in which the feature ap-
pears (DF).

5. TF-ICF - Inverse Class Frequency [19]: method simi-
lar to TF-IDF, it considers the incidence of a feature
in many categories instead of questions. It works as
an adjustment factor to the original TF-IDF:

TFICF = TF * [1 + log (N/n)] * [1 + log (C/c)]

Where:

N = Total number of questions

n = number of questions in which the feature ap-
pears (DF).

C = Total number of categories

¢ = number of categories in which the feature ap-
pears.

6. CHI?- Chi-Square[14]: measure of the degree of de-
pendence between a feature fand a category ¢ The
higher the value of this statistic, the higher the as-
sociation between fand ¢ to calculate it, it is neces-
sary to take as a basis the contingency table be-
tween fand c¢ (Table 1), where A is the number of
times Fappears in ¢ B is the number of times that 7
appears without ¢ E is the number of times ¢ ap-
pears without £ K is the number of times fand cdo
not appear, and N is the tof@dmnlbgqﬁf documents:

CHI*(f,c) = A+ E)B + KA + B)(E + K)

Other techniques widely used are: Information Gain
(IG), Odds Ratio (OR) and Mutual Information (MI),

TABLE 1
CONTINGENCY TABLE BETWEEN FAND C

c NOT ¢ Total
B A+B
J
NOTf E K E+K
Total A+E B+EK N

which are detailed by [8].

2.4 Algorithms

As described at the beginning of the chapter, question clas-
sifiers are practically divided into rule-based algorithms,
machine learning algorithms, and a combination between
them. The rules are usually hard-coded instructions, that is,
formulas defined according to the problem, having no
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predefined algorithms. Machine Learning has a great vari-
ety of algorithms and the following sections highlight the
most used ones in question classification.

241 KNN - K-Nearest Neighbor

According to [10], KNN is an algorithm in which objects are
classified through voting of several training examples la-
beled with their smallest possible distances for each object.
The algorithm is known for its ability to recognize patterns,
and its major disadvantage is the need of using all features
to compute distances, which generates a high computa-
tional cost [10], [21].

2.4.2 Decision trees

A decision tree reconstructs training data in a tree format
using well-defined conditions in a true-false format [21].
The leaf nodes represent a set of features, and conse-
quently one or more groups or categories. With the gener-
ated tree, new data can be confronted to the conditions of
each node, resulting in a prediction of classification for
them.

The main advantage is the ease of understanding the
model through its structure, while the main disadvantage
is the fact that training data have many features resulting
in performance problems and overfitting [20]. There is a va-
riety of algorithms for decision trees, such as ID3, ID4-hat,
ID5, C4.5 and CART.

2.43 Naive Bayes

The Naive Bayes algorithm is also a known algorithm in the
text classification area and basically consists of the analysis
of probabilities from a training database; these probabili-
ties classify questions through the extracted features [10].
Naive Bayes assumes an independence between features,
making the learning performance fast and simple. The
problem is the loss of performance in case there is a kind
of relationship between the features.

24.4 SVM - Support Vector Machine

SVM (Support Vector Machine) is a classification method
for linear and nonlinear data. It uses nonlinear mapping to
transform training data into higher dimensions, and then
finds a linear optimal hyperplane for category separation
[10].

Wix+B=-1
N T
o . WTx+B=0
O A
OO :
Wix+B=1
_______________ +

Fig. 4. Stages of the classification process [20].
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The linear classifier is defined by the function WT x + B
= 0 (Fig. 4), where W is the hyperplane direction and B is its
exact position [20].

The items outside the hyperplanes represent two sepa-
rate categories, and the coordinates belonging to the hy-
perplanes are known as support vectors. For [20], SVM is
robust and has optimal accuracy values, although it is
highly complex and requires extensive memory usage for
large-scale tasks.

2.4.5 ANN - Artificial Neural Network
ANN is a system composed of processing units called neu-
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Fig. 5. Neural networks: (a) Perceptron and (b) MLP.

rons that receive inputs, and each input generates an out-
put. According to [21], the objective is to simulate some of
the functionalities of the biological neuron through the in-
terconnection between neurons. Its structure can range
from a simple layer of neurons (perceptron) to multiple lay-
ers such as MLP (multilayer perceptron), as shown in Fig 5:

Still according to the authors, one advantage is the good
performance with a great number of features, consequently
having as a disadvantage the high cost of processing and
memory, besides the inherent difficulty in understanding
the ANN operation by its users.

2.5 Taxonomies

The process of question classification requires criteria to
separate categories. They can be expressed through taxon-
omies, which detail the common requirements for

grouping.

As shown in Fig. 1, the taxonomy proposed by [3] is one
of the most used because of its well-defined classes and
database available for use.

Another widely referenced taxonomy is the one pro-
posed by Bloom, which consists of a system based on edu-
cational objectives to classify questions according to learn-
ing and comprehension levels [22]. The taxonomy has
three domains: cognitive, affective and psychomotor, alt-

TABLE 2
BLOOM’S TAXONOMY

Category
knowledge
Comprehension

Example of Questions

Defing the concept of inheritance
Explain the structure of a method in a
program

Application Demonstrate the relationship be-
tween packages, classes and methods

Analysis List the advantages of using a con-
tainer-type class

Synthesis Create a Java program showing the
concept of overload

Evaluation Justify the concept of inheritance and

write 3 sample source code

hough some works on classification of evaluation items
usually consider only the cognitive domain. This domain is
similar to school evaluations and consists of six hierarchical
levels, starting from the simplest one, knowledge, to the
most complex one, evaluation. Table 2 describes each level
of the cognitive domain illustrating simple examples:

2.6 Performance Indicators

The great goal of automatic classifiers is to get as close as
possible to the accuracy of label assignment, thereby re-
ducing human intervention. To do so, it is necessary to eval-
uate the process progress, which can be accomplished
through performance indicators.
The indicators are extracted by means of surveying cor-
rectly categorized questions and classification errors, which
are obtained through the generated contingency matrix.
The contingency matrix is generally the basis for most in-
dicators (Table 3), although there are others, such as pro-
cessing time.
The most known indicators are [8], [14]:
1. Accuracy: proportion of correctly classified ques-
tions.
Accuracy = (TP + TN) / TOTAL
Where:
TP: True Positives (questions correctly classified in
the category)
TN: True Negatives (questions correctly nonclassi-
fied in the category)
TOTAL = Total number of questions

2. Precision: proportion of correctness between the
questions predicted for a certain category.
Precision = TP / (TP + FP)
Where:
TP: True Positives (questions correctly classified in
the category)
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TABLE 3
CONTINGENCY MATRIX FOR THE CLASSIFICATION PROCESS — ADAPTED FROM [23]
Current Classification
Positive Megative
Classification Classification
Predicted Positive ™ FP Precision [P) =
Classif. Prediction [ Frue Positives) | False Positives) TP/ (TP + FP)
Megative FMN TN
Prediction (False Megatives) [ Fruee Negatives)
Recall (R) = Accuracy = F1-score =
TP/ (TP + FN) (TP + TN)/ Total 2RSS (P +

FP: False Positives (questions incorrectly classified in
the category)
TP + FP = Total number of questions classified in a
certain category

3. Recall: proportion of correctness for the questions
belonging to a certain category.
Recall = TP / (TP + FN)
Where:
TP: True Positives (questions correctly classified in
the category)
FN: True Negatives (questions incorrectly nonclassi-
fied in the category)
TP + TN = Total number of questions belonging to
a certain category

4. F7-score (F1-measure). Harmonic mean of Precision
and Recall.
F1 = (2 * Precision * Recall) / (Precision + Recall)

3 METHOD

Using an SR as a research method means to identify, eval-
uate and interpret a search for information associated with
a research question, area or phenomenon to generate evi-
dence that may support possible conclusions [24]. The con-
text in which the SR is performed is the automatic question
classification, also called evaluation items, as introduced in
Chapter 2.

The SR protocol guidelines and template were based on
the work of [11], [12], [24], [25] and and include the activi-
ties of planning, execution and result analysis.

The SR planning is responsible for identifying whether
there is a need for a systematic review on the chosen topic
and, if so, which strategy should be used to search for pri-
mary studies through a protocol definition [12]. Such pro-
tocol includes the methods for defining the research ques-
tion, search terms and sources, selection and exclusion cri-
teria as well as data extraction and synthesis. The protocol
specifies the methods that will be used to undertake a spe-
cific systematic review. [11] defines the following compo-
nents for a protocol:

1. Rationale, that is, the research reason.

2. Research questions the review intends to answer.

3. Strategy that will be used to search for primary

studies, including search terms and sources for data
extraction. This includes the formulation of

keywords and the creation of search strings through
their combination, as well as the selection of re-
sources that will be searched, which may include in-
dexed databases, specific journals and event annals.

4. Criteria for study inclusion and exclusion according
to defined objectives such as the original language
of the study and its area of application.

5. Checklists to evaluate the quality of the selected
studies.

6. Strategy for data extraction. It will be used to define
how the information required from each preliminary
study will be obtained, i.e., whether it will be neces-
sary to validate the data through some inference or
manipulation.

7. Synthesis and analysis of the extracted data.

8. Project timeline to define the duration of each re-
view step.

It should be noted that these components/steps are not
sequential, and during the review process they can be exe-
cuted more than once and undergo changes as a result of
approval processes in both the planning and execution
phases.

The protocol of systematic review represents the actual
planning, since it describes all strategies, methods and con-
siderations to be applied while it is executed. In order to
support the protocol definition and the RS conduction, the
software StArt (State of Art through Systematic Reviews),
which has shown positive results, was used [26].

3.1 Research Questions

The objective of this systematic review is to identify the
state of the art in algorithms used for automatic question
classification, their advantages and disadvantages. There is
a fair number of algorithms for text classification involving

1 http://dl.acm.org

2 http://www.scopus.com

3 http://www.sciencedirect.com

4 http://ieeexplore.ieee.org

5 https://webofknowledge.com

6 http://scholar.google.com
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Machine Learning technology. In the case of questions, the
amount of information is small, and their classification ac-
cording to some labels become more complex. What is
worse, there is also a lack of surveys on the state of the art
of question classifiers, their possible applications and the
quantity and quality of the available algorithms. Thus, the
goal is to support the following primary research question:

What are the main automatic classification
algorithms for questions?

Based on the primary question, specific questions of in-

TABLE 4
RESEARCH QUESTIONS

Research Cuestion

Motivation

RO1: What computational meth-
ods are used to implement classi-
fiers?

RO2: Which taxonomies were
adopted for classification?

RO3: What are the main ftech-
nigues used for feature extraction
and selection?

RO What are the main instru-
ments used to measure the clas-
sification resulis?

This gquestion identifies the
methodology adopted in the
construction of the main algo-
rithms of Machine Leaming to
Classify questions.

The answer to this guestion
makes it possible to identify the
classification criteria applied.
The exfraction and selection of
relevant features have a direct
impact on the performance of
classifiers.

To check the different ways of an-
alyzing the efficiency of the clas-
sification process.

terest arise, as shown in Table 4:

3.2 Source and Study Selection

The selection criterion of archive sources considered the
possibility of browsing studies on the web, regularly up-
dated publications, availability of texts, quality of results,
possibility of exporting bibliographic references, and
search mechanism by title, abstract and keywords, all writ-
ten in English. Formal and informal literature reviews writ-
ten by experts and the opinion of researchers were also
considered, both somehow involving the area of automatic
text and question classification according to the guidelines
described by [25].

Based on the requirements mentioned above, the fol-
lowing electronic databases were selected for the research:
ACM Digital Library', Scopus?, Elsevier Science Direct?, IEE-
EXplore Digital Library*, Web of SciencS5 and Google
Scholar®.

Prior to the creation of the search string, a list of primary
studies considered as control references was created. This
list was extracted from the research work of the authors and
also from secondary references on the subject previously
analyzed, such as the work of [8], who developed an SR fo-
cused on question classification in computer exams, and
the informal review published by [4], who considered the
question classification in QA, IR, education and language
conversion environments. The checklist is presented in Ta-
ble 5:

TABLE 5
STUDY SELECTION FOR THE CONTROL GROUP

Ref.  Title

[22] Exam Questions Classification Based on Bloom's
Taxonomy Cognitive Level Using Classifiers Com-
bination

[27] A rule-based approach in Bloom's Taxonom
question classification through natural language
processing

[28] Bloom's taxonomy question categorization using
rules and n-gram approach

[22] An automatic classifier for exam questions in En-
gineering: A process for Bloom's taxonomy

[30] Automated analysis of exam questions according
to Bloom's taxonomy

[31] Analyzing the cognitive level of classroom ques-
tions using machine learning techniques

[32] Classification of high dimensional Educationa

Data using Particle Swarm Classification

Based on the research questions and the SR guidelines,
a search string was defined considering the areas and al-
gorithms involved, that is, Machine Learning, Data Mining
and Question Classification. Taking into account the possi-
ble synonyms, the following result was obtained:

Among the possible types of studies, the primary stud-
ies published in journals, conferences and book chapters,
can be highlighted, preferably giving emphasis to the most
recent publications in case similar studies are found. Based
on the guidelines proposed by [11], Table 6 presents the
inclusion/exclusion criteria defined for this SR:

(("MACHINE LEARNING" OR
“DATA MINING" OR
“TEXT MINING" OR
“"DEEP LEARNING")

AND

("QUESTION CLASSIFICATION”  OR

“"QUESTION CLASSIFIER" OR

“"QUESTION ANALYSIS” OR

“"QUESTION ANALYZE" OR

"QUESTION CATEGORIZATION™)




TABLE 6
INCLUSION/EXCLUSION CRITERIA

Inclusion Criteria

IC 1: Primary studies

IC 2: Studies that present algorithms for question dlassification
IC 3: Studies published between January 2012 and July 2017
IC 4: Quality evaluation with score greater than or equal to 50

Exclusion Criteria

ECT: Secondary studies

EC 2: Incomplete studies or with few pages

EC 3: Studies written in a language other than English

EC 4: Studies with unavailable full text

EC 5 Studies focused on QA (Question Answerng) or IR (in-
formation Retrieval) areas.

EC 6: Studies focused on classification in other languages (e.g.
Chinese, Persian, Hindi, Arabic)

EC T: Studies that do not address algorithms for question clas-
sification

In the first stage of the process, called Preliminary Selec-
tion, the search string was adapted and executed for each
electronic database of the source list. The initial search re-
sulted in a selection of 4,460 compatible primary studies.
Fig. 6 shows the steps for applying the inclusion/exclusion
criteria, and the types of studies discarded are detailed on
the right.

To limit the number of studies loaded, the database filter
mechanism was used to select only the ones published af-
ter the beginning of January 2012 (IC3). This first filter re-
sulted in 1,454 studies, which were identified and loaded
into the StArt tool responsible for organizing and debug-
ging information as well as deleting duplicate entries (176),
resulting in 1,278 records.

The next step was the application of the inclusion crite-
ria. At first, we read the title, keywords and area of
knowledge addressed by the study to exclude the ones that
did not meet the inclusion criteria and were not related to
the research questions. After discarding 1.026 records, 252
primary studies remained for analysis. We read their ab-
stract and again applied the inclusion/exclusion criteria, re-
sulting in the exclusion of 92 more entries (details of the
exclusion are presented in the second frame to the right in
Fig. 6).

We fully retrieved the texts of 160 selected studies and
read the introduction and conclusion sections. From this
step, 53 other studies were discarded taking into consider-
ation the inclusion/exclusion criteria, once the vast majority
either had their questions translated into another language
(24 studies, 45%) or not specifically addressed question
classification (21 studies, 39%). Considering the biblio-
graphical references of the selected studies and the sec-
ondary studies (reviews) discarded in the previous steps, 4
were added to the selection (see Fig. 7), resulting in 111
studies for the application of IC4 referring to the minimum
score in the quality criteria. At last, 31 studies were elimi-
nated, and the 80 remaining ones underwent a systematic
review. The criteria with the lowest score were QC4 (de-
scription of limitations, mean = 0), QC7 (data availability,
mean = 0.08), CQ5 (statistical analysis, mean = 0.3) and
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QC6 (validation test, mean = 0.4).

3.3 Quality Evaluation

The quality evaluation allows the selection of the most rel-
evant studies with concrete results within the desired re-
search theme. Five questions were obtained from the liter-
ature and two other proposals according to the scope and
research questions were formulated.

The scoring scale was based on the dichotomy Yes (S)/
No (N), with a score of 1 for affirmative answers and 0 for
negative ones, with the possibility of partial attendance of
the question (P) and respective score of 0.5. As a minimum
exclusion criterion, a score less than 3.5 was considered
since it represented 50% of the utilization of the 7 possible
scores (Table 7).

TABLE 7
QUESTIONS FOR QUALITY EVALUATION

Allowed answers and scores
¥=1P=05and M =0

Question

QC: s there a rationale to ex-
plain why the study was con-
ducted? [33]

QcC 2: Is there a clear statement
of the research chjectives?
[34], [35]

QC 3: Is the proposed tech-
nique clearly described? [36]
QC 4: Are the limitations of this
study explicitly discussed? [37]
QC 5: Were the results of the
experiment reliably obtained
through statistical analysis, for
example? [35]

QC 6: Does the study describe
an experiment for algonthm
validation?

QC 7: Dees the study provide
the data for the experiment
replication?

P=05andN=0

JP=05andM =0

P=05andMN=0

JP=05andMN=0

JP=05and M =0

P=05andMN=0

Table 8 shows the selected studies based on the results
of quality evaluation and the application of the inclusion
criterion 1C4. Analyzing the evaluation results, the average
score of the studies was 4.43 (63.2%). The study S05 ob-
tained the highest score (6.5 or 92.9%), while 13 studies
achieved the threshold score (50%) for data extraction and
result analysis (S4, S10, S13, S18, S21, S39, S41, S42, S45,
S61, S63, S71 and S75). Taking into account the quality cri-
teria individually, it can be seen that the criteria Q1 and Q2
obtained the highest scores, indicating well-founded ra-
tionales and clearly defined objectives; on the other hand,
the criterion Q4 obtained a very low average (0.09), imply-
ing that most studies did not describe the possible limita-
tions of their research.
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1. Studies retrieving from
eletronic databases

2. Papers before
january-2012 removal

3. Duplicated papers removal
(StArt tool)

4. Inclusion criteria
application considering titles,
keywords and local

5. Abstract reading

6. Introduction and
conclusion reading (-53
studies)

7. 50% quality score

) Académico
Elsevier 3.800
ScienceDirect
IEEEXplore
247

252 abstracts

160 included

R R 1] ——

e 1026 dliSCAr e Ol

\ J

Review of
reference lists

[ 107 included H
|

|

4 studies

[ 76 included ]

[ 4 included ]

80 included

Fig. 6. Flow of application of the inclusion and exclusion criteria.

Zhang e Lee (2003)

Silva et al. (2011)

Sebastiani (2002)

Li e Roth [2002)

Joachims (1998)

Huang et al. (2008)

Hacioglu e Ward (2003)

Fig. 7. Most cited references in the selected studies.

1202 excluded*:
« 176 Duplicated
.« 322QANR
« 590 Non classifier
+ 11 Secondary
+ 18 Non english written
+ 7 Non english classif.
+ 18 Short-paper

*+ a study could have fulfilled
more than one criterion

92 excluded:
+ 10 Duplicated
- 21QAIR
« 29 Non classifier
+ 5 Secundary
« 4 Non elglish written
+ 3 Non english classifier
« 20 Shot-paper
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TABLE 8
STUDIES SELECTED THROUGH QUALITY EVALUATION
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3.4 Data Extraction

Based on the guidelines proposed by [24] and the com-
plete reading of 80 selected studies, a form was created to
extract relevant information (Table 9). Basically, such infor-
mation describes an overview of each study and details the
answers to the proposed research questions.

The general information selected was: year, country,
guestion or document database, study publication medium
and sample size. Considering the research questions, the
tabulated data were: algorithms (classifiers), classification
criteria (taxonomies), preprocessing techniques, feature se-
lection and indicators (metrics) used.

TABLE 9
FORM FOR DATA EXTRACTION

Infgrmation for  Description Relevance
Extraction
D Unigue study identifier Gerneral
Year Year of publication General
Country Country of arigin General
Cuestion Base Question/document sgurce
Publication Me- Journal, conference, workshop, Gerneral
dium book chapter and electronic ar-
chive
Sample Size Number of guestions used for Gerneral
the analysis of classifiers
Algorithms Computational methods used, RO1
such as Artificial Neural Met-
work. SVM. Maive Baves etc.
Classification Crn-  Taxomomies used for classifica- RO2
teria and Feature tion (e.g. Bloom)
Selection
Feature extraction with direct RO3
impact on the classification pro-
cess (TF-IDF Chi-Sguare Tests
enc.)
Result Metrics Indicators to analyze accuracy. RO4

precision, recall and F1 Score

4 RESULT ANALYSIS

From the data extracted from the 80 selected studies, this
chapter presents the results obtained considering its gen-
eral information and proposed research questions.

4.1 Year of Publication

Despite establishing the years between 2012 and 2017 as
the original observation interval of the studies, we decided
to include in the bibliographic references the 4 most cited
studies published between 2002 and 2011. Most of the
studies were published in 2016 (28.75%), followed by the
year 2015 (22.5%), 2014 (17.5%), 2012 (11.25%), 2013 (10%)
and 2017 (5%). The punctual inclusions (years 2002, 2003,
2008 and 2011) correspond to 1.25% each (Fig. 8).

It is worth noting that 2017 is not finished yet and
should have a considerable number of papers still to be
published due to the increasing number of publications
that has been observed since 2014.

Quantity of Studies

2000 2002 2004 2006 2008 2010 2012 2014 2016 2018

Year

Fig. 8. Number of publications over the years.

4.2 Country

China (20%), United States (14%) and India (13%) concen-
trated nearly half (47%) of the primary studies selected. Tak-
ing into consideration the continents, Asia had 48 studies
selected (60%), while Africa had less than 1%, with a single
published work (Morocco). To complete the list, Europe
represented 19% of the publications, followed by America
(16%) and Oceania (4%). Fig. 9 shows the distribution of the
studies among the countries with the highest number of
publications:

Srilankz NN
Singapura [N 2
United Kingdom I S
Portugal I 2
Malaysia I &
haly I 3
Indonesia NN 2
ndia I 10
United States | 11
China I 16
Australia I 2
SaubiArabiz N

Fig. 9. Distribution of studies per country.

4.3 Question Base and Publication Medium

All 80 primary studies selected had their origin in the aca-
demic environment, which often resulted in the manual
preparation of the question base using the evaluations pro-
duced inside the institution (20%) or the use of databases
as reference in the question classification area, e.g. the da-
tabase generated through the work of [3] (22.5%) carried
out at the University of lllinois Urbana-Champaign (UIUC),
in the United States, and provided by TREC (Text REtrieval
Conference), one of the world's leading conferences on the
subject. If we consider the non-exclusive use of the
UIUC/TREC database, the use index rises to 33.75% of the
studies.

In addition to the academic area, there are also several
question sources available on the web, such as QA Yahoo!
Answers (6.25%) and Stack Overflow (2.5%) systems, and
bases with short text storage (similar to questions), such as



Reuters (6.25%), 20NewsGroups (6.25%) and Baidu (2.5%),
which are also used together several times. A graph with
the main question bases surveyed is shown in Fig. 10.

As already described in Table 9, the types of publication
medium adopted in this work were journal, conference,
workshop, book chapter and electronic archive. Book chap-
ters include master's theses and Ph.D. dissertations. The
electronic archive category was created to label studies
stored in the arXiv.org electronic library of Cornell Univer-
sity not published elsewhere. Most of the studies were pub-
lished in conferences (52.5%), journals (35%), electronic
media (8.75%), book chapters (2.5%) and workshops
(1.25%).

4.4 RQ1: Computational Methods

The purpose of this research question was to identify the
different techniques used to implement classifiers. Two sit-
uations were observed: the first refers to the use of a simple
algorithm or combination of algorithms to classify the
questions; the other is about the main contribution of the
study, in this case the focus on the classification logic

m UIUC e TREC 10

= University

= Yahoo! Answers
USC, TRECB,2e 10

w Stack Overflow

= Reuters Corpuss Wolume 1 (RCV1)

m UIUC e FPT

m Reuters-21578, 20Mewsgroups, WebKB e Oshumed
(MEDLINE)

= USC, UIUC e TREC

m Classic 3, 30 NewsGroup & WebKB

= WebKB, Reuters-21578 e 20NewsGroup

m Reuters-21578, 20Mewsgroups e Lal2 (TREC)

Fig. 10. Distribution of questions per question base.
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(adaptation of basic algorithms, such as SVM and Neural
Network, or creation of new algorithms), or on the feature
identification, extraction and organization as a basis for the
classifier mechanism.

Analyzing the computational methods of the 80 selected
studies, 55 (68.75%) chose to use a single algorithm as a
basis for the classifier. Table 10 shows the distribution of
algorithm choice and the consequent predominance of
SVM, Neural Network, Rules and Clustering.

Regarding the 25 studies that combined algorithms, we

TABLE 10
DISTRIBUTION OF UNITARY ALGORITHMS
Algarithm Studies Quantity % (Gen-
eral)

505, S08, 509 512,

515, 536, 542, 548,

549 550, 551, 552,
SV 557, 559, 565 15 18.75%
Artificial 516, 525, 527, 530,
Meural Met- 531, 538, 543, 569,
waork ST1, 577, 578, 580 12 15.00%

510, 517, 522, 523,
Rules 524, 526, 539, 560 a8 10,00%

511, 534, 540, 554,
Clustering 575, 579 f T7.50%
kMM 506, 566 2 2.50%
QACS 535 1 1.25%
Linear FRec- 561
ord 1 1.25%
aPT s03 1 1.25%
Shib 574 1 1.25%
D2 564 1 1.25%
F5M 518 1 1.25%
SDM 514 1 1.25%
LMQC S68 1 1.25%
SMoW 533 1 1.25%
Maive Bayes 533 1 1.25%
Decision Tree 541 1 1.25%
Particle 573
Swarm 1 1.25%

verified that SVM was also the preferred choice, followed
by Naive Bayes, Rules, Decision Tree and Neural Network
(Table 11).
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TABLE 11
DISTRIBUTION OF ALGORITHMS IN STUDIES WITH COMBINA-
TIONS
Algorithm Studies Oty % %
(Par- {Gen-
tial) eral)
501, 502, 504, 18 T2.00%  41.25%
807, 519, 521,
528, 544 545
546, 547 555,
556, 558, 562,
SVM 563, 567, 576
501, 502, 520, 11 44.00%  15.00%
521,532 544,
545, 546, 547,
Maive Bayes 555, 576
537, 544, 545, ] 24.00% 17.50%
Rules 558, 562, 563
Decisien 802, 521, 544, ] 24.00%  B75%
Tree 546, 547 576
Artificial 520, 521, 528, ] 24.00% 22.500%
Meural Met- 544, 556, 570
work
501, 529, 545, 5 2000%  BT5%
KMMN 567, 576
Logistic S04, 537, 548, 4 16.00%  5.00%
Regression 547
Maxirmum 519, 532, 555 3 12.00% 3.75%
Entropy
SMO 520, 544 2 B.00%  2.50%
SMNoW 576 1 4.00%  2.50%
Rochio 572 1 4.00%  1.25%
RHC 555 1 4.00%  1.25%
Clustering 570 1 4.00%  875%
MPH 555 1 4.00%  1.25%
S-Em s07 1 4.00%  1.25%
Probability 507 1 4.00%  1.25%
Estimation
SPH 555 1 4.00%  1.25%
psC 572 1 4.00%  1.25%
Adaboost 529 1 4.00%  1.25%
Randoem s02 1 4.00%  1.25%
Forest

Finally, adding the 25 studies with algorithm combina-
tion to the initial analysis of 55 studies with unitary algo-
rithms, SVM, Neural Network and Rules remained in the
first three positions with 41.25%, 22.5% and 17.5%, respec-
tively, while Naive Bayes occupied the forth place (15%).

As to the main contribution of the studies in the con-
struction of question classifiers, 49 of them that focused on
the classification logic were preferably chosen (61.25%)
against 31 of those focused on the feature structuring
(38.75%). As it can be seen in Fig. 11, algorithm combina-
tion was the main choice for selecting the studies, either
regarding logic (12 studies, 15%) or feature (13 studies,

16.25%). Besides that, we could also verify that SVM had its
main use in classifiers focused on feature extraction/selec-
tion (13 studies, 16.25%), while Neural Network (10 studies,
12.5%) and Rules (7 studies, 8.75%) were the main basic al-
gorithms chosen for the new implementations of classifica-
tion logic.

SVM

Rules

Artificial Neural Network
Combination

Clustering

SVM

SNoW

SMM

5DM

Rules

Linear Register

Artificial Neural Network
arT

QACS

Particle Swarm

Naive Bayes

LMac

Features

Logic

kNN

FSM

Dpcz2
Combination
Clustering
Decision Tree

4 3 8 10 12 1

Fig. 11. Distribution of studies per construction of classifiers.

Results showed that Neural Network and SVM are the
two types of classifiers mostly used to improve algorithms
for classification. On the other hand, SVM was the main op-
tion when the choice was to make a combination of algo-
rithms or to propose a new logic for feature handling.

The predominant use of Neural Network and SVM
demonstrates that the processing cost has become an in-
creasingly small barrier to the feasibility of research exper-
iments as well as to the search for classifiers with the best
possible performance indicators to classify questions.

4.5 RQ2: Taxonomies for Classification

The objective of this research question was to identify the
most used criteria to classify questions and, therefore, the
use of taxonomies already defined in the literature. It was
observed that the use of authorial criteria of each research
was predominant (35 studies, 43.75%, ranging from cate-
gories belonging to geographical areas and medical re-
quirements to QA systems, such as Yahoo! Answers. It was
also observed the use of binary classification (Yes/No, Pos-
itive/Negative, Relevant/Irrelevant) in 4 studies (5%). SVM
was the most used algorithm (10 of 35 studies, 28.57%),
followed by algorithm combination (9 of 35 studies,
25.71%).

45,00%

35 ‘

30

40,00%
35,00%
30,00%
20 25,00%

5 20,00%

A 15,00%
10
10,00%
s - 5,00%
0 —— = 0,00%

Li and Rotiv's
Taxonomy

Authorial Binary Blaom's Taxanomy Costa’s Taxonomy Sekine’s Taxonemy

m— # Papers
% Papers

Fig. 12. Distribution of studies per criteria/taxonomy.



Among the taxonomies observed in Fig. 12, the one pro-
posed by Li and Roth [3] was the most adopted (26 studies,
32.5%), followed by Bloom's taxonomy [106], which was
used in 13 studies (16.25%), and taxonomies developed by
Costa [88] and Sekine [91], each appearing in only 1 study
(1.25%). Table 12 shows the identification of studies in each
taxonomy/criterion found:

TABLE 12
IDENTIFICATION OF STUDIES IN EACH TAXONOMY

Taxonomy Studies Quan- %
tity (Gen-
eral)
Authorial Other studies 35 43.75%
Binary S44 554, 556, 573 4 5.00%
S01, 510, 511, 12 16.25%
S17, 522, 523,
S24, 545, 546,
547,
Bloom 559, 572 573
Costa 561 1 1.25%
S04, 508, 513, 26 32.50%
516, 519, 525,
528, 530, 532,
533,
535, 538, 539,
543, 551, 552,
Li and Roth 562, 563, 565,
569,
570, 571, 578,
S77, 578, 580
Sekine So4 1 1.25%

Taking into account the relationship between the taxon-
omies developed either by Li and Roth or Bloom and the
unitary algorithms implemented (no combinations nor au-
thorial taxonomies), it was found that Rules were mostly
used with Bloom's taxonomy (5 of 13 studies, 38.46%),
while Neural Networks were preferably used with the tax-
onomy proposed by Lee and Roth (10 of 26 studies,
38.46%). This result reflects the compatibility between the
use of mapping Rules and the learning levels proposed by
Bloom; it also shows the ease of adapting Neural Networks
to hierarchical classifications as proposed by Lee and Roth.

4.6 RQ3: Feature Extraction and Selection

The objective of this research question was to identify
which mechanisms were used for feature extraction after
the initial preprocessing of questions, as well as which tech-
nigues were responsible for assigning weights or indexes
to features in order to select the most relevant ones to a
certain question. After analyzing the 80 studies selected, it
was possible to note that the majority chose either the ex-
traction or the selection technique, which means that only
36% of the studies analyzed (29 studies) described both the
extraction and the selection of features used to classify
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questions. Individually, extraction appeared in 62 studies
(77.5%) and selection in 45 studies (56.25%), while only 9
studies (11,25%) did not present the extraction nor the se-
lection technique.

TABLE 13
STUDIES PER TYPE OF FEATURE EXTRACTION

Type of Extrac- | Studies Cuan- %
tion tity [Gen-
eral)

502, 504, 508, 513, 526,

532, 541, 542, 544, 5486,

547, S4B, 551, 552, 555,

557, 5GB. 559, 562, 563,
BOwW 564, 565, 560,574 24 30.00%

S04, 505, 508, 517, 519,

525, 534, 537, 538, 542,

S48, 547, 555, 565, 570,
M-grams 576, 580 17 21.25%

516, 518, 519, 539, 551,

552, 558, 562, 563, 565,
Head words 571 11 13.75%

505, SDB, 517, 533, 545,

546, 547, 558, 550, 5469,
POS-tags 571 1 13.75%

516, 518, 532, 530, 542,
Wh-words 544, 551, 552, 563 o 11.25%

541, S4B, 551, 558, 563,
Bigrams S64 ] TEO%
Entities 526 533, 560, 568, 569, 8 TEO%

571
Cruestion words 541, 542, 548 561, 571 5 525%
Hypemyms/Hiponyms | 515 516, 518, 562, 565 5 625%
Verbs 535, 551, 552, 563 4 E00%
Mauns 551, 552, 563 3 3TE%
Synsets 556, 562 2 250%
Eeywards 505, 518 2 250%
tulti-Head words 551, 552 2 250%
Trigrams 563, 564 2 250%
Related words 583, 565 2 250%
Skipgrams 528, 569 2 250%
Adjectves 534, 552 2 250%
Ward Vector 531, 545 2 250%
Concepts 568 1 1.25%
Taxonomy-based 555 1 1.25%
CBOW 527 1 1.258%
Chunks 533 1 125%
Tres Kernel 576 1 1.25%
Waord Segmentation 554 1 125%
What-WDT 558 1 125%
After-How 552 1 1.25%
KCRF 5249 1 1.258%
Cruestion Mark 544 1 1.25%
TOREIS 541 1 1.258%
Cuestion Patterns 565 1 1.25%
Tree Tags 558 1 1.25%
Focus-words S04 1 125%
Syntactic Maps 539 1 1.25%
Focus-words lemmas 508 1 1.25%
What-WP 558 1 1.258%
Syntactic Trees 505 1 1.25%
Bag-of-concepts S02 1 1.25%
Clue Words 534 1 1.258%
Question Categories 565 1 125%
Question Expansion 585 1 1.25%
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TABLE 14

STUDIES PER TYPE OF FEATURE SELECTION

Type of Selec- | Studies Quan- | % (Gen-
tion tity eral)
TF-IDF 504, 505, 517, 544, 546, 10 12.50%
547, 540, 554, 558, 579
Cosine  Similar- | 505, 522, 523, 524, 528, & 7.50%
ity 568
TF 544, 553, 572,573 4 5.00%
Binary Vector 520, 544, 559 3 3.75%
Chi-Square 501, 536, 544 3 3.75%
Waord2ver 527, 569 2 2.50%
LD 511, 566 2 2.50%
Action  Verbs | 510 1 1.25%
Sirnilarity
SNOMED 548 1 1.25%
QF-ICF 549 1 1.25%
Feature Graph 525 1 1.25%
CCE 550 1 1.25%
Gain Ratio 544 1 1.25%
PIF - Paositive | 512 1 1.25%
Impact Factor
GloVe 569 1 1.25%
Semantically 533 1 1.25%
Related Words
ICF 567 1 1.25%
Symmetrical S44 1 1.25%
Uncertainty
Information 544 1 1.25%
Gain
Yahoo!  Place- | 507 1 1.25%
Maker
IQF-QF-ICF 549 1 1.25%
Pas 548 1 1.25%
KCRF 529 1 1.25%
Prabability 568 1 1.25%
KF 518 1 1.25%
Relatedeness 568 1 1.25%
Term-Weighting | 509 1 1.25%
Scheme
SMO wrapper 544 1 1.25%
Br25 575 1 1.25%
SVDRD 550 1 1.25%
Typed Depend- [ 532 1 1.25%
encies
DC2 564 1 1.25%
Word  Embed- | 528 1 1.25%
ding
Aprion 506 1 1.25%
TF-ICF 567 1 1.25%
Levenshtein 558 1 1.25%
Distance
VRF 549 1 1.25%
MDSs 535 1 1.25%
Word Ranking 557 1 1.25%
Mutual  Infor- | SO 1 1.25%
mation
WsD 516 1 1.25%
MN2WET 550 1 1.25%
MWMNET 550 1 1.25%
Odds Ratio S0 1 1.25%

TABLE 15
METRICS USED IN THE STUDIES
Metric Studies Qity | % (Gen-
eral)

Accuracy | 502, 506, 509, 510,512,513,

515,516, 518, 519, 520, 522,

523, 524, 525,527, 528, 530,

531, 532, 533, 534, 535, 538,

538, 530, 541, 542, 543, 545,

548, 549, 550, 551, 852, 553,

554, 557, 559, 560, $61, 562,

563, 564, 565, 568, S69, 570,

571,574, 575, 576, 577, 578,

580 55 | 88.75%
Precision | 501, 502, 503, 504, 506, 507,

508, 510, 511, 516, 517, 518,

519, 526, 520, 544, 545, 546,

547, 548, 540, 556, 557, 558,

564, 566, 568, 572, 579 29 | 3625%
Recall 501, 502, 503, 504, 508, 507,

510, 511, 516, 517, 518, 519,

526, 529, 544, 545, 546, 547,

548, 549, 556, 557, 558, 566,

568,572, 579 27 | 33.75%
F1 501, 503, 504, 506, 507, 510,

513, 517, 529, 544, 545, 548,

547, 548, 549, 553, 555, 557,

558, 566, 568, 572,575,579 | 24 | 30.00%
Macro F1 | 502, 505, 507, 537, 550, 555,

558, 567, 573 9 11.25%
Micro F1 | 502, 505, 507, 537, 550, 555,

558, 567 8 10.00%
Pro- 509, 512, 535, 561
cessing
Time 4 5.00%
Standard | $16, 521, 553
Devia-
tion 3 3.75%
Error 510, 521, 534
Rate 3 375%
T Test 564, 569 2 2.50%
Total Hits | 546, 547 2 2.50%
Correla- | 546, 547
tion 2 2.50%
Kappa 546, 547 2 2.50%
M-Aver- | 510, 526
age 2 2.50%
Target 546, 547
Hits 2 2.50%
Macro 564
Accuracy 1 1.25%
@i S14 1 1.25%
NDCg S14 1 1.25%
Macro 537
Recall 1 1.25%
Gain S50 1 1.25%
RR 514 1 1.25%
Micro 564
Accuracy 1 1.25%
Cver- 526
genera-
tion 1 1.25%
Efficiency | 561 1 1.25%
P@i0 526 1 1.25%
Perplex- | 536
ity 1 1.25%
Kernel 549
gamma 1 1.25%
Average | 523
Sysset 1 1.25%
Mean 521
Distance 1 1.25%
Macro 537
Precision 1 1.25%
Boolean | 521
Success
Rate 1 1.25%
Signifi- 576
cance
test 1 1.25%
Micro 537
Precision 1 1.25%
Under- 526
genera-
tion 1 1.25%
Micro 537
Recall 1 1.25%
MRR. 526 1 1.25%
Not in- 540
formed 1 1.25%
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As to different mechanisms for extracting features (Table
13), the BOW (Bag-of-words) technique was the most used
(24 studies, 30%), followed by N-Grams (17 studies,
21.25%) and Headwords and POS-tags, with 11 studies
each (13.75%). On the other hand, the feature selection ap-
peared in 45 studies (56.25%). In general, we observed the
great predominance of N-Grams and their variations (BOW,
Bigrams, Trigrams), representing 61.25% of the studies,
which means that the use of sequential tokens extracted
from the question prevailed over the other forms involving
concepts/meanings, keywords, or relationships between
the question terms.

In the case of feature selection (Table 14), the TF-IDF
technique was the most used (10 studies, 12.5%), followed
by Cosine Similarity (6 studies, 7.5%), TF (4 studies, 5%), Bi-
nary Vector and Chi-Square, both with 3 studies each
(3.75%). This result demonstrates a "spraying" in the use of
selection techniques with a slight TF-IDF domain.

4.7 QP4: Result Metrics

Accuracy, Precision, Recall and F1 (F-measure) are result in-
dicators widely used in academic studies and were also cor-
roborated in this SR (see all results in Table 15). Accuracy
was the most employed metric, appearing in 55 of 80 stud-
ies, followed by Precision (29 studies, 36.25%), Recall (27
studies, 33.65%) and F1 (24 studies, 12.12%).

5 FINAL CONSIDERATION

The focus of this Systematic Review was to achieve the
state-of-the-art in the techniques, criteria and indicators
associated with question classification. This article sur-
veyed studies directly and specifically involved in question
classification and disregarded works with broader scope,
such as text classification (which encompasses the ques-
tions) or associated scope but different focus (QA, IR and
language translation systems), e.g. document handling,
system architecture, or expressions in a particular language.

Eighty studies were selected according to inclusion, ex-
clusion and quality criteria, in which two main computa-
tional methods, 6 taxonomies/criteria, 2 mechanisms of
feature control and the 4 most used indicators to measure
question classification were identified.

Between the two types of computational methods used,
the great majority of studies opted for contributions in the
classification logic. Neural Networks, SVM and algorithm
combination represented the most used computational
methods.

Feature handling stood out both in algorithm identifica-
tion and selection and extraction techniques, since more
than a third of the studies (38.75%) implemented new al-
gorithms for such handling, and almost 90% (88.75%) used
some extraction/selection mechanism.

The criteria/taxonomies and the indicators did not show
any newness in relation to what had already been described
in the literature (sections 2.5 and 2.6): the use of categories
defined by the authors had the same prominence as did
Accuracy/Precision/Recall/F1-score, which proved to be the
most adopted metrics to measure the performance of the
classifiers.

IEEE TRANSACTIONS ON LEARNING TECHNOLOGIES, MANUSCRIPT ID

As threats to validity and limitations, we can cite the use
of few researchers in the survey and the possible adoption
of subjective decisions regarding the inclusion/exclu-
sion/quality criteria applied to the selected studies. These
factors may have directly influenced the absence of some
search source, resulting in the non-inclusion of some im-
portant studies and/or exclusion of studies relevant to the
research objectives.

In relation to future work, our purpose is to carry out a
detailed survey based on the quality analysis produced in
this SR to retrieve data whose sources were made available
in their respective studies. With this, the intention is to con-
duct a meta-analysis of such studies to compare and vali-
date the disclosed results.
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