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Resumo: Robos autonomos precisam ser capazes de aprender e manter modelos de seus ambiente. Neste contexto o
presente trabalho contempla técnicas de classificacdio e extragdo de caracteristicas a partir de imagens em conjunto
com redes neurais artificiais com o objetivo de usd-las na implemental¢io do sistema de mapemanento e localizacéo
do robo movel do Laboratério de Automagdo e Controle Evolutivo (LACE). Para perceber o ambiente explorado o
robé usa seu sistema sensorial formado por sensores de ultra-som e um sistema catadioptrico, composto por uma
cdmera e um espelho cénico. O sistema de mapeamento é dividido em trés modulos. Dois deles serdo apresentados
neste artigo: modulo classificador de nos e modulo caracterizador de nés. O primeiro utiliza wma rede neural
hierarquica para tarefa de classificagdo. Ja o segundo usa técnicas de extragdo de atributos de imagens e de
reconhecimento de padrdes invariantes aplicadas em imagens coletadas do ambiente. A rede neural utilizada pelo
médulo classificador é estruturada em duas camadas: razdo e intui¢ao; a qual é treinada para classificar cada local
explorado pelo robé dentre quatro classes pré-definidas. O resultado final da exploragédo é a construgdo de um mapa
topoldgico do ambiente. Resultados obtidos através da simulag¢do de ambos os modulos do sistema serdo apresentados
neste trabalho.

Palavras-chave: mapeamento topologico, sistema de visdo omnidirecional, rede neural hierdarquica (RNAH), vetor de
atributos, padrédes invariantes afim.

1. INTRODUCAO

A tarefa de navegar no contexto da robdtica movel necessita de métodos que utilizem de maneira mais eficiente as
informacdes perceptuais sobre o ambiente externo. Tais informagdes afetam diretamente o grau de autonomia do robd, a
qual é extremamente necessaria no contexto de modelagem de ambientes.

O processo de modelar um ambiente consiste na criagdo de um modelo que represente sua estrutura fisica, ou seja,
na constru¢do de um mapa. Os primeiros esforcos em navegagdo baseada em mapas foram principalmente inspirados
nos processos cognitivos dos seres humanos, assumindo-se que os erros de sensores e atuadores pudessem ser
detectados e corrigidos por um processo de nivel mais alto, ou modificando-se 0 ambiente de tal maneira que tornasse a
navegacdo mais facil. Navegacgio baseada em mapas requer um processo de reconhecimento e analise de alto nivel a fim
de interpretar o mapa e estabelecer sua correspondéncia com o mundo real. Além disso, o problema de adquirir modelos
¢ complexo e dificil de ser resolvido devido a limitagdes praticas sobre a habilidade dos robos de aprender e usar
modelos precisos. Estas limitagdes surgem a partir de problemas inerentes aos proprios sensores ¢ a0 ambiente.

Classicamente, a construgio de mapas segue duas abordagens: geométrica e topologica. A abordagem adotada neste
trabalho ¢é a topoldgica, a qual é definida por Kuipers (Kuipers, 1991). De acordo com ela, o ambiente é representado
por um numero de lugares distintivos, ¢ de modo que o robd possa se locomover de um lugar a outro. Em outras
palavras, o ambiente ¢ representado por um grafo, onde os lugares identificados formam o conjunto de vértices ou nds,
e todas as passagens entre cada no formam o conjunto de arestas.
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Neste trabalho apresentamos um método de mapeamento usado pelo robé mével do Laboratério de Automagio ¢
Controle Evolutivo (LACE). A Figura | mostra uma visdo frontal do robd. O método de modelagem proposto usa o seu
sistema sensorial embarcado para coletar informagdes sobre o ambiente, o qual é formado por sensores de ultra-som ¢
um sistema de visio omnidirecional. O método utiliza uma rede neural artificial hierdrquica (RNAH) treinada para
reconhecer e classificar os lugares usando para isso informagdes sobre a vizinhanga do robd. Dessa maneira, o objetivo
¢ mapear os espagos livres pelos quais o robd possa se locomover, bem como as relagdes de adjacéncia entre eles,
classificando-os dentre quatro classes pré-definidas, e finalmente criar um mapa topologico do ambiente explorado.

Figura 1. Foto do robé mével do LACE.

Além da classificacio e definicio dos nos do mapa, faz-se necessdrio caracteriza-los, ou seja, identificar
caracteristicas que os tornem umicos e diferentes dos demais nés da mesma classe. Tais caracteristicas sdo extraidas de
um conjunto de imagens coletadas em cada nd, criando assim marcos naturais que os identifica. Navegagdo baseada em
marcos estd amplamente difundida na literatura da drea e pesquisas envolvendo tais técnicas tém obtido bons resultados.
Como exemplo, podemos citar os trabalhos definidos em (Arsénio, 1998; Betke, 1997; Marsland, 2001 e Se, 2002).

2. ESTRUTURA DO ARTIGO

Varios aspectos do uso de redes neurais artificiais e reconhecimento de padrdes invariantes sdo apresentados na
Secido 3. A Secdo 4 aborda o procedimento geral adotado para construgdo do mapa topologico. A Segdo 5 apresenta o
sistema de visdo omnidirecional embarcado no robd mével do LACE, o qual ¢ utilizado para coletar cenas do ambiente
a ser mapeado. A Se¢do 6 descreve a rede neural hierarquica usada como classificador dos lugares explorados pelo
robd. Na Se¢do 7 define-se 0 método proposto para selecionar e reconhecer marcos naturais no ambiente de navegagédo.
Os resultados experimentais e conclusdes obtidas a partir dos testes serfio apresentados nas Secdes 8 ¢ 9,
respectivamente.

3. TRABALHOS RELACIONADOS

Maquinas com a capacidade de emular fungdes do cérebro humano (ém uma alta capacidade de processamento
paralelo, além de serem capazes de aprender a resolver problemas e generalizar solugdes nido aprendidas. Tais atributos
sdo muito atraentes em aplicacdes de robotica movel e tem sido objeto de estudos de muitas pesquisas nesta area.

Matsumoto (Matsumoto et. al, 1999) propés uma técnica que usa uma seqiiéncia de imagens como um mapa do
ambiente. As imagens sdo adquiridas numa etapa de aprendizagem de uma rede neural, seguindo uma rota pré-
determinada e coletadas seguindo espagamentos constantes. Apos a fase de treinamento da rede, o mapa construido
pode ser usado durante a navegagdo do robd para tarefas de localizagiio e planejamento de trajetorias. A localiza¢do do
robo é realizada através da classificacdo das imagens coletadas durante a navegacio.

Ster (Ster, 2004) apresenta uma abordagem para aprender mapas topoldgicos, a qual usa redes neurais recorrentes.
Esta técnica segue o paradigma de navegacdo reativa, ou seja, o robd navega baseado em comportamentos, os quais
consistem em atitudes do robd frente a dinamica do ambiente. Além disso, alguns critérios comportamentais sdo pré-
definidos nos chamados pontos de decisdo, de modo que 4 cada ponto. ou local definido no mapa, associa-se um
conjunto de comportamentos. Estes sdo aprendidos pelo robd usando-se uma técnica de aprendizagem chamada de
reinforcement learning, em conjunto com um novo método com base psicoldgica proposto pelo autor.

Em sistemas de navegacdo baseados em marcos, as percepgdes sensoriais sio usadas para mapear o ambiente.
Marsland (Marsland, 2001) descreveu um método que automatiza o processo de sele¢io de bons marcos sob o ponto-
de-vista do robd, usando para isto uma rede neural capaz de aprender um modelo de relacionamento entre uma
seqiiéncia de percepgoes sensoriais obtidas durante a fase de treinamento da RNA. Zitova (Zitova, 1999) apresenta em
seu trabalho um sistema de reconhecimento de marcos artificiais usado para navegacdo de robds moveis, o qual aplica
técnicas de reconhecimento de padrdes invariantes afim.
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4. SISTEMA DE VISAO OMNIDIRECIONAL DO ROBO MOVEL DO LACE

Nesta secdo apresentamos o sistema de visdo omnidirecional embarcado no robé mével do LACE utilizado para
captura de cenas do ambiente explorado. A Figura 2 ilustra o procedimento de captura e pré-processamento das
imagens.

As imagens omnidirecionais sdo capturadas por uma cdmera com seu foco alinhado a um espelho cénico. Estas
imagens sdo retificadas no modulo de visdo omnidirecional, e transformadas em imagens panordmicas da cena. Elas sdo
entdo pré-processadas e usadas pelos procedimentos de classificagdo e caracterizagdo de nds. As equagdes € a
metodologia adotada na captura e processamento das imagens estdo definidas em (Spacek, 2003). As Figuras 3 ¢ 4
ilustram exemplos de imagens omnidirecional e panordmica, respectivamente.

\
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Figura 2. Fases do processamento das imagens coletadas pelo sistema de visio omnidirecional do robd mével do
LACE.

Figura 3. Imagem panorimica obtida a partir de uma imagem omnidirecional,

5. CONSTRUCAO DO MAPA TOPOLOGICO

O método de mapeamento de ambientes proposto neste trabalho tem como objelivo construir um modelo
topoldgico de ambientes interiores explorados pelo robd mével do LACE. Para perceber o ambiente o robd utiliza seu
sistema sensorial formado por sensores de ultra-som ¢ um sistema de visdo omnidirecional, sendo tais informagdes
fornecidas como dados de entrada ao sistema de mapeamento. Este sistema é composto por trés modulos: classificador,
identificador/criador e caracterizador de nds. A principal tarefa do modulo classificador é identificar cada lugar visitado
pelo Tobd, classificando-os dentre quatro classes pré-definidas, e assim criar os nés do mapa com suas respectivas
relacdes de adjacéncia.

Uma rede neural hierarquica estruturada em duas camadas, razdo e intuigdo, ¢ usada como principal ferramenta do
moédulo classificador. Sua estrutura e procedimento de classificagio serdo descritos na Segdo 6. A tarefa de
identificagdo e criagdo de um novo né € realizada por um procedimento que recebe a informagdo sobre a classe do lugar
e cria um novo no da mesma classe. A Figura 2 ilustra a relacdo entre os médulos do sistema de mapeamento.
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Além de identificar e classificar nds, é necessdrio caracterizd-los, ou seja, cada no definido precisa ser identificado
de maneira tnica e diferente dos nés pertencentes a mesma classe. O médulo caracterizador de nés é responsavel por
esta tarefa. Sua funcdo ¢é selecionar bons marcos do ponto-de-vista do robd, usando para isto as imagens dos nés.

Marcos podem ser definidos como objetos da cena que podem ser encontrados de uma maneira distintiva pelo robé.
Neste trabalho, marcos naturais serdo definidos usando-se técnicas de extracdo de atributos e reconhecimento de
padrbes invariantes extraidos a partir de um conjunto de imagens dos nos. O procedimento adotado para implementacdo

deste modulo sera descrito na Segéo 7.

Classificador |—p-| 'dentificador/ | 1 caracterizador
Criador

A A A
Y Y Y

Controle
A
Y

Percepgbes Sensoriais

Figura 4. Diagrama funcional do sistema de mapeamento.

6. MODULO CLASSIFICADOR

A fungio do maodulo classificador é classificar os lugares explorados pelo robd dentre quatro classes pré-definidas:
corredor, porta, intersecgdo e sala; e assim passar esta informagio ao modulo criador, o qual efetivamente cria e insere
um novo nd no mapa topoldgico. O objetivo da classificacdo ¢ atribuir pardmetros a cada classe para que, com base
neles, o robd saiba quais decisdes tomar durante a navegacdo. Dessa maneira, as decisdes de navegacido do robd podem
ser definidas como uma maquina de estados, onde cada estado (classe) esta associado a um conjunto de possiveis acdes.

A Figura 5 ilustra este procedimento.
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Figura 5. Diagrama em maquina de estados das decisoes de navegac¢ao do robo.

Analisando a Fig. 5 pode-se constatar que uma vez que o0 mapa proposto esteja disponivel, basta ao robé identificar
a classe do local atual para entdo decidir quais decisdes tomar. Nesse caso, tendo um plano de percurso definido, o robd
pode entdo escolher o proximo nd do mapa a ser ocupado a fim de alcangar seu objetivo. Dessa maneira, o sistema de
classificagdo de lugares pode ser usado tanto para propdsitos de mapeamento quanto para localizagio do robd durante

sua navegagao.
Para implementar a tarefa de classificacio usamos uma Rede Neural Artificial Hierdrquica (RNAH) treinada para

reconhecer as classes de lugares definidas. A estrutura da RNAH bem como seu procedimento de classificacdo serd
descrito na proxima secao.

6.1. Rede Neural Hierdarquica - RNAH

Nesta Secdo descrevemos a estrutura da rede neural hierdrquica utilizada para tarefas de classifica¢iio dos lugares
explorados pelo robd. A RNAH ¢ formada por duas camadas, razdo e intui¢do. como ilustrado na Fig. 6.
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Figura 6. Estrutura da Rede Neural Hierdrquica - RNAH.

A RNAH recebe como entrada os dados lidos pelo sistema sensorial do robd: medidas de distincia e imagens do
ambiente fornecidas pelos sonares e sistema de visdo omnidirecional, respectivamente. A rede razio recebe os dados
lidos pelos sonares e com base neles ¢ capaz de identificar a classe corredor, quando o robd navega através deste, ¢ a
classe intersegdo, quando detecta o encontro de dois ou mais corredores de modo que o robd possa eventualmente
mudar a dire¢do do seu percurso. As informagdes de distdncia sio suficientes para identificar as referidas classes nas
condigdes descritas. Os pardmetros necessarios para defini¢do da classe sala estdo em estudo, de modo que a mesma
ndo foi incluida nos testes apresentados neste trabalho. Quando o robd se locomover através de um corredor e seus
sonares detectarem a existéncia de uma abertura lateral, esta pode consistir de uma porta ou um corredor. Neste caso as
informagdes de distdncia ndo sdo suficientes para identificar a classe correta. E neste momento que a rede intuicio é
ativada.

Na situagdo descrita anteriormente um dos neurénios da saida da rede razdo ¢ ativado, o qual consiste no neurénio
excitador da rede intui¢do. Esta executa entdo seu procedimento de classificagiio utilizando imagens do local atual com
o objetivo de identificar a classe correta: porta ou corredor. Para isso, a segunda camada da RNAH é treinada com
imagens destas duas classes de lugares para adquirir a capacidade de distingui-las.

O fato descrito no paragrafo anterior é o que justifica a criagdo de uma rede neural hierdrquica para propésitos de
classificagiio. Os testes envolvendo a RNAH foram realizados e serdo descritos na Segdo 8.

6.2. Treinamento da RNAH

Para identificar as classes definidas, ambas as camadas da RNAH precisam ser treinadas para adquirir tal
capacidade. Definimos entio parametros para cada classe, 0s quais as caracterizam tornando-as diferentes das demais.
Tais parametros sdo levados em considera¢do durante a constru¢do do conjunto de padrdes de treinamento.

O conjunto de treinamento fornecido a camada razdo da RNAH permite que a mesma classifique com certo grau de
certeza as classes cujos pardmetros que as caracterizam sdo bem definidos ¢ modelados com base nas distancias lidas
pelos sonares. As classes onde isso ndo acontece sdo caracterizadas por suas imagens, e ¢ responsabilidade da segunda
rede identificd-las, a qual ¢ ativada sempre que houver qualquer divida no processo de reconhecimento da primeira
camada.

Por exemplo, um corredor ¢ definido como um lugar limitado continuamente por obstaculos em ambos os lados do
rob6. Uma intersec¢lio ¢ um local onde dois ou mais corredores se interceptam, de modo que o robd possa
eventualmente alterar a dire¢iio do seu percurso. Essas duas classes sdo entdo modeladas levando-se em consideragdo
tais caracteristicas e as informagdes disponiveis para a constru¢do dos modelos: leitura das distincias dos sonares. No
caso da rede intui¢do, o conjunto de treinamento é formado por diferentes imagens de portas e corredores, com o
objetivo de capacitar a rede a distingui-las quando estes forem encontrados durante a etapa de mapeamento.

A arquitetura da rede neural adotada é a Perceptron Multicamadas (MPL), que sdo redes adequadas para a larefa de
classificagdo. Determinar o nimero de camadas ocultas ¢ a quantidade de neurdnios em cada uma ¢ uma importante
decisdo de projeto determinada empiricamente durante a fase de testes, levando-se em consideracdo os resultados
obtidos.

Os sonares localizados nas laterais do robd se movem na horizontal enquanto realizam a leitura das distincias. O
resultado € a criagdo de um vetor de nimeros reais, onde cada nimero representa a distidncia do robé em relagdo a um
objeto, calculada de acordo com o angulo formado entre a respectiva direcdo de leitura e a posi¢do central de leitura,
seguindo o procedimento ilustrado na Fig. 7. Ja o sensor dianteiro se move tanto na horizontal quanto na vertical,
resultando em uma matriz de niimeros reais. Isto ¢ necessdrio para garantir que o robd detecte a altura do espago livre a
sua frente, evitando possiveis colisdes. Dessa maneira, cada neurdnio da camada de entrada da rede razdo recebe o
valor armazenado em uma das posi¢des do vetor ou matriz de leituras. Assim esta camada tem tantos neurdnios quanto
o nimero de leituras realizadas pelos (rés sonares. Neste caso, este numero pode ser modificado, adequando-o as
necessidades do sistema de modo a torna-lo tanto confiavel quanto eficiente. Sua camada de saida ¢ composta por
quatro neurdnios: os trés primeiros correspondem as classes sala, intersec¢do e corredor, enquanto o tltimo consiste no
neurdnio excitador da rede intuicdo.
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Figura 7. Procedimento de leitura dos sonares laterais do robd.

Como ja citado, a rede intuigdo recebe como entrada imagens dos locais a serem classificados. Dessa maneira, o
namero de neurdnios de sua camada de entrada é igual a resolucdo das imagens, ou seja, o nimero total de pixels
utilizados para representar as imagens. Este nimero deve ser "grande" o suficiente para garantir a qualidade no processo
de classificagdo, e "pequeno” o suficiente para garantir eficiéncia durante as fases de treinamento e validagdo da rede,
etapas estas que demandam o maior tempo de execugdo.

7. MODULO CARACTERIZADOR

Nesta se¢do descrevemos a técnica proposta para implementar o modulo caracterizador de nos do sistema de
mapeamento. A funcio deste mddulo é caracterizar os nés identificados pelo modulo classificador, a fim de toma-los
Gnicos e distintos dos demais nés pertencentes & mesma classe. O objetivo é criar marcos naturais para os nos a partir de
cenas de um conjunto de imagens, as quais serdo usadas como marcos visuais, o que difere da abordagem onde marcos
si0 definidos como objetos individuais da cena.

Em nossa abordagem, os marcos sio definidos por vetores de atributos e invariantes de momento afim extraidos a
partir das imagens dos nds. A técnica usada para extrair os vetores de atributos e diminuir o tamanho dos mesmos ¢ a
PCA (Principal Component Analysis) (Duda, 1973), cuja aplicacdo resulta em uma representacio de menor dimensio da
imagem, levando em consideracio a varidncia dos atributos. As equagdes usadas para calcular os momentos afins foram
derivadas por Zitova (Zitova, 1999), as quais sdo invariantes sobre transformagoes afins geral,

O procedimento descrito no paragrafo anterior ¢ responsavel pela selegdo de marcos naturais (vetores de atributos e
momentos afins) em cada nd do mapa. Dessa maneira, durante a criagio do mapa, os marcos em cada no sdo usados
para treinar uma rede neural, criando assim um classificador de marcos naturais usado para tarefas de mapeamento e
localizagéo.

7.1. Sele¢iio de Marcos Visuais - Vetores de Atributos

A abordagem proposta para implementa¢io da PCA ¢ baseada no trabalho descrito por Martinez (Martinez, 2005), e
¢ definida como segue.

Considere a imagem I fornecida pelo sistema de visao, representada por uma matriz de dimensio m x n, de modo que
cada elemento representa o nivel de intensidade de cinza naquele ponto. A imagem pode ser representada por um vetor
através da leitura coluna a coluna da matriz da imagem e armazenando cada pixel num vetor coluna. Assim,

x(D) =13, ), ()
parai=1/,...,n, j=1,...,mel =i+ (@x1)xm O tamanho do vetor de atributos é dado por d = m x n.
Considere ¢ padrdes de treinamento conhecidos, x/, x2,. . ., xt. O conjunto de treinamento pode ser visto como uma

matriz, onde cada coluna contém um padro de treinamento,

5} x(ly L x()
X=| M M O M )
x(d) x(d) L x(d)

A matriz de covaridncia ) x da matriz de treinamento X, pode ser definida como
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Dx=(X - (X -p, 3)

onde pi é a matriz média de dimensdo d x ¢, ¢ cada coluna da matriz contém o valor esperado do padrio X.
l 2
n(, j) :;Z(X (6,)))s (4)
=1

pavai=1 il f =L b
Dada a matriz de covaridncia ¥ x, estima-se seus auto-vetores e auto-valores de maneira que:
Mand vi, parai = /..., d, sdo os auto-valores e auto-vetores de Yx, respectivamente.

Os autovalores indicam a relevancia dos autovetores. No caso da PCA, se um dado autovetor tem um grande
autovalor, isto significa que este autovetor estd em uma diregio com grande varidnecia nos padrdes. Assim, os
autovetores sdo dispostos em ordem decrescente de autovalores.

O conjunto ordenado de autovetores compde a matriz de transformagio H abaixo,

H=[e,e,.K,e,]. 5)
o vetor de atributos é obtido através de uma mudanga de base, onde a matriz H é a matriz de mudanca de base

Y=HTX, (6)

e H' ¢ a maniz transposta de H.

A matriz de novos atributos Y obtida ndo apresenta reducdo na sua dimensao, sendo somente uma mudancga de base
no espago de atributos. Entretanto, a matriz de covaridncia H pode ser construida somente com os autovetores que
possuem 0s maiores autovalores. Assim, escolhendo-se k autovalores, & < d, a dimensio do vetor de atributos é
reduzida para uma representacio k-dimensional.

Nas técnicas de reconhecimento de padrdes pesquisa-se por caracteristicas distintivas, ou seja, por vetores de
atributos que ndo tenham covaridncia entre si. Através da matriz de covaridncia Y x ¢ possivel checar se existe
covaridncia entre os atributos definidos. Fazendo-se a transformac@o dos atributos X para os novos atributos ¥ usando
PCA, observa-se que a matriz ¥ tem média zero ¢ a matriz de covaridncia »y ¢ diagonal, em que os elementos da
diagonal principal sdo os auto-valores de 3 x, e os elementos fora da diagonal principal sdo zero. Isto significa que os
elementos da matriz ¥ ndo estdo correlacionados.

8. RESULTADOS EXPERIMENTAIS

Nesta se¢do apresentamos os resultados obtidos durante a fases de testes dos procedimentos de selecdo e
reconhecimento de marcos do médulo caracterizador e de ambas as camadas da RNAH: razdo e intuicdo.

Para criar as duas camadas da RNAH, bem como a RNA do classificador de marcos. usamos o simulador de redes
neurais SNNS (Stuttgart Neural Network Simulator) (Zell, 2000), o qual fornece também suporte para etapas de
treinamento, validagio e teste.

A camada razdo criada é uma rede perceptron de camada nica com 35 neurdnios em sua camada de entrada, cada
um dos quais recebe uma das posigdes do vetor e matriz de leitura dos sonares. A saida desta camada tem quatro
neurdnios, os trés primeiros relativos as classes interseccdo, sala e corredor, e o ultimo € o neurdnio excitador da
segunda rede.

A rede intuigdo foi testada usando perceptrons de camada unica e multicamadas. Isso porque os resultados obtidos
no primeiro caso foram insatisfatorios, apresentando uma baixa taxa de acertos na classificagdo. Este problema foi
resolvido com o uso de uma perceptron multicamadas, cujos resultados serdo apresentados ainda nesta segdo.

A camada de entrada da rede infuicdo tem 300 neurdnios, cada um dos quais recebe o valor armazenado em um dos
pixels da imagem de 50 X 6 de resolugio. Sua camada de saida tem dois neurdnios relativos as classes corredor e porta.

O conjunto de treinamento fornecido a rede razdo tem 95 padrdes, o qual foi utilizado para treind-la para o
reconhecimento de corredores e interseccdes, sendo estas classes modeladas levando-se em consideragio as leituras dos
sonares. Ja o conjunto de treinamento da camada intui¢do tem 65 imagens de portas e corredores. Durante a fase de
testes foram apresentados 24 e 50 padrdes a camada razdo e intui¢do, respectivamente.

Todos os 24 padrdes fornecidos a primeira rede eram completamente desconhecidos desta, ou seja, eram situagdes
ndo apresentadas em etapas anteriores. A rede intuigdo foram apresentados 30 padrdes desconhecidos e 20 imagens de
portas ¢ corredores conhecidas da rede, vistas, contudo, sob diferentes pontos-de-vista ou sob diferentes condi¢des de
tluminacdo.
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A Tabela [ ilustra o resultado geral da classificacio das duas camadas. A coluna 2 indica a taxa geral de acertos. A
coluna 3 mostra a taxa de acertos no processo de classificacdo dos padrdes desconhecidos, ou seja, padrdes ndo
utilizados durante as etapas de treinamento e validagfo. Ja a ltima coluna, valida somente para a rede infui¢do, indica a
porcentagem de acerlos na classificagio daqueles padres conhecidos da rede e que sofreram algum tipo de

modificagdo.

Tabela 1. Classificacio geral das camadas razdo e intuicao.

Camada  Classificagio Padroes Padroes
Geral Desconhecidos Alterados

Razio 100% 100% -

Intuicdo 94% 90% 100%

A Tabela 2 resume os resultados obtidos pela rede intuigdo no processo de classificagdo das classes porta e
corredor. Analisando-se a tabela, pode-se concluir que a rede alcancou uma taxa de acertos superior a 90%. Alem disso,
somente 7% dos padrdes corretamente classificados obtiveram um baixo valor de ativacdo, o qual estd dentro do
intervalo [0.65, 0.75], o que pode ser considerado aceitdvel.

Tabela 2. Classificacio da camada intuiciio - classes corredor e porta.

Classe Classifica¢do Classificacdo Classificacdo
Correta [ncorreta Correta com baixo
Valor de Ativagio
Porta 93% 7% 7%
Corredor 95% 5% 0%

Para implementar o modulo caracterizador nds usamos uma RNA treinada com informagdes sobre os marcos
definidos em cadand. A Figura 8 mostra a estrutura da RNA.

Nos testes utilizamos perceptrons com diferentes niimeros de neurénios na camada oculta. A Tabela 3 resume os
resultados obtidos, mostrando o nimero de neurénios na camada oculta, o Mean Square Error (Braga, 2000), o erro
total do conjunto de treinamento e a porcentagem de classificagdo incorreta.

Output
Neurons

| Landmark
L 0

VA

PCA

Pra-processed omai Image

,."“‘,o Landmark ¥

EPRYAE — | Woments

Figura 8. Estrutura da RNA caracterizador de marcos.

Tabela 3. Resultados dos testes da RNA — Caracterizador de marcos.

Porcentagem de

Neurdnios ~ MSE Erro
Erro
0 0.1360  5.43981 30%
= 0.52133 20.85314 33.3%
10 0.53058 21.22337 33,3%
20 0.51565  20.62615 46,6%

30 0.51304 20.52151 53,3%
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9. CONCLUSOES

Este trabalho contempla uma técnica de modelagem de ambientes para navegacdo do robd mével do Laboratério de
Automagao e Controle Evolutivo - LACE, o qual usa seu sistema de visdo omnidirecional e sensores de ultra-som para
adquirir informagdes sobre o ambiente externo ¢ fornecé-las ao sistema de mapeamento. Este ¢ composto por trés
modulos, sendo dois deles descritos neste artigo: mddulo classificador de nos e médulo caracterizador de nos.

O modulo classificador utiliza como ferramenta de classificagdo uma rede neural hierarquica estruturada em duas
camadas: razdo e intuigdo. Ambas as camadas da rede foram construidas usando o simulador de redes neurais SNNS. O
uso de uma perceptron de camada (inica nos testes da rede razdo apresentou excelentes resultados ja que a classificagio
da mesma alcangou 100% de acertos. Sendo assim, tal arquitetura de rede mostrou-se adequada para a implementagio
do sistema real do sistema de mapeamento do robd.

Os resultados obtidos no teste da camada intuigdo foram também satisfatorios, pois a mesma obteve em geral uma
taxa de acertos de 94%. Assim, esta camada alcangou o objetivo para a qual foi criada: resolver possiveis conflitos no
processo de classificagdo da primeira rede. Além disso, pode-se concluir que a baixa resolugiio das imagens de entrada
da rede, 50 x 60 pixels, foi suficiente para o propdsito de classificagio.

Sobre o modulo caracterizador, pode-se dizer que a estrutura da RNA nfo estd adequada para a tarefa de
classificacfio de marcos, pois a porcentagem de erro neste processo foi maior do que a esperada. Serdo realizados
alteragdes na estrutura da RNA ou em alguns pardmetros utilizados na etapa de treinamento com o objetivo de se gerar
melhores resultados,
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