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ABSTIACT 

The least squares procedure 1• often uaed to esti11&te the parameter• of 

the 11t1ltistage dose-response aodel. ff01fever, theae esti■ates are unduly 

affected by outliers in a data aet. The idnimt111 a1111 of aosolute errors, HSAE 

estimates are •ore resistant to outliers than the least square• estimates. 

Algorithu to compute the MSAE estimates can be tedious and co■putationally 

burdenso-. 'We propoee a linear approxi■atlon for the dose-response 11odel 

that can be used to find the MsAg estimates by a simple and computationally 

lesa intensive algoritla. A few illustrative example• ahow that we get 

co■parable ftluea of the HSA'E eatiutea of the para•tera in a doae-reaponse 

■odel uaing the exact aodel and the linear approxi-tion. 

lteyvordu l!:xponentfal 110del; L1-non; Least squares; MSA'E regreasion; 

Nonlinear regreaaion; Radiobiology. 



the two eatlaate• are quite different, Therefore, it ls de■lrable to develop 

alternative eeti•tion proce~ure1 that are aore resistant to outliers. 

During the la■ t two decades it ha■ been recognized that the llini■um su■ 

of absolute errora, HSAE eeti111111tee of the para.etere in the ■ultlple linear 

regrea■ion ■odel are not unduly affected by the preaence of outliers, Huber 

(1974) and Narula and Wellington (1985), The HSA! e1tl111111tea of the parameter 

for the original and the altered data are given in Table l, The values of the 

·two eeti111111tes are practically the sa■e, 

The aodel in (1) 1• intrinsically nonlinear, It 11 not possible to find 

the clo■ed for■ HSA! e1tiutor1 of the paraaetera, A nuaber of algorithma 

ti.•• been propoaed to coapute the HSAE eati-tea of the parameters for the 

general nonlinear regreeeion 110del, Gonln and Honey (lj87), The available 

al1oritha■ are iterative and converge to the HSAE eetl■ates. For example, 

O■borne and Watson (1971) reduce the original nonlinear problem to a sequence 

of llnear.MSAE p~oble■a and then aolve each problem as a linear progra111111ing 

problem, Tishler and Zang (1982) overcome the nondifferentiability of the 

original objective function by traneforming the proble■ into a sequence of 

unconatralned nonlinear ■inillization problems, That 111 the available 

algorith■s conalet of two nested iterative procedures and require intensive 

CO!lpUtatione, The•• algorlth• ■ay alao reeult in round-off and truncatiou 

error■• Purther■ore, for bootstrap, J,ckkn1f1ng or ■lmulation studies, it is 

ueful, if not 1.,,eratiYe1 to have some computationally lees intensive 11ethod 

to aolve the proble■• The ■olution froa auch a ■ethod ■ay also be used as a 

atartina: solution of one of the available algorithms. Since the model in (1) 

haa a apecial for■, - can approxi111111te it by a linear ■odel which can be 

solved by• Si!lpler and computationally leas intenaive algoritlw than the 

available al1oritlwa. 
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1. ll'IRODUCTIOII 

Consider the ■ultistege dose-responee ■ocfel 

1 • 1, ••• , n (l) 

where 11 denotes the value of the response variable corresponding to dose 

d- • ( 2 It · ( ) _1 1, d1, d1, •••• d1), !£ • °o• ap •••, alt 1• • It+ 1 wctor of 

unknown parameters, It< n, and ci denote• the unobee"•ble rando■ error. 

Armitege and Doll (1954) developed the ■odel to essesa the risk to the 

populetion of exposure to toxic che■lcels andlpollution egents. The ■odel I• 

besed· on the essu!llptlon that the ■echanl .. of carcinogenesis can be eirpreaaed 

as a series ·of It ■utatione at the cellular le el. The ■odel has often been 

used to compute virtually aafe dose VSD by extrapolating the curve to dose I • 
levels below the experl■ental doses, Portier and Roel (1983). However, _they 

pointed out that the variability due to bino■ial aa■pllng or the l■proper 

assumptions concerning the functional for■ of the dose-response ■odel can 

- ~ ·result In errors in the esti■ation of VSD for small bio~ssays. 

The uximu■ likelihood and the leaat squares ■ethods are often used to 

eatiute the p,11ra■etera of the ■odel in (1). These eetiutee 1181 be unduly 

affected by outlier,. Aa an Illustration, consider the data ln the flrat 

three column■ of Table 1, These dste are taken fro■ Table II of 

Insert Table 1 about here 

Ssnkaranaraysnan (1969b) and represent the effect of nitrogen poat-treataent 

on 110rtallty of Droaophilla egga lrrsdlated aa stage-7 oocytee~ ln Colu■a 4, 

we have replaced the value of 12 by 11 , I.e., changed 12 fro■ 0,479 to 

0.714. The least square■, LS eatl■atea of the para■eter of the ■odel for the 

original and the altered data are given In Table 1, Clearly, the nlaea of 



The rest of the paper l• organized as follow■: In Section Z, w briefly 

describe the Tiahler and Zang (198Z) algorlt1- to eatl•t• the HSA! e■ti•tee 
of paraaeters of aodel (1). Ia Section 3, we 1i•e a linear ■pproxi-tion for 
the dose-reaponse aodel and 'IIOdify the Tlahler and Zang (1982) algorlt'- to 
estl .. te lt• paraaeter■• In Section 4, n gl•e •oae re■ult• coaparlng the 
estlutes obtained froa the exact aodel and the linear approxl•tlon of the 
model. We conclude the paper vlth a few reaark• ln Section 5. 
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2. TISHLER AND ZANG ALGOAITHH FOR ntE EXACT l«>DEL 

It 1• po••1ble to compute the HSAE estiaate• of the para~eter in (1) by 

· using the algoritha proposed by Tishler and Zang (1982) f~r the general 

nonlinear ac,dal. •To compute the HSAE estimate ; of a in (1), we observe that 

where s 1 • l - 11 _and g(d1 , a)• exp (-d1a). Thus, our objective is to, 

ain1■1se 

(2) 

C(a) • i 1•1 1 • (3) 

1•1 

The function C(a) does not have continuous first derivative. They noted that 

the absolute functional can be written•• 

~rl - llllX co,· r? + ux (O, - r) • ¥ r £ R 

and can be approxiuted by 

-r , if r < - B, 

lrl .=.,H CB, r) • 

r • ifr>llo 

{4) 

(5) 

ClHrly, lrl h approxi■ated by H(B, r) only in the interva_l -B,i r .fB, and 

this interval can be ude arbitrarily aull by reducing B(> O). In fact, 

. li■ H(8, r) • lrl. 
8->0 

Applying approxl■ation (5) to je11' , l • •• ••• • n. in the expreaaion G(a), we 

obtain 

•• an approxi■ation to C(a). It la easy to see that 

(1) G(8, a) has contlnuou• first derivatives; 
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(11) G(8, a) can be ude arbitrarily cloae to C(a) by reducing s. In fact 

11■ C(8, a)• C(a) • and 
B->0 

(111) C(8, a) dtffere frOII C(a) onl7 in a a■all net1hborhood of the polnta 

where G(a) ia not differentiable. The approxiutlon eppllea only to 

obaervationa for which the reaiduala.ara ... 11er than 8. The obaervattona 

vtth large realduala () 8) affect the idni■izatton of G(a) and C(B, a) in 

the••• wa7. 

Further■ore, it la clear that tf 8 la very a■all 0 the function C(8,a) la 
very cloae to G(a) that ta non-differentiable; and, if 8 1• too large, the 
co■puted eati■ate will be the aaae •• the leaat aquarea eati■ate. 

Lat 9(l) and a~l) be the lnltial valuea of 8 and a, reapecttvely. Set 

■ • 1. Then the al1orlth■ can be atated aa1 

Step 1: 

- > 
Step 21 

Solve 

■ini■ize ccs<•>. a). 

Let1<• + l)~ the aolution to thta proble■• Aleo co■pute 
•l• + 1>. /~ .JJicr(-d/o<Crm+1.))- a"·· 

If ' 

•••• n. 
and 

when 4) 0 ta a ... 11 pre-apecifled tolerance, atop, and let 

;;.,.. a<•+ l) be the opti■al aolutton; if not, chooae 

s<• + l) < 9( ■) , aet ■ • ■ + l ' and go- to Step 1. 

It aay be obaerved that the algorith■ ta an iterative procedure. 

Further■ore, within each iteration, the algortth■ baa to aolve e nonlinear 

.aodel which involne an iterative proc•••• Tiahlar and Zang (1982) prove the 
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convergence of the algoritha. They auggeat an initial choice of B • 0.1 but 

do not gi•e any guidelines to decrease B. 

l. AR ALGOll'fflll FOa LllEAI. APPIOUMArlOR 

Clearly, if the 110del can be linearized, it will be possible to uae a 

co■putationally le•• lnten•i•e alioritha to c011pute the MSAE eati■atea of the 

para■etera. Perea and Narula (1989) have ahovn that it la possible to 

approxiute the dose-response IIIOdel (1) by a linear ■odel• To do so, we 

rewrite (2) a■ 

te11 • z1 (1 - g (di' a,)/ziJI , 

lz1 {1 - e:xp(-(ln z1 _- l~g(d1 ,a)))JI. 

When aodel (I) i• the correct ..odel, then jln z1 - In g(d1 , a)I < I , and, In 

fact, it la close to zero. Therefore, if"" expand 

{I• exp (-(In z1 - ln g(d1 , a)))) by the raylor aerie• expansion around 

In s1 - ln g(d1, a)• 0, and retain only the flrat ter■, Perea and Narula 

(1989) have ahovn that 

1 • 1, ••., n • 

However, to obtain even better-approximation, we aay include the second ter■ 

in the approximation which give• ua 

1 • I, •••• n (7) 

where w1 • a1 Cl - (In s 1 + d1a)/2), l • li•••• n. Ualn1 the approxi•tion 

(5) to the absolute value functional in (7), w ■inl■ize 

n * * c*CB,a) • t H CB, e
1

) , 
l•l 

(8) 

where 

-1 (In z1 + d1a) , * if e1 < - B, 

2 (In a1 
+ d1a)2 

• * wl 8 * B. H (II, et) • 28 ♦ 2• if -B ,i e1 ,i 

(ln z1 + da>, ., * 
•1 If e1 > B. 
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To ,olve (8), the Ti1hler 1nd Zing algorithll can be ■odified as 

follows: Let sCl) and a(l) be the initial Yalue• of 8 and a, reapecti-ly. 

Set ■• 1. 

Step l: Sohe 

■ini■ize c• ( s<•> • a ) • 

Let a<•+ l) be the ,olution to this proble■• Also co■pute 

Step 2: If 

Jej• + 1) - e;(■ )I _: O, i • l, ••• , n 
and 

where 6) 0 is a small pre-specified tolerance, stop, and let 

a• a<•+ I) be the optimal solution; if not, choose 

s<• + l) < 8(■) , set ■•■ + land go to Step l. 

Based on our limited computational experience, we suggest the follovtng 

guideline, to chooses. 1~ the first step, select s(l) such that the inte"al 

(-s<•>, s< 1)J contains between k + 1 (the nu■ber of para■eter• of the ■odel) 
and n residuals. In the aubaequent iter~tiona, choose sC■) ,uth that the 

k + 1 •-lleat residuals (in tar• of the absolute value) lie within the 

interval (-s<•>, 8( ■)]. However, If at ao.e Iteration, the au■ of absolute 
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errou increaaea, repeat the iteration with a larger value of II and continue 

the proceaa. 

4. COHPUIATIONAL EXPERIENCE 

It ia posaible to coapute the HSAE eatiaatea of the parameters of a 

.iiltiatage doae-reaponae 110del fro■ using (6) or fro■ the linearized ■odel 

uaing (8). In an effort to co■pare these eati■atea, the Tishler and Zang 
:f 

~ algoritha ( Section 2) vaa implemented on the Burrough B-2~00 computer at the 

Centro de Co■putaclo Electronica da USP and the algorithm for the linearized 

model (Section 3) vaa implemented in Turbo Paacal on an IBM compatible ■icro­

computar. We computed the HSAE eati■atea for a few data aet■ talteu fro■ 

Sankaranarayanan (1969a, 1969b). The reaulta for the model 

11 • exp (- ac11) + £ 1 are •u-rized in Table 2, and for the aodel 

11 • exp (-a1 d1 - az df) + £ 1 in Table 3. 

Inaert Table• 2 and l about here 

Pro■ Table• 2 and 3 - observe that the HSAB eatiaatea obtained uafng the 

exact 110del and the linear approxi■ation are compatible. 

4. CONCLUDING I.EIIAHS 

The HSAE esti■atea of the para■eter• in a multistage dose-response model 

are ■ore reaiataot to · outliera than the least squares esti■ates. We have 

shown how we can obtain these estimates by a ai■ple and computationally leas 

intenaive algoritha uaing a linear approximation for the model. If desired, 

the eati■atea fro■ the linear approximation of the 110del can be used as a 

■tarting aolution in an algorithm for the exact ■odel. The proposed 

approxi■ation and the algoritt. can alao be uaed in boota~rap, jackknifing or 

aiaulation atudiea. 
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Orlginal Altered 
1 di '1 Y1 

l 0.15 o.111i 0.714 

2 0.30 0.479 0.714 

3 o.45 0.321 0.321 

4 0.60 0.215 0.215 

5. 0.15 0.150 o.1so 

LS Eatlute 2.4930 2.1567 

NSAE latiute 2.5299 2.5299 

T.ABU 1 
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* HSAE Su■ of 
Data Set Hodel Used Esti■ate Absolute Error 

of a 

Nitr-ogen Poat- Exact Hodel 3.0871 0.00418 
treatment 
Table 11 Linear Approx. 3.0859 0.00416 

Oxygen Post- Exact Hodel 2.5292 · 0.00943 
treat11ent 
Table 11 Linear Approx. 2.5299 0.00943 

*Tabla nu■ber refers to Table ln Sankaranarayanan (1969b). 
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KSAE Estimate of S1111 of 

Model Used Cl 1 112 Absolute Error■ 

Exact Model 0.21332 o.07558 0.00813 

Linear Approx. 0.21503 0.07480 0.00809 

TABLE 3 
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