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Abstract: Monochromatic gamma-ray signals constitute a potential smoking gun signature
for annihilating or decaying dark matter particles that could relatively easily be distinguished
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sensitivity of the Cherenkov Telescope Array (CTA) to such signals, based on observations of
the Galactic centre region as well as of selected dwarf spheroidal galaxies. We nd that current
limits and detection prospects for dark matter masses above 300GeV will be signicantly
improved, by up to an order of magnitude in the multi-TeV range. This demonstrates
that CTA will set a new standard for gamma-ray astronomy also in this respect, as the
world’s largest and most sensitive high-energy gamma-ray observatory, in particular due to its
exquisite energy resolution at TeV energies and the adopted observational strategy focussing
on regions with large dark matter densities. Throughout our analysis, we use up-to-date
instrument response functions, and we thoroughly model the eect of instrumental systematic
uncertainties in our statistical treatment. We further present results for other potential
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clearly point to a particle dark matter origin.
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1 Introduction

The nature of the cosmological dark matter (DM), contributing about 26% to the total energy
content of the universe [1], remains unknown. The most often discussed explanation is that of
a hypothetical elementary particle, and a plethora of viable DM candidates of this type has
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been suggested in the literature [2–4]. Gamma rays produced from the annihilation or decay
of these particles may provide a promising way to test the particle hypothesis of DM [5].

The Cherenkov Telecope Array Observatory (CTAO) [6], whose construction is starting,
will be in an excellent position to perform such an indirect search for DM. One of the reasons is
the estimated unprecedented angular resolution and sensitivity of this observatory, for gamma-
ray energies from below 100GeV to at least several tens of TeV. As recently demonstrated [7],
in particular, these properties imply the exciting prospect that the Cherenkov Telecope
Array (CTA) may be able to robustly probe thermally produced weakly interacting massive
particles (WIMPs), i.e. the most prominently discussed type of DM candidates (for earlier
work arriving at similar conclusions, see also refs. [8–12]). Here we focus instead on a dierent
property of CTAO, namely its very good energy resolution. As we show here, this may help
to single out characteristic spectral features expected in several DM models — which, in the
case of a detection, would allow a much more robust signal claim because the discrimination
against astrophysical and instrumental backgrounds would be signicantly easier than for
the generic WIMP signals studied in ref. [7].

Examples for such smoking gun signatures of DM include monochromatic gamma-ray
‘lines’ [13–15], box-shaped signals [16] and other strongly enhanced spectral features at
energies close to the DM particle’s mass [17]. In fact, the details of the spectrum allow
to not only discriminate DM from background components, but can also provide valuable
insights about the underlying particle physics model [5]. On the other hand, such features in
the gamma-ray spectra from DM typically appear at smaller rates than the generic spectra
expected from the simplest WIMP models (though, as discussed explicitly further down,
prominent counterexamples exist). In this sense, those generic spectra typically have a
signicantly better DM constraining potential, while distinct spectral features provide a very
promising discovery channel (for DM models that exhibit such spectra).

This dierence is also reected in the analysis methods that are most suitable to identify
a potential DM signal. For the continuum signals expected from generic WIMP models the
spectral information is less important than the angular information, motivating the use of
detailed spatial templates for the DM and the various background components [7]. Clearly,
this approach is limited by the precision to which in particular the dierent background
components can be modelled. For (almost) monochromatic signals, on the other hand, the
exact knowledge of the spatial morphology of the background is less crucial. In fact, the
analysis also becomes to some degree independent of the energy dependence of the background,
as long as it varies much less strongly with energy than the signal. It is worth noting that
this generic property of spectral ‘line searches’ has been successfully employed not only in
the context of DM searches [18–24] but also, e.g., in the discovery of the standard model
Higgs boson [25, 26].

In this article we complement the DM analysis of ref. [7] by estimating the sensitivity
of CTAO to monochromatic and similar ‘smoking gun’ signals, highly localized in energy.
We adopt up-to-date background models and the current best estimates for the expected
instrument performance, using a binned prole likelihood ratio test inside a sliding energy
window in the range from 200GeV to 30TeV. For this analysis approach, we pay special
attention to quantify the impact of systematic uncertainties in the event reconstruction. We
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discuss prospects both for observations of the Galactic Centre (GC) region, where the DM
density and hence the signal strength is expected to be largest, and for combining observations
of dwarf spheroidal galaxies (dPhs) where astrophysical gamma-ray backgrounds can largely
be neglected at the energies of interest here. For previous work estimating the CTA prospects
to observe sharp spectral features, see refs. [27–31].

This article is organized as follows. In section 2 we give a brief introduction to CTAO
and its expected performance. ection 3 introduces in more detail the characteristic spectral
features that we focus our analysis on, along with a motivation from the underlying DM
models. We discuss the specics of the target regions of this sensitivity analysis in section 4,
both with respect to the modelling of the astrophysical emission components and with respect
to the expected DM distribution. In section 5 we provide details about the analysis techniques
adopted in this work. We present our results in section 6, and discuss them further in section 7.
Our nal conclusions are given in section 8. In appendix A we provide further details about
the statistical analysis method that we adopted.

2 The Cherenkov Telescope Array Observatory

Ground-based gamma-ray astronomy started in the 1980s when the Whipple telescope [32]
demonstrated the feasibility of the imaging atmospheric Cherenkov light technique. The eld
of ground-based observations of very high-energy gamma rays then quickly grew to one of
the main contributors to modern-day astroparticle physics, expanding to include also water
Cherenkov techniques (as pioneered, starting from 1999, by Milagro [33]).

Imaging Atmospheric Cherenkov Telescopes (IACTs) operate by detecting extended
showers of Cherenkov light that are produced in the atmosphere due to cascades of relativistic
particles resulting from incident high-energy cosmic ray (CR) particles and gamma rays [34].
Due to telescope and camera architecture, the eld of view (FoV) of current IACTs is
generally limited to several degrees. Currently operating IACT systems are H.E.. (5
telescopes, Namibia) [35], VERITA (4 telescopes, Arizona) [36], and MAGIC (2 telescopes,
La Palma) [37]. Having a larger number of telescopes is benecial, as it allows tracking
the shower from multiple angles, and therefore improving the reconstruction of the arrival
direction and energy of the event. The discrimination between CR proton and gamma-ray
induced events is possible via the image shape, based on Monte Carlo (MC) simulations,
which however cannot discriminate electrons and gamma rays. ince CRs arriving at the
top of the atmosphere are dominated by protons, with gamma rays only making up a tiny
fraction (e.g. 10−4 of the proton ux at 1TeV), large backgrounds due to misidentied charged
CRs often present an unavoidable consequence for ground-based detection. Next generation
water Cherenkov facilities like WGO may have comparable sensitivity in the multi TeV
range [38, 39]; their expectedly worse energy resolution, however, makes them less competitive
to search for the kind of monochromatic spectral features that we will focus on in our analysis.

CTAO [43] is the next-generation ground-based gamma-ray instrument facility. Its
construction is already starting, and large-scale telescope production is expected to begin in
2025. The goal of CTA (for the so-called ‘Omega’ conguration) is to build about 100 IACTs
of three dierent sizes and distribute them among two locations, one for each hemisphere:
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Figure 1. Left panel. The expected energy resolution of CTAO as a function of (true) energy for
the northern (blue) and southern (black) array, obtained as linear interpolation of the histograms
provided with the IRF (indicated with thinner lines; cf. footnote 1). Here the energy resolution ∆E

is dened such that 68% of the reconstructed gamma-rays will have a true energy within ∆E. For
comparison, we also show in red the energy resolution for Fermi-LAT Pass 8 Release 3 OURCE V3
(total) [40] and in green that for DAMPE [41]. Right panel. Eective area of the two site locations
as a function of energy. The thick solid lines are based on a Gaussian smoothing of width ∆E, as
used in our analysis. In addition, we show the eective areas for Fermi (red), DAMPE (green) and
H.E... Data Level 3 (DL3) [42] (orange).

Paranal in Chile for the southern hemisphere, and La Palma in pain for the northern.
The southern hemisphere array will consist of telescopes covering the entire energy range
of CTAO; LTs (Large-ized Telescopes) for the 20−150GeV range, MTs (Medium-ized
Telescopes) for the 150GeV to 5TeV range and nally Ts (mall-ized Telescope) for
energies from 5TeV to 300TeV and more. The northern hemisphere array will instead be more
limited in size, and will focus on energies from 20GeV to 20TeV. In a rst stage of CTAO
construction, the so-called ‘Alpha’ conguration will be built — which is the conguration
we will focus on in this work. It will consists of 4 LTs and 9 MTs in the Northern Array,
and 14 MTs and 37 Ts in the southern array. CTAO will reach better sensitivities than
current generation instruments by a factor of 5−10 [44], reaching an energy resolution of
order ∆E◁E ∼ O(0▷1) for TeV energies (gure 1, left panel). This makes CTAO an excellent
instrument to search for exotic localized spectral features, e.g. from DM, over several orders
of magnitude in gamma-ray energies.

atellite experiments — like Fermi LAT [45], AGILE [46] or DAMPE [41] — oer a
complementary strategy to detect gamma rays, based on the direct detection of electron-
positron pairs produced by the incoming gamma ray. As a result, satellite-borne gamma-
ray telescopes typically have larger FoV and can cover lower energies than ground-based
observatories, but have a smaller eective area. More importantly for the present study,
IACTs have an excellent energy resolution at TeV energies, i.e. higher than the reach of
satellite-borne experiments. For comparison, we also indicate in gure 1 the energy resolution
of Fermi LAT and DAMPE.

Key cience Projects discussed for CTA [29] include a range of surveys covering extended
portions of the sky that will surpass in ambition previous IACT attempts. ince the GC
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region is especially interesting for DM-related searches we will here focus on the GC survey
(see section 4.1 for details), along with traditional pointing observations of additional targets
relevant for DM detection (dwarf spheroidal galaxies, dphs, see section 4.2). We study these
observational strategies by benetting from the latest instrument response functions (IRFs)
for the Alpha conguration provided by the CTA consortium, derived from detailed MC
simulations.1 An important ingredient besides the energy resolution, in particular, is the
eective area Aef of CTAO. We show this in the right panel of gure 1, along with a
smoothed version that we will adopt in our analysis in order to avoid numerical binning
artefacts. As visible in this gure, Aef rises continuously with energy up to at least about
10TeV; the visible (beginning of a) sharper drop towards low energies at the southern array
(black line) is due to the absence of LTs at this site.

3 Spectral signatures from dark matter

For the energies of interest to this analysis, gamma rays propagate without signicant
interactions through the Galaxy. This makes it straightforward to calculate the signal
expected from DM based on its density distribution ρχ(r) and the in situ energy injection
rate (see e.g. ref. [5]). For the case of annihilating DM particles χ, e.g., the dierential
gamma-ray ux per unit energy and solid angle is given by

dΦγ

dΩ dEγ
(Eγ ,ψ) =

1
4π



l▷o▷s
dℓ(ψ)ρ2χ(r)


⟨σv⟩ann
2Sχm2

χ

dNγ

dEγ


, (3.1)

where the integration is performed along the line of sight (l.o.s.) in the observing direction
(ψ). The term inside the parenthesis depends on model-specic particle physics parameters.
Here ⟨σv⟩ann is the average velocity-weighted annihilation cross section, mχ is the DM
mass, and the symmetry factor Sχ indicates whether the DM particle is its own antiparticle
(Sχ = 1) or not (Sχ = 2). The main focus of our analysis will be the photon spectrum
produced by DM, dNγ◁dEγ , which in this case corresponds to the (dierential) number
of photons per annihilation.

It is typically assumed that the factor in parenthesis can be taken outside the line-of-sight
and angular integrals.2 patial and spectral information of the signal are then uncorrelated,
and the ux from a given angular region ∆Ω becomes directly proportional to the ‘J-factor’

J∆Ω ≡


∆Ω
dΩ


dℓ ρ2χ ▷ (3.2)

The J factor thus depends on the choice of target, and its DM distribution, which is discussed
in section 4. While we will mostly refer to the case of annihilating DM, let us briey mention

1Concretely, we make use of Prod5 v. 12.06 (Alpha conguration), based on an average of 50 hr observation
time at 20◦ zenith angle. All IRFs les are publicly available at the CTA website [47].

2More concretely, the ux given in eq. (3.1) fully factorizes into a part depending on particle physics (as
described by the quantities in parenthesis) and a part depending on astrophysics (encoded in what will be
introduced as the J-factor) only if both (σv)ann and dNγ◁dEγ are suciently independent of the DM velocity.
This is the case in many typical WIMP models — though notable exceptions exist not the least for the
type of pronounced spectral features that this article focusses on [48, 49]. A full analysis of these necessarily
model-dependent eects, however, is beyond the scope of the present work.
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that it is straightforward to generalize our results to the case of decaying DM [50]: in the above
expression for the DM-induced ux, one then simply has to replace J∆Ω⟨σv⟩ann◁(2Sχmχ)
by D∆ΩΓχ, where Γχ is the total DM decay rate and the ‘D-factor’ is dened in analogy
to the J-factor as D∆Ω ≡ 

∆Ω dΩ

dℓ ρχ.

Let us now turn to a discussion of the signal shapes expected from DM annihilation. In
generic WIMP models, the dominant source of prompt gamma-ray emission often stems from
the tree-level annihilation to pairs of standard model particles. These particle then decay
and fragment, producing a large multiplicity of photons in each of the annihilation channels
f , mostly through the decay of neutral pions and nal state radiation (FR). The total
yield dNγ◁dEγ =


f BfdN

f
γ ◁dEγ , with Bf the he branching ratio into nal state f , then

describes a photon spectrum with a rather universal form that lacks distinct features apart
from a rather soft cuto at the kinematical limit Eγ = mχ [5]. Against typical instrumental
and astrophysical backgrounds, these DM candidates would produce a broadly distributed
excess (in energy), which means that the identication of a subdominant signal would require
an exquisite understanding of the background spectra. In fact, a detailed template-based
study of the CTA sensitivity to a DM signal from the GC region [7] recently conrmed that
the spatial distribution of gamma rays becomes a much more powerful tool to distinguish
signal and backgrounds in such cases.

The goal of this work is to complement that analysis by assessing the prospects for CTA
to detect ‘smoking gun’ DM signals, i.e signal shapes that would clearly stick out against
the typical backgrounds and hence, if detected, leave little doubt about their origin.3 For
concreteness, we will consider three classes of such narrow spectral features that are exemplary
for the range of possibilities from a model-building perspective:

1. Line signals. Monochromatic, or ‘line’, spectra of the form (in units of photons per
energy)

dNγ

dEγ
= N0

γ δ(Eγ − E0) (3.3)

have early been pointed out as a DM signature that would be straight-forward to
distinguish from astrophysical backgrounds [13–15]. Concretely, such a contribution
to the total spectrum is expected whenever DM annihilates to a pair of nal states
containing at least one photon, χχ̄ → Xγ, where X can either be a neutral boson of the
standard model (X = γ, Z,H) or a new neutral state (like a Z ′, or a ‘dark’ photon).4
The line energy is then given by E0 = mχ(1 − m2

X◁4m2
χ), and the total number of

photons per annihilations N0
γ = 1 (unless X = γ, in which case N0

γ = 2). It is worth
3A possible exception to this statement may, perhaps, be cold pulsar winds that have been argued to

produce relatively narrow spectral features in certain, non-generic scenarios [51]. Such pulsar winds would in
any case be (quasi) point-like sources, and hence could easily be distinguished from annihilating DM once the
photon count is suciently high to infer spatial information about the signal. We will here not discus this
possibility further.

4Strictly speaking, the expected observable spectrum from such annihilations is a very narrow Gaussian
centered around E0, with a width set by Doppler shift and hence the velocity dispersion of Galactic DM,
v0◁c ∼ 10−3. Radiative corrections will further somewhat distort the spectrum [52–60], which however is not
completely model-independent. For IACTs, usually, the signal shape is still to an excellent approximation
given by eq. (3.3).
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noting that these processes are necessarily loop-suppressed, parametrically by a factor
of O(α2

em), because DM cannot directly couple to photons, thus generically leading to
correspondingly low gamma-ray uxes. There are, however, examples of well-motivated
DM candidates where particularly strong line signals are expected in the energy range
accessible to CTAO [48, 49, 61–63].

2. Virtual internal bremsstrahlung (VIB). A single photon in the nal state can
also appear along with two charged particles (instead of one neutral particle, as in
the previous example). uch a process is referred to as internal bremsstrahlung, and
parametrically only suppressed by a factor of O(αem) with respect to the (tree-level)
annihilation to the charged-particle pair. Just as in the case of line signals, furthermore,
there are indeed cases in which internal bremsstrahlung constitutes the dominant
contribution to the annihilation rate — or at least to the photon yield at energies
close to the kinematical endpoint at Eγ = mχ, giving rise to pronounced spectral
signatures [17, 64–70]. A notable example that we will explicitly consider here is the
case of neutralino DM, or any other Majorana DM candidate, annihilating to standard
model fermions. In this case ‘virtual’ internal bremsstrahlung (VIB)5 dominates, which
in the limit of large DM masses and degenerate sfermions takes the form [17, 71]

dNγ

dEγ
= AVIB

γ

x(x3 − 4x2 + 6x− 4)− 4(x− 1)2 log(1− x)
(x− 2)3 , (3.4)

with x = Eγ◁mχ and AVIB
γ = 6◁(21− 2π2) ≃ 4▷76. We note that a somewhat similar

spectral shape also arises for W+W−γ nal states [66]; this is, e.g., highly relevant for
Wino DM, for which there has recently been a signicant theoretical eort to model
the exact shape of the kinematic endpoint features of dNγ◁dEγ [55–58, 72], as well as
a dedicated analysis of the prospects to detect such a feature with an instrument like
CTAO [73].

3. Box signals. A third type of pronounced spectral signal, not necessarily suppressed
with respect to the leading annihilation rate, arises if the DM particles annihilate into a
pair of new, long-lived neutral states ϕ. If these in turn decay dominantly into photons,
ϕ → γγ, the result is a ‘box-shaped’ signal of the form [16]

dNγ

dEγ
= 4

∆E
× θ


Eγ −

mχ −∆E

2


θ


mχ +∆E

2 − Eγ


▷ (3.5)

Here θ(x) is the Heaviside step function, and the width of the box constitutes a free
parameter that can be expressed in terms of the mass of the intermediate particle
ϕ as ∆E =


m2

χ −m2
ϕ. The above expression assumes DM annihilation to two

identical states, χχ̄ → ϕϕ, which we will consider here. We note however that it is
straight-forward to generalize the above expression to two dierent intermediate states,
χχ̄ → ϕ1ϕ2, resulting in a linear superposition of box-spectra of the above type, with
dierent central values and widths [16, 74].

5Here, ‘virtual’ refers to the dominant contribution resulting from photons radiated o virtual sfermions.
Technically, VIB is the nal state radiation (FSR) subtracted part of internal bremsstrahlung (see ref. [17] for
a detailed discussion).
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Figure 2. The gures show characteristic DM signal spectra, dNγ◁dEγ , of the type discussed in
section 3, featuring sharp endpoints at or around E0 = 2TeV. olid lines correspond to the physical,
injected spectra, while dashed lines show the observed signal spectra as modeled by including the IRF
of CTAO (see section 5.2). For comparison, dotted lines show the result of the physical spectrum
convoluted with a Gaussian of width equaling the energy resolution displayed in gure 1. Left panel:
Monochromatic line (black), eq. (3.3), and VIB (red), eq. (3.4). The solid, monochromatic line
at Eγ = mχ = 2TeV is not shown explicitly. Right panel: The signal spectrum for two dierent
box scenarios, eq. (3.5); green (orange) curves show the case of the box width ∆E being smaller
(larger) than the energy window. The DM mass for the narrow (wide) box shape in these examples is
mχ = 4 (2▷87) TeV. We note that the dierent areas under these curves directly reect the dierent
number of photons per annihilation, namely Nγ = 2 for the line spectrum, Nγ = 1 for VIB and Nγ = 4
for box-shaped spectra.

In gure 2 we provide concrete examples to illustrate these spectral shapes. As apparent
from the above list, furthermore, the exact shape of the spectra we consider here strongly
depends on the details of the underlying particle model (in contrast to the spectra considered
in ref. [7]). This implies that the detection of such a signal would not only provide smoking
gun evidence for particle DM, but immediately allow to reach far-reaching conclusions about
the more general theory these DM particles are embedded in [5].

Eventually we will be interested in deriving CTA sensitivities in terms of projected upper
limits on the (velocity-weighted) DM annihilation cross section ⟨σv⟩ann, for a given spectral
shape dNγ◁dEγ . Let us therefore close this section by briey reecting about the expected
size of ⟨σv⟩ann for thermally produced DM. In particular, the total annihilation rate required
to produce the observed DM relic abundance in the early universe is often referred to as the
‘thermal’ annihilation rate, and numerically given by about ⟨σv⟩therm ∼ 2▷1× 10−26 cm3s−1

for DM particles with mχ ∼ 1TeV [75]. For line signals, it is in principle possible that
χχ̄ → Xγ is the dominant annihilation channel — e.g. because DM only couples to heavier,
charged states [76] — in which case the correct ‘benchmark’ cross section is indeed ⟨σv⟩therm.
More generically, however, this channel will be suppressed by a loop-factor of (αem◁4π)2
with respect to the tree-level annihilations that are responsible for setting the relic density,
resulting in ⟨σv⟩ann ∼ 10−31 cm3s−1 and lower; however, near-resonant annihilation can lead
to line signals signicantly larger than this estimate [49, 61, 63] and non-perturbative eects
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can even result in present-day annihilation cross sections higher than the ‘thermal’ value
responsible for setting the relic density in the early universe (prominent examples being
Wino and Higgsino DM [48]). VIB signals, on the other hand, are inevitably accompanied
by tree-level processes (without the additional photon in the nal state) that set the relic
density and hence generically suppressed only by a factor of ∼ αem◁π with respect to the
‘thermal’ rate. For box signals, nally, the relic density is often set by the same process
that gives rise to the signal, namely χχ̄ → ϕϕ; in fact, the value of the relevant ‘thermal’
cross section can easily be a factor of a few higher because, for such an annihilation scenario,
freeze-out would typically happen in a secluded dark sector (see ref. [77] for how to determine
the relic density in such cases).

4 Target regions

In section 3 we discussed spectral signatures of annihilating DM, related to the particle physics
aspects of DM. In this section we turn our attention to the expected spatial distribution of
cold DM, largely independent of its particle properties, and how this motivates our choice of
target regions. Generally speaking, as evident from eq. (3.1), close-by regions with a high DM
density are good targets for observing DM annihilation signals. The GC region has the largest
J -factor, eq. (3.2), among all possible targets, making it arguably the best DM target from the
point of view of the overall expected signal strength (even when taking into account that the
uncertainty on the J -factor, ∆J , is considerable). However, the GC hosts a rich environment
of astrophysical gamma-ray emitters, resulting in complex backgrounds for DM searches.

Complementary targets to the GC are dwarf spheroidal galaxies, which have practically
no astrophysical background in gamma rays [78], but are farther away and less massive,
resulting in lower J-factors. Many dphs are very faint in terms of visible gravitational
eld tracers (stars and gas), thus leading to substantial uncertainties in the DM density
distribution, and hence J , also for these targets.

Below we discuss in more detail the GC target in section 4.1, including astrophysical
backgrounds, as well as dphs in section 4.2.

4.1 Galactic centre

Observational program. There is a large number of independent science drivers that
motivates an observational strategy for CTAO specically targeting the GC region [29]. We
follow the recommendation for the GC survey from that work and consider 9 pointings centred
at l : {±1◦, 0◦}, b : {±1◦, 0◦}, each with an observation time of 58▷3 hours. Eectively, this
gives a total of 500 hours of observation time of the GC with a roughly homogeneous exposure
over the inner 4◦ (see also ref. [7] for further details, including full exposure maps).

We will base our analysis on this GC survey setup, but will optimize our region of interest
(RoI) to comprise a region that is generally signicantly smaller than the above mentioned 4◦
(by maximizing the expected signal-to-noise ratio, see section 5.1 for further details). Based on
this observational (and analysis) strategy we simulate all signals and backgrounds using ctools
v1▷6▷3 [79], a public software package developed for the scientic analysis of gamma-ray data.

– 9 –



J
C
A
P
0
7
(
2
0
2
4
)
0
4
7

Dark matter distribution. Numerical N -body simulations of collision-less cold DM
clustering, neglecting the eect of baryons, have over the past decades consistently found
that DM halos develop a universal density prole on all clustering scales [80]. While there
are dierences in the exact parametrization of such a prole, its salient feature is that it
is ‘cuspy’, i.e. it follows a power law ρχ ∝ r−n with n  1, at small (kpc) galactocentric
distances r. Due to the limited resolution of N -body simulations, as well as the fact that
baryonic feedback is expected to become more relevant close to the halo centres, it is however
unclear whether the extrapolation of such power laws remains valid to sub-kpc scales.

From the purely observational side, stellar data and gas tracers of the gravitational
potential are typically used to constrain the underlying DM density prole on Galactic scales
(with gravitational lensing providing a competitive alternative on larger scales). While this
method works well for large galactocentric distances, where DM dominates, the gravitational
potential in the inner ∼kpc of the GC is dominated by baryons. DM density measurements
therefore remain inconclusive at small scales, being consistent with both cuspy and more
shallow inner density proles. The latter are, in fact, also found in N -body simulations
including baryons, indicating that cores of constant DM density can develop due to baryonic
feedback on the gravitational potential [81]. For example, a high concentration of baryons
typically leads to a more vibrant star formation rate and hence an enhanced supernova (N)
feedback due to the injection of signicant amounts of energy on short timescales, eectively
‘heating’ DM and dispersing the cusp. DM halos with active super-massive black holes can
show a similar eect. These processes are however not yet understood in sucient detail. In
fact, the presence of baryons could also have the opposite eect, since the cooling of baryonic
gas in the GC region may well lead to an adiabatic contraction and hence a steepening of the
DM density prole with respect to the one found in DM-only simulations [82].

For these reasons, we follow ref. [7] (see also there for a more detailed discussion) and
adopt two bracketing DM density proles in the main part of our analysis: Einasto [83] as a
representative of cuspy proles and cored Einasto [81] to estimate a possible conservative
lower bound for the expected limits on (and discovery potential of) a DM signal:

ρEinasto(r) = ρs e−(
2
α)


r
rs

α−1


(4.1)

ρcored Einasto(r) =




ρEinasto(rc) if r ≤ rc

ρEinasto(r) if r > rc
▷ (4.2)

Here ρs is the characteristic density, normalized to an average DM density of ρ(r⊙) =
0▷4GeV◁cm3 at the same galactocentric distance as the sun (r⊙ = 8▷5 kpc), rs = 20 kpc
is the characteristic radius and α = 0▷17 is the Einasto shape parameter. The core radius
is chosen as rc = 1 kpc, which for this analysis essentially implies ρ = const for the cored
Einasto prole as we only focus on the inner few degrees of the GC. Table 1 lists the
resulting J -factor values for the inner 2◦ of the GC, as computed with DarkSUSY v6 [84] and
cross-checked with CLUMPY v3▷0▷1 [85]. Here, we include for completeness also the often
quoted Navarro-Frenk-White prole [86], which is similarly cuspy to the Einasto prole, for
the same choice of parameters as adopted in ref. [7]. For a more detailed discussion of how
the choice of DM prole aects our results, we refer to section 7.1.

– 10 –



J
C
A
P
0
7
(
2
0
2
4
)
0
4
7

Angular ize [sr]
J -factor [GeV2cm−5]

Einasto cored Einasto NFW

J0▷5◦ 2▷39× 10−4 3▷48× 1021 1▷93× 1020 2▷65× 1021
J1◦ 7▷18× 10−4 5▷14× 1021 5▷55× 1020 2▷69× 1021
J1▷5◦ 1▷20× 10−3 5▷53× 1021 9▷38× 1020 2▷67× 1021
J2◦ 1▷67× 10−3 5▷41× 1021 1▷29× 1021 2▷56× 1021
J2▷5◦ 2▷15× 10−3 5▷27× 1021 1▷64× 1021 2▷49× 1021
J3◦ 2▷63× 10−3 5▷10× 1021 1▷99× 1021 2▷44× 1021


J≤2◦ 3▷83× 10−3 1▷96× 1022 2▷97× 1021 1▷06× 1022

Table 1. J -factors [GeV2cm−5] for the benchmark DM proles adopted in our GC analysis, as
computed with DarkSUSY. Jθ indicates the J -factor for a concentric ring with outer radius θ and
inner radius θ − 0▷5◦, with a total angular size as indicated in the 2nd column. The last row states
the total J-factor from the inner 2 degrees.

Background components. The fact that CTAO eectively uses the atmosphere as a
calorimeter implies an inevitable source of background from misidentied CRs, independent of
the target that is observed (in this sense, this could be called an ‘instrumental’ background).
CRs hitting the upper atmosphere consist mainly of protons and electrons, with uxes that are
(at ∼ 100GeV) a factor of 104 and 102 times higher, respectively, than the diuse gamma-ray
ux [87, 88]. Though energy-dependent, the proton rejection rate is typically better than
10−2 due to the dierent shape of proton-induced showers compared to those induced by
gamma rays. Electrons, on the other hand, produce almost identical shower shapes and are
thus practically indistinguishable from gamma rays. The misidentied CR background has to
be estimated based on detailed MC simulations of the shower evolution and the response
of the instrument. As detailed in section 5.1, we will use ctools v1▷6▷3 for the generation
of mock data, automatically including this component.

In terms of astrophysical emission, the GC region is an active environment, rich with
non-thermal emitters such as radio laments [89], young massive stellar clusters [90], a
number of pulsars, NR shells etc., in addition to the super massive black hole, agittarius
A* [91]. Furthermore, the whole region is embedded in the bright emission stemming from
the Galactic CR population, producing gamma rays by interacting with magnetic elds,
interstellar light and gas. This so-called Interstellar Emission (IE) extends to high latitudes
at GeV energies [92], while at TeV energies it was so far only detected in the limited region of
the GC Ridge [93]. In order to model this component we take advantage of a recent study [94]
based on available GeV to PeV gamma-ray data (from Fermi LAT, Tibet Aγ, LHAAO
and ARGO-YBJ), together with local charged cosmic ray measurements (from AM-02,
DAMPE, CALET, ATIC-2, CREAM-III and NUCLEON). Modelling the IE over such a
wide energy range is achieved via two complementary approaches to describe the diusion
of CRs: in the so-called ‘Base’ models the diusion coecient is assumed to be constant
throughout the Galaxy, while in the ‘Gamma’ models it is allowed to vary radially. Both
sets of models are further divided in MIN and MAX setups in order to reect uncertainties
of the CR proton and helium source spectra, see ref. [94] for more details. We choose Base
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Figure 3. The total expected photon count (black solid line) from the individual background
components, for the inner 2◦ of the considered GC observation of 500 hr, that are included in the
background simulations: Fermi Bubbles (FB, red), combined point sources (PS, orange), misidentied
cosmic rays (CR, gray) and the diuse gamma-ray emission (IE, blue). The solid line shows the
benchmark model, Base MAX, included in the total count, while the dotted line indicates the
alternative Gamma MAX model; see text for further details. For comparison, we also show a DM line
signal (black dashed), assuming a DM mass mχ = 2 TeV and an annihilation strength that would
result in a 5σ discovery; the shaded region corresponds to the size of the energy window used in the
analysis in that case. imulations are performed with ctools v1▷6▷3.

MAX as our benchmark model, noting that current Gamma models were not tested in the
vicinity of the GC, where by construction they should become increasingly brighter (and,
likely, overshooting what can realistically be expected in this region). On the other hand, the
Base models might somewhat underestimate the emission in the innermost region of the GC
Ridge [95]. We explore these uncertainties in section 8, but note that due to the methodology
of the line search, background modelling is expected to have a rather limited impact on our
results (as opposed to the case of continuum DM signals, cf. ref. [7]).

In addition to the IE, our RoI also includes localised sources such as the point source
associated with grA*, HESS J1745-290 [96], G0.9+01 and the recently discovered, still
unidentied faint source HESS J1741-302 [97]. We take into account these sources in our
simulations, as well as the two extended sources HESS J1741-303 and HESS J1741-308.
Although highly uncertain at small latitudes, nally, we further include a template of the
Fermi bubbles (FBs) based on a recent analysis from ref. [98].6

When implementing the contribution from both point sources and FBs, we thus follow
again the same modelling treatment as in ref. [7]. For a more detailed discussion of all
background components we therefore also refer to that reference.

6In view of recent limits from H.E.S.S. [99], this template likely overestimates the actual ux at multi-
TeV energies. However, at these energies the FB contribution is negligible compared to other background
components; our template thus leads to too conservative limits on an exotic signal — but only very slightly so.
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We display the expected count spectrum from the inner 2◦ of the GC region, broken down
into individual components, in gure 3. While the expected counts are clearly dominated
by misidentied cosmic rays, the gure also illustrates that the astrophysical components
discussed above can by no means be neglected for the analysis. For comparison, we also
include a DM line signal (black dashed line), for a DM particle with mass mχ = 2TeV and
annihilation cross section ⟨σv⟩ann = 8▷10× 10−28 cm3s−1 which would lead to a 5σ discovery
(see section 5.3). The shaded region corresponds to the size of the ‘sliding’ energy window used
to analyse such signals. We will discuss this analysis technique in detail in section 5, but note
already here that the total expected background count spectrum can be well described by a
simple power law within the shaded region. As we will demonstrate, this observation makes it
possible to robustly distinguish a sharply peaked DM signal, even if it is highly subdominant.

4.2 Dwarf spheroidal galaxies

The dph satellites surrounding the Milky Way are old and DM-dominated systems. Due
to their age and the lack of gas content, they are not expected to source any signicant
non-thermal emission. Consequently they are considered to be essentially background-free
targets for DM signal searches [78], such that the detection of a gamma-ray signal might in
itself constitute a smoking gun for the presence of particle DM (see e.g. refs. [22, 100]). It
is not only the substantial DM content (e.g. [101]) and their relative proximity that makes
dphs promising targets, but also the fact that they are distributed over a signicant range
of Galactic latitudes, including regions with low diuse foreground emission. As of today, no
gamma-ray signal has been conclusively associated with dphs, either individually or as a
population, and the corresponding upper limits have been used to set competitive constraints
on the DM annihilation strength (summarised by e.g. ref. [102]).

The statement that no dph galaxy has been found to signicantly emit gamma rays
in the GeV or TeV band has recently been challenged by Crocker et al. [103], who report
evidence of extended gamma-ray emission from the agittarius dph (gr II). This emission
appears as a well-known substructure inside the rather uniform FBs, which also has been
coined the Fermi Bubbles’ cocoon region [104]. A possible explanation for such a signal from
gr II would be a population of around 700 millisecond pulsars (MPs), based on a strong
correlation between the distribution of old stars in the system and the measured gamma rays.
Indeed, the expected number of MPs in dphs only depends on the initial gas content (unlike
in the case of the much higher stellar densities in globular clusters, where not only direct
formation of binaries [105–107] but also formation in later stages via stellar encounters [108–
110] plays a role). Based on this observation, a classical dph like Fornax may host up to
300 MPs [78]; since gr II contains about four times as many stars [111], O(1000) MPs
appear fully possible. On the other hand, the signicance of agittarius’ gamma-ray emission
reported in ref. [103] could also be the result of mis-modelling the diuse Galactic gamma-ray
foregrounds [112] and hence remains the subject of a still ongoing debate. Let us in any
case stress that a continuous background with a normalization as found in ref. [103] will not
aect in any appreciable way searches for monochromatic features. We tested this explicitly,
conservatively allowing also for correspondingly re-scaled contributions from other dphs,
and found that our results (presented in section 6.2) are aected only at the sub-percent level.
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log10 J(0▷5◦) [GeV2cm−5]

dph CBe DraI Wil1 RetII cl grII
CTA Group [113] 19▷5+0▷9

−0▷7 18▷7+0▷3
−0▷1 19▷1+0▷6

−0▷5 18▷9+0▷9
−0▷6 18▷4+0▷1

−0▷1 18▷9+1▷8
−0▷9

Bonnivar et al. [114] 19▷6+0▷8
−0▷8 19▷5+0▷4

−0▷2 19▷5+1▷2
−0▷6 19▷6+1▷7

−0▷7 18▷5+0▷1
−0▷1 —

Table 2. J-factors with mean standard deviations for a selection of dph galaxies, as dened in
eq. (3.2), averaged over an RoI with radius 0▷5◦. Following ref. [113], we include in our analysis the
dphs Coma Berenices (CBe), Draco I (DraI), Willman I (Wil1), Reticulum II (RetII), culptor (cl)
and the gr dph (grII). For comparison, we also show the corresponding J-factors from an older
compilation [114].

In an accompanying paper [113] we dened the most promising dphs targets based on an
updated analysis of stellar kinematic data and CTA observational strategy. While ref. [113]
is concerned about continuum spectra from DM annihilation and decay, our discussion of
line searches here represents an extension of that work and follows the target selection and
observational strategy considered there. Concretely, it is argued that the optimal strategy
for CTA, given the relatively limited FoV, is not to observe as many targets as possible, but
rather to focus on a limited number of dphs with the highest chance of detection. The
recommendation is to observe one classical and two ultra-faint dwarfs per hemisphere, namely
Coma Berenices, Draco I and Willman 1 in the Northern hemisphere, as well as Reticulum II,
the gr dph and culptor in the outh. In table 2 we show the corresponding J-factors
derived in ref. [113], cf. eq. (3.2), thereby updating the results from ref. [114]. It should be
noted that the observational strategy of CTA on one or more dphs is not yet fully decided,
but it was proposed [29] to dedicate 100 hr per target per year and per CTAO site, for a total
of about 500-600 hr for both sites. Ref. [113] explores dierent strategies to optimally use an
assumed total observing time of 600 hr. Here we will focus on the ‘conservative’ strategy, in
terms of mitigating the impact of underestimated uncertainties of J -factor calculations, based
on the observation of each of the six proposed candidates shown in table 2 for 100 hr. Let us
also stress that the uncertainties in the J -factors quoted in table 2 are observationally driven
(through the analysis of kinematic data) and much smaller than the J -factor uncertainties for
the GC (which are driven by extrapolation of idealized numerical simulations). As detailed
in section 5.3, this warrants a dierent statistical treatment of these cases.

Traditionally, dphs were only considered in the context of generic DM annihilation or
decay spectra, not in the context of searches for pronounced spectral signatures (see, however,
ref. [22] for an exception). The latter searches, see also below in section 5 for a detailed
description, are by construction less limited by the presence of astrophysical backgrounds. This
implies that it is in general favourable to focus on the region with the highest J -factor, namely
the GC. However, given that CTA is anyway expected to dedicate substantial observation
time to dphs, we will also perform a sensitivity study for these targets here, based on the
observational strategy discussed above. As it turns out, the CTA spectral line sensitivities from
dphs might in fact (almost) become comparable to those from the GC, in case the DM density
prole in the Milky Way is cored rather than cuspy (i.e. a GC J-factor that is unfavourably
small, combined with optimistic assumptions about the largest J-factors in dphs).
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5 Analysis

In the past, dierent strategies have been followed to search for DM signals with sharp spectral
features. The most recent such analysis of the H.E... collaboration [115], e.g., adopted a fully
data-driven approach based on two spatially distinct ‘ON’ and ‘OFF’ regions, respectively.
Here, both regions are modelled as containing the same astrophysical and instrumental
background; the ‘OFF’ region is assumed to contain no further emission components, such
that any potential excess in the ‘ON’ region can be attributed to a DM signal. For current
gamma-ray telescopes, this approach has proven highly successful also in searches for exotic
signals with a broader energy distribution [116]. Given the increased DM sensitivity of CTA,
the bright large-scale interstellar emission in the GC region can no longer be ignored [7, 117].
This would make this specic ON/OFF technique more challenging to use.

An alternative avenue is to model the astrophysical background components explicitly.
The sliding energy window technique — as e.g. adopted by the Fermi-LAT collaboration [21,
118, 119], but also in earlier IACT studies [22, 120–122] — aims to implement this approach
in an as data-driven and model-independent way as feasible. Realizing that the specic types
of signals we are interested in here vary much faster with energy than any of the expected
background components, the basic analysis idea is to divide the total energy domain into
overlapping narrow energy windows, each window covering only a few times the instrumental
energy resolution. This allows remaining agnostic about the nature of the background, and
to model the cumulative (instrumental and astrophysical) background as a simple parametric
function with parameters t directly to the counts inside this narrow energy range. For
our default analysis we follow this approach, modelling the total counts locally as a power
law in energy.

A somewhat more sophisticated method of the background estimation is to separate the
astrophysical and instrumental background components, noting that information about the
latter is already contained in the IRFs. Indeed, these IRFs are based on a CR spectrum at
the top of the atmosphere that is not, unlike the gamma-ray component, partially unknown
but in fact well measured up to at least 100TeV [123–125] (with percent-level precision up
to 1TeV [126]). This would motivate to use an interpolation of the misidentied CRs as
provided by the IRF; only the intrinsic astrophysical background would then be locally
modelled as a power law, convoluted with the IRF. As a result, the overall background
description and sensitivity to DM improves over the simple t directly on the counts, as
described above; on the other hand, this approach is more dependent on explicit assumptions
about the instrument performance (which will be more accurately known once the instrument
is fully operational). Following this alternative approach can thus be used as an indication of
how much potential gain in sensitivity one may eventually hope for, compared to the more
conservative pre-construction sensitivity derived with our default analysis procedure.

In the following, we describe our benchmark analysis procedure in terms of the generation
of mock data for the chosen RoI (section 5.1), explain in more detail how we model background
and signal components inside the sliding energy window (section 5.2) and lay out the general
analysis pipeline to derive exclusion limits and discovery sensitivities (section 5.3). Later, in
section 7, we will explicitly discuss how modifying the assumptions underlying the benchmark
analysis settings dened here would impact our results (presented in section 6).
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Figure 4. Left. Visualisation of the spatial binning geometry over a skymap of the GC background
simulation described in section 4.1. In Galactic coordinates, the gure shows the region (b, l) =
(−2◦▷▷2◦,−2◦▷▷2◦). The color scheme represent the counts in the energy range [1▷55, 2▷51]TeV with a
pixel of size (0▷05◦)2 and a Gaussian smoothing with the same size. Right. Integrated background
photon count for each spatial bin, for a specic MC realization, where Ring 1 refers to the innermost
and Ring 4 to the outermost region. The sum of the four histograms shown here can thus directly be
compared to the (on average) expected photon count displayed as black line in gure 3. The histogram
has a log-even binning of 100 bins per decade, similar to the width used in our analysis.

5.1 Data generation and analysis regions

Based on the observational strategies and expected signal and astrophysical background
components outlined in section 4, we generate mock data using ctools v1▷6▷3.7 The exact
denition of the analysis RoIs, and the masking that we adopt, depends on the target region:

Galactic centre. The GC survey will result in an almost isotropic exposure of the inner
few degrees of the GC. We restrict our analysis to the inner 2◦ of this survey, as motivated
below, and divide this RoI into four spatial bins consisting of concentric rings of width
0▷5◦ (table 1 lists the corresponding angular sizes and J -factor values). Figure 4 shows
a skymap of the whole RoI illustrating this spatial binning conguration (left panel) and
a realisation of the total photon count — including misidentied CRs, point sources, the
default (base-max) interstellar emission model (IEM) and Fermi bubbles — for each of the
spatial bins (right panel). In the left panel, the three point sources HESS J1745-290 (centre),
G0.9+01 (centre left) and HESS J1741-302 (right) are clearly distinguishable by eye, as well
as the IE (concentrated along the Galactic plane). The photon count in the outer parts of
the RoI (Ring 4), on the other hand, is dominated by misidentied CRs. Features in the
spectrum between about 5 and 10TeV reect dierent spectral cuts in the transition region
between the MTs and Ts; still, as visible in the right panel of the gure, a power law

7Concretely, we use ctobssim to produce an event list (in the form of a .ts le) containing MC realisations of
the data. The eective area and energy dispersion for CTAO are provided as histograms in the IRF .root les,
for which we use the ocial instrument response le Prod5-South-20deg-AverageAz-14MSTs37SSTs.180000s-
v0.1.root [127].

– 16 –



J
C
A
P
0
7
(
2
0
2
4
)
0
4
7

locally provides a reasonable description of the spectra across the entire energy range. It also
becomes clear that up to energies of a few TeV, the photon count is so large that one would
expect DM limits to be aected by the accuracy to which CTAO’s energy resolution and
eective area are known; beyond multi-TeV energies, on the other hand, the limiting factor
will be Poisson noise. We will return to this observation in section 7.4.

Dividing the RoI in the GC region into several spatial bins is a relatively common
procedure and motivated by the dierent morphologies of signal and background components,
see, e.g., refs. [12, 128, 129]. In section 7.2 and appendix A.2 we will discuss alternatives
to our default analysis setting illustrated in gure 4, and show that the nal DM limits
and discovery prospects are rather robust with respect to the exact choice of the RoI and
binning scheme. In particular, concentric ring binning gives the highest statistical power to
discriminate a DM signal among the binning geometries that we checked explicitly, while
providing an equivalent χ2 score of the background t.

Dwarf spheroidal galaxies. We model the DM content of dph galaxies (J-factor and its
uncertainties, assuming a log-normal distribution) as stated in table 2, based on the recent
work developed within CTA [113]. We also follow the suggested observational strategy, i.e. we
assume 100 hr for each of the targets shown in the table. Note that here we use J-factors
calculated within 0.5 degrees of the centre of each dph, in order to optimize the expected DM
signal. Further increasing the size of the disk would not signicantly enhance the sensitivity,
see also appendix A.2 for a related discussion about how to choose the RoI in the context of
the GC. For the purpose of constructing the likelihood, see further down, we choose only one
spatial bin per dph; this is a simplication given the angular resolution of CTAO [29], but
justied for our analysis which emphasizes spectral shapes over morphology. Given that all
selected dphs are located at high latitudes, nally, we neglect any potential IEM emission
and model only the (misidentied) CR backgrounds.

5.2 Component modelling inside sliding energy window

As explained above, the mock data are generated based on a realistic implementation, as of
current knowledge, of all relevant astrophysical (and signal) components in the respective
RoIs. For the analysis of the data, on the other hand, we adopt a much simpler, parametric
description of all components related to the ‘background’ (i.e. everything but the DM signal
with its characteristic spectral shape). In particular, we will explore two strategies:

1. Power law on counts. As our benchmark analysis strategy, we aim to remain fully
agnostic about the ‘background’ processes, other than assuming that they lead to a
spectrum much less localized in energy than the DM signal. We therefore model the
sum of the total counts (astrophysical and instrumental) as a power law,

µbg
ij = bj



∆Ei

dE E−γj ▷ (5.1)

Here, j denotes spatial bins and i energy bins, and bj and γj describe normalization
and spectral index of the power law, respectively. With this ansatz, any assumption
about the instrument performance is removed from the analysis step (but of course not
from the generation of mock data).
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2. Power law on gamma-ray ux. As an alternative analysis strategy we estimate the
misidentied CR component in the total counts directly from the IRF, using ctools’
ctmodel, as given by the grey line in gure 3. We note that, once the instrument is
fully operational, an alternative to determine this component would be an auxiliary
measurement from an empty area on the sky. For the astrophysical background
component, on the other hand, we assume that a simple power law locally provides a
satisfactory description of the gamma-ray ux. We then estimate the contribution to the
observed counts by convoluting this ansatz with the eective area shown in gure 1. The
combined background model for the counts, including CRs and astrophysical gamma
rays, is thus

µbg
ij = NCR

ij + bj



∆Ei

dE Aef(E)E−γj , (5.2)

where NCR
ij is the expected number of counts due to unidentied cosmic rays; bj and

γj describe normalization and spectral index, respectively, of only the gamma-ray
component. Here, the eective area in this simplied form, neglecting the PF and
energy dispersion, is introduced exclusively to improve the (numerical) performance of
the analysis. We checked explicitly that this description reproduces the results from a
full ctools implementation (with a source spectrum following a power law) to sucient
accuracy.

In appendix A.4, cf. gure 19, we will get back to the question of how well these two
background descriptions t the actual (mock) data.

As far as the DM component is concerned, we are interested in the detailed shape of the
signal and simply convolving the intrinsic annihilation spectrum dNγ◁dEγ with the eective
area is no longer sucient. Instead, we fully model the instrument response using ctools.
For a line, VIB and box signal, cf. eqs. (3.3), (3.4), (3.5),8 this results in the count spectra
shown in gure 2. We thus model the signal component as

µχ
ij = νj



∆Ei

dE ζ(E), (5.3)

where ν is the signal normalization and ζ the photon count of the signal spectrum convolved
with the IRF (as displayed in gure 2). The normalization of νj is xed by eq. (3.1). In
practice, we use this equation to calculate the total signal count rate only once, leading
to some value of ν0 for the whole RoI (or, for the case of dphs, the sum of all targets)
and a reference cross section ⟨σv⟩ann,0 and DM mass m0,χ. For a xed value of the DM
mass, mχ, νj is then directly related to the annihilation rate that is to be constrained as
νj◁ν0 = (m0,χ◁mχ)2(⟨σv⟩ann◁⟨σv⟩ann,0 )(Jj◁Jtot), where Jj (Jtot) is the J-factor associated
to the spatial bin j (the total RoI).

The nal task is to optimize the analysis region — the sliding energy window — such
that it is small enough for the eective description of the background model to hold, but
at the same time large enough to give sucient statistical power to test the DM signal.
The benchmark setting that we adopt in our analysis is a sliding energy window of width

8Technically, we approximate the Dirac Delta function by using ctmodel with a narrow Gaussian, with an
intrinsic width σχ ≪ σres, and explicitly setting the ag edisp=yes.
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Figure 5. Illustration of the sliding energy window technique to identify signals with sharp spectral
features. Mock data points (black dots) are based on the full background model, for the GC survey,
and a monochromatic signal component at E0 = 2TeV with a normalization that would allow a 5σ
discovery. The white area that is not hatched corresponds to the sliding energy window, of width
8×σres(E0), within which the analysis is performed. Black crosses show the expected signal component
(multiplied by a factor of 10 for better visualization). The blue solid line is the result of tting the
data with a monochromatic signal component on top of a simple power law. The lower panel shows
residuals with (solid circles) and without (empty circles) including the signal component in the t.

∆ = 8σres(E0), centred on the putative DM signal localized at E0 (for a wide box, with
width ∆E > ∆, we choose the energy window instead to be centred on the upper edge of
the box spectrum, cf. the right panel of gure 2). Here, σres is the energy resolution of
CTAO, as depicted in gure 1. As detailed in appendix A.1, this choice of ∆ is motivated
by increasing the window size until the signal signicance begins to converge while at the
same time ensuring that the background model (described above) still gives a good t to
the data. We use an energy binning of three energy bins per σres, i.e. we are in some sense
eectively working in the limit of an unbinned analysis (in energy). Given the instrumental
count normalization, our setup guarantees more than 10 photons per bin even at the highest
energies considered in the analysis.

In gure 5 we illustrate the analysis procedure by showing an explicit example of a
monochromatic DM line injected into the data, which is then tted by the assumed signal
component and a simple power law on the ‘background counts’. The region between the shaded
areas is the sliding energy window inside which the analysis is performed. We indicate the true
signal with black crosses, scaled by a factor of 10 for better visibility, and the best-t model
(power law plus signal) with a solid blue line. The residual plot in the lower panel gives a good
visual impression of how well the power law ts the background inside the analysis region —
even though it does not necessarily do so for a larger energy range. In what follows we detail
how this observation can be used to derive (expected) sensitivity limits for such line signals.
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5.3 Statistical procedure

Within each sliding energy window we implement a binned likelihood based on Poisson
statistics, P [nij |µij ] =


i,j e

−µijµ
nij

ij ◁(nij)!, where µ = {µij} denotes the model prediction
and n = {nij} the (mock) data counts. The energy bins (indicated by an index i) are taken to
be much smaller than the instrument’s resolution, thus eectively implementing an unbinned
approach; the spatial bins, indicated by an index j, refer to the RoIs dened in gure 4
(for the GC analysis) or the individual galaxies stated in table 2 (for the combined dph
analysis), respectively. The model prediction depends on the signal normalization ν, and
various background model and other nuisance parameters which we collectively denote as θ.

Treatment of systematic uncertainties. Clearly, instrumental systematic uncertainties
are challenging to model for a telescope still under construction. Even if the underlying event
counts are uncorrelated, as assumed here, the nite energy resolution of CTA will correlate
noise deriving from systematic deviations between the true and assumed IRFs. Here we take
a parametric approach to estimate such systematic noise by introducing additional nuisance
parameters ηi, one for each energy bin i, to rescale counts expected from the model prediction
as µi → ηiµi. We model the covariance of these nuisance parameters by assuming multivariate
normal distributions with means ⟨ηi⟩ = 1 and a covariance matrix Σ with variance σ. The
o-diagonal part of the covariance matrix is thus modelled as

Σii′ = σ2 exp

−(Ei − Ei′)2

2(λ∆E)2


, (5.4)

where λ denotes the correlation length and ∆E ≡ σeres(E0), with E0 being the energy at
the center of the analysis window. We nd that this functional form describes the results
of dedicated MC simulations very well when adopting a characteristic length scale λ ≃ 1▷5,
see appendix A.4 for further details. For the variance we choose σ = 0▷025 as a ducial
value which, at face value, is signicantly larger than the ∼1% design goal of CTAO [29].
This choice avoids articially strong limits due to an overtting of the specic numerical
IRF (and/or IEM) model realization that is used in our analysis. ee also section 7.4 for
a discussion of how the treatment of systematic uncertainties, and in particular the exact
choice of σ, impacts our nal results.

Construction of likelihoods. Following the description above, the total likelihood that
we adopt for the GC analysis is given by

L(ν,θ) ∝


i



j

P [nij |ηijµij ] exp

−(1− ηij)Σ−1

ii′ (1− ηi′j)

, (5.5)

where the indices i (j) run over all energy (spatial) bins within the sliding energy window,
and a summation over the energy bins i′ in the covariance part is implicit. We recall that our
model description is given by µij = µχ

ij(ν) + µbg
ij (θbg), with ν being the signal normalization

and θbg = {bj , γj} describing the background normalizations and slopes of every spatial
bin that is considered (per energy window); the full list of nuisance parameters for the GC
likelihood is thus given by θ = θbg ∪ {ηi}.
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The likelihood for dphs is constructed by multiplying (sometimes referred to as stacking
in this context) the individual likelihoods for each separate dph observation, taking into
account their respective J-factors and associated uncertainties. For each dph galaxy we
model the likelihood for the true J-factor to follow a log-normal distribution LogN around
the mean observed value (following, e.g., ref. [130]), J̄j , with the standard deviation σJ,j of
ln J tted to the mean absolute deviation stated in table 2. ince the DM ux is directly
proportional to the J -factor, we thus arrive at the total likelihood (see also refs. [100, 130, 131])

L(ν,θ) ∝
dSph

j

LogN

log10(Jj)| log10(J̄j),σJ,j


(5.6)

×


i

P [nij |ηijµij ] exp

−(1− ηij)Σ−1

ii′ (1− ηi′j)

▷

Denoting with ν the signal normalization that would correspond to a putative target with
Jef ≡ 

j J̄j , the model description is now given as µij = µχ
ij(αjν) + µbg

ij (θbg), with αj ≡
Jj◁Jef , and the complete list of nuisance parameters is θ = {log10(Jj), ηi, bj , γj}.

Expected limits and discovery prospects. Exclusion limits must correctly account for
statistical downward uctuations in the photon count, for a given signal strength, while
discovery limits should avoid falsely rejecting the background-only hypothesis in the presence
of upward uctuations of the background. In order to distinguish the hypotheses of signal
plus background and background only, respectively, we estimate both types of limits by
implementing a standard likelihood ratio test [132], based on the test statistic (T)

T(ν) ≡ −2 log L(ν, ˆ̂θ)
L(ν̂, θ̂)

▷ (5.7)

Here, ˆ̂θ is the conditional estimate (best t) for θ under the hypothesis ν ≥ 0. The best-
t estimates for the signal normalization and nuisance parameters are given by ν̂ and θ̂,
respectively. We use the Migrad algorithm [133, 134] in ROOT’s MINUIT package to maximize
(prole over) the likelihoods given in eqs. (5.5), (5.6) to obtain these quantities.

In order to produce sensitivity curves for expected exclusion limits, one must generate
mock data without a signal component. Taking into account that the signal normalization
is non-negative, one-sided 95% upper exclusion limits (U.L.) are found by increasing the
signal normalisation, ν, until

TU▷L▷(ν) = 2▷71 ▷ (5.8)

In order to derive the sensitivity for discovery, on the other hand, one has to generate mock
data including a signal with some normalization ν ′. A 5σ discovery, corresponding to a
p-value of 5▷74 × 10−7, can be claimed when the test statistics for the background only
hypothesis (ν = 0) on this data set evaluates to9

Tdiscovery ≡ TS(0) = 23▷75 ▷ (5.9)
9The exact condition results from the fact that, for nested hypotheses with non-negative signal, q(0) follows

1
2χ

2
1 ≡ 1

2δ(q) + χ2
1 under the background-only hypothesis, where χ2

1 is a chi-squared distribution with one
degree of freedom, cf. appendix A.3.
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Galactic Centre dphs
Exposure time 500 hr 100 hr per target
DM density prole Einasto [7.1] J-factors in table 2
RoI and binning 4 rings of width 0▷5◦deg [A.2] ingle RoI per dphs, 0▷5◦

Mask none [7.2] none
IEM Base MAX [7.3] none
Analysis method liding energy window, PL assumption on counts
Window size 8σres(E0) [A.1]
ystematic uncertainty 2▷5%, per energy bin [7.4]

Table 3. ummary of benchmark settings and assumptions for the analysis performed in this work.
All our main results, presented in section 6, are exclusively based on these settings. Numbers in
parentheses link to the subsections where we assess the impact of varying the respective assumption
or analysis setting on our results.

In practice, this involves gradually increasing ν ′ until the best-t signal normalization ν̂

satises the above condition. We note that, for the energies and analysis window considered
here, a signal discovery will always correspond to signicantly more than 10 signal photons.
We further note that eq. (5.9) corresponds to the local signicance for a 5σ discovery — which
formally reduces to a global signicance of about 4▷1σ for an assumed very conservative trial
factor of 80 (based on how many lines naively ‘t’ into the analysis region) or 4▷3σ when
taking into account statistical correlations, based on a rough estimate following ref. [135]. For
such a highly signicant signal, however, T is in any case a very steep function of the required
signal normalization ν. The distinction between global and local signicance has therefore
only very limited impact on the reported 5σ discovery reach. Concretely, we nd that a
∼ 10% larger normalization would raise the global signicance of the signal to the 5σ level.

ince the likelihood is a function of the (mock) data, limits derived from eqs. (5.8), (5.9)
will necessarily be subject to statistical uctuations. Rather than creating a large number
of mock datasets to derive the median limits, and their variances, we will here adopt the
Asimov dataset method [136]. This method allows to extract both results from a single,
ducial dataset that is dened by the observed photon counts in each bin being exactly equal
to their expectation values. For further details on the construction of the Asimov dataset,
including explicit validation checks with MC simulations, see appendix A.3.

6 Results

All results in this section will assume our set of benchmark assumptions, summarised in
table 3. In particular, in section 6.1 we present the sensitivity for exclusion and discovery of
DM self-annihilating to a pair of monochromatic gamma rays from the GC, and in section 6.2
the sensitivity resulting from a combined analysis of six dphs. Finally, in section 6.3, we
provide results for the case of other sharp spectral features that can originate from DM
annihilation, focussing on box-shaped and VIB-like signals.
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Figure 6. Median of expected 95% C▷L▷ upper limits on the annihilation of DM into a pair of
gamma-ray photons (black) as well as the 5σ discovery potential (purple), as a function of the DM
mass mχ. The green and yellow bands show the expected variance of the median upper limits,
as indicated, and data points summarize 95% C▷L▷ limits previously obtained by Fermi LAT [21],
H.E... [115] and MAGIC [24]. (Note that a signicant scatter between mass bins is expected for
a limit on actual data, as opposed to the median of limits derived from many MC realizations; the
treatment of systematic uncertainties, furthermore, partially diers from the analysis adopted in this
work). The limits projected for CTA are based on the assumption of an Einasto DM prole and
500 hours of observation of the inner GC, adopting our benchmark modelling of the background
component in the analysis (solid lines); for comparison, we also indicate (with dashed black lines) the
mean upper limits resulting from the more aggressive analysis method that relies on modelling the
astrophysical gamma-ray ux — rather than the total counts — as a power law.

6.1 Galactic Centre

In gure 6, we show the expected median 95% C▷L▷ upper limits (black) and the 5σ discovery
potential (purple) of the DM line signature. While solid lines are the result of our default
analysis strategy (power-law background on the measured counts), dashed lines show the
alternative approach, where the power-law assumption is made on the gamma-ray uxes
instead. As stressed in section 5.2, the default approach neglects our knowledge of the IRFs
and therefore results in more conservative estimates of the sensitivity. The inner (green)
and outer (yellow) bands show the 1 σ and 2σ condence level of our sensitivity estimate,
respectively, as derived from the Asimov dataset (for further discussion, see appendix A.3).
The lower DM mass threshold in this gure is set to 200GeV, from the requirement of the
lower edge of the sliding energy window to not fall below 100GeV. We prefer to not use the
lowest bins at this stage because the eective area of CTAO drops rapidly when going below
100GeV, cf. gure 1, causing the current IRF estimate to be more uncertain.

As demonstrated in the gure, the projected CTA sensitivity to spectral line signatures
improves upon current limits by ground-based experiments (notably HE [115]) by a factor
of ∼2 at 1TeV, and by up to one order of magnitude in the multi-TeV range. uch an

– 23 –



J
C
A
P
0
7
(
2
0
2
4
)
0
4
7

Figure 7. Contour plot of the local test statistic for a monochromatic line signal from DM annihilations
χχ → γγ, as a function of ⟨σv⟩◁mχ and the dark matter mass mχ. To guide the eye, we apply a cap
of T= 23▷75 in this gure, corresponding to a 5 σ discovery. The 95% C.L. limit, corresponding
to the black solid line in gure 6, is indicated with a red line for comparison. The full likelihood
tables for both limits and discovery potential, also for other DM proles, are available for download at
zenodo [139].

improvement is in rough agreement with what one may expect from an increase of exposure
alone, as a consequence of doubling the observation time and a larger eective area (cf. right
panel of gure 1). Below about 300GeV, the CTA sensitivity is expected to become worse
than limits reported by the Fermi LAT [21]. It is also intriguing to compare the current
bounds to the CTA discovery potential. The fact that CTA would potentially allow the
robust discovery of a line signal above around 3TeV, without being in tension with any
known limits, oers exciting prospects for detecting heavy DM candidates. For example, this
corresponds to the upper mass range of thermally produced Wino-like DM [137, 138]. Let us
stress that the results obtained in gure 6 were obtained with the initially targeted ‘Alpha’
conguration of the instrument; we nd that a ducial ‘Omega’ conguration corresponding
to a later construction stage would result in a further improvement of the reported limits
by about a factor of two.

Consequently, CTAO data will likely also have a decisive impact on global ts of theories
beyond the standard model that contain multi-TeV DM candidates (see, e.g., refs. [140–142]).
To facilitate such parameter scans we provide in gure 7 the full binned T, from which the
likelihood, up to an overall normalization, follows from eq. (5.7). Note that, for plotting
reasons, we choose here ⟨σv⟩◁mχ rather than ⟨σv⟩ for the y-axis. This gure complements
the limits at a given condence level shown in gure 6, and illustrates how quickly it becomes
impossible to reject the signal hypothesis once the intrinsic signal strength reaches a certain
value (while at low signal strengths the test statistic, and hence the likelihood, remains rather
at). We provide a tabulated version of the likelihood at zenodo [139].
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Figure 8. CTA sensitivity limits of a dark matter line signal from χχ → γγ, assuming 100 hour
observations of the individual (colored) and combined (black) dphs. The green and yellow bands show
the expected variance of the stacked limits at the 1 σ and 2 σ level, respectively. For the individual
objects, as indicated in the legend, solid lines styles are used for objects targeted by the southern
array, while other lines styles are used for objects targeted by the northern array.

6.2 Dwarf spheroidal galaxies

We extend the DM line search to a combined analysis of the most promising dphs for
DM indirect detection, as described in section 4.2. The result for the median expected
limits on such a signal is shown as a solid black line in gure 8, along with the expected
variance of these limits at the 1 σ and 2σ level (green and yellow bands, respectively). As
expected, the sensitivity resulting from the observation of dphs is signicantly worse, by
more than two orders of magnitude, than the sensitivity shown in gure 6 for the GC case.
On the other hand, the DM distribution close to the GC is much more uncertain than the
J-factor determination of dphs. This may reduce the GC sensitivity by a factor of 10
with respect to the default assumption of an Einasto density prole, see the discussion in
section 7.1 below, which could in fact make line limits obtained through dph observations
(marginally) competitive. Concerning discovery, the above discussion also makes clear that
identifying a line(-like) signal in at least one dph would be an extremely strong case in
favour of a DM interpretation if — and in fact only if — an identical spectral shape is
seen from the direction of the GC.

Let us stress that the sensitivities shown in gure 8 crucially depend not only on the
mean value and standard deviations of the J-factors, as stated in table 2, but in principle
on their entire probability distribution. When eventually inferring limits from actual data
taken by CTAO, it is thus important to include the full likelihoods from state-of-the-art
kinematical analyses rather than just derived values for mean and standard deviation of the
J-factors. Incorrectly modelling the J-factor distribution beyond their rst two moments
may, in fact, easily aect overall DM limits by a factor of a few.
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Figure 9. Expected median 95% C▷L▷ exclusion limits, from GC observations, for the spectral shapes
shown in gure 2: VIB (red), a relatively wide box with mϕ = 0▷9mχ (orange) and a narrow box
with mϕ = 0▷99mχ (green). For comparison, we also show the case of an extremely narrow box with
mϕ = 0▷999mχ (dotted green) and the result for a monochromatic line signal (black, same as in
gure 6). Note that the analysis windows for the narrow box spectra are centred around E = mχ◁2,
the wide box spectrum is centred at the upper edge E = (mχ +∆E)◁2, while those for VIB and line
spectra are centred around E = mχ; as a consequence, the lowest mass points that we include in
our analysis are given by mχ = 0▷4TeV and mχ = 0▷2TeV, respectively. We also indicate previous
95% C▷L▷ limits obtained by H.E... [20] for a signal shape model (BM2 from ref. [17]) that closely
resembles the VIB signal studied here, rescaled to the DM prole adopted in this analysis for the sake
of comparison (see footnote 10 for further details).

In gure 8 we also present, for comparison, the 95% exclusion limits for the individual
targets. In the limit of negligible J-factor uncertainties, these limits could simply be scaled
with the square root of the observation time in order to estimate the eect of implementing
dierent observational strategies. Notably, the actual limit that we obtain from the combined
analysis is somewhat stronger than just naively adding (and then squaring) the individual
limits. This demonstrates the power of the statistical analysis method to combine (‘stack’)
several targets with intrinsically identical DM annihilation strengths, thereby eectively
reducing the overall J-factor uncertainty. From the gure one can see that sensitivities
derived from individual observations of Coma Berenices, Draco and Willman 1 are comparable,
and that the combined limit improves the best individual limit by about a factor of three.
Indeed, these results might suggest that for the specic case of line searches a slightly better
observational strategy could be to focus the entire 600 hr of available observation time on the
three dphs visible with the Northern array (for a general and more detailed discussion of
optimizing dph observations for DM searches, we refer to ref. [113]).
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6.3 General signal shapes

We next assess the impact of deviations from an exactly monochromatic signal shape. As
discussed in section 3, such deviations can appear quite commonly, and are in fact intricately
linked to the specic particle nature of the annihilating DM particles. For deniteness, we
consider here the same examples of such signal shapes as the ones introduced in gure 2, and
show in gure 9 the corresponding sensitivity of CTA for our benchmark set of assumptions
for GC observations.

The sensitivity to a VIB-like spectrum (red line) is very roughly a factor of ∼ 5 worse
than that to a monochromatic signal (black line), consistent with previous ndings [20, 121].
The reason for this is a combination of three eects: i) the VIB signal is intrinsically weaker
by a factor of 2 because there is only one photon produced per DM annihilation, as opposed
to two photons in the case of annihilation to γγ, ii) the peak of the VIB signal occurs at
slightly smaller energies than for a monochromatic signal, cf. the left panel of gure 2, where
the (soft) background contribution is larger, and iii) the VIB signal is less sharp than a line
signal and hence not quite as easily distinguishable from the (power-law) background. On
the other hand, DM annihilation to a photon pair is necessarily loop-suppressed, at order
O(α2

em), while the emission of a single photon happens at O(αem). Depending on the DM
model, the sensitivity of CTA to the VIB signature may thus still result in signicantly more
constraining limits than the sensitivity to a line signal.

Turning to the case of box-like signal shapes, there is an additional complication in that
the intrinsic signal is not centred at E = mχ, as for VIB and γγ, but at smaller energies
(down to E = mχ◁2 for narrow boxes). The sensitivity to a box signal at mχ = 1TeV, for
example, should thus be compared to the sensitivity for a line signal at mχ = 500GeV — but
only after multiplying the former by a factor of 4 because the signal strength is explicitly
proportional to m−2

χ , cf. eq. (3.1). On the other hand, there are four photons that are
produced per annihilation, compared to two for the case of the γγ line. In summary, the
sensitivity curve to an extremely narrow box — which closely resembles a monochromatic line
— should in principle coincide exactly with the sensitivity curve for γγ after it has been shifted
by a factor of 2 both downwards (towards smaller ⟨σv⟩) and to the left (towards smaller mχ).
For illustration we show in gure 9 the case of a very narrow box with mϕ = 0▷999mχ (green
dotted line) which, indeed, follows this expectation to a very good accuracy. Compared to
the ‘monochromatic box limit’ represented by the dotted green line, the sensitivity generally
worsens as the box widens. This can be clearly seen for the explicit examples of a narrow
box (mϕ = 0▷99mχ, green line) and a wide box (mϕ = 0▷9mχ, orange line) shown in the
gure. For a narrow box, the origin of this sensitivity loss is simply that the signal becomes
more and more smeared out, cf. point iii) above. For a wide box — where the analysis
window is centred on the upper end of the signal rather than on mχ◁2, cf. the right panel
of gure 2 — an additional loss of sensitivity results from the fact that the low-energy part
of the signal is completely dominated by the background (and hence not even included in
the analysis window anymore).

In analogy to the concluding comment that we made about the sensitivity to a VIB-like
signal, it is worth stressing that box-like signals are produced at leading order in perturbation
theory, i.e. without any generic suppression in αem. This implies that CTA will be able
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to provide highly competitive limits on the class of DM models that produce such a signal
shape. One way of illustrating this claim is to compare the sensitivity shown in gure 9 to
the benchmark ‘thermal’ annihilation cross section of ⟨σv⟩ ∼ 2 · 10−26 cm3◁s that is needed
to produce DM in the early universe, in the simplest models of thermal freeze-out (see, e.g.,
ref. [77] for a recent discussion and precision determination of this quantity). We can thus
conclude that CTA can actually have a signicantly better sensitivity to TeV DM that is
thermally produced by annihilations of the type χχ → ϕϕ than for models where DM directly
annihilates to standard model particles (a case studied in detail in ref. [7]). For γγ and VIB
signals, on the other hand, such a direct comparison is not as easily possible since these
signals are intrinsically suppressed by powers of αem.

For comparison, we further include in the gure previous VIB limits obtained by
H.E... [20].10 We are not aware of corresponding published limits for box-like spectra (but
see ref. [28] for an earlier CTA sensitivity estimate). Let us nally briey comment on a
signicant theoretical activity in modelling the exact shape of the spectral endpoint feature
for χχ → γγ annihilations, after taking into account radiative corrections [52–60]. ince these
corrections are necessarily model-dependent, at least to some extent, a detailed discussion is
clearly beyond the scope of this work. However, let us remark that the deviations from a
monochomatic line are typically signicantly less pronounced than the case of the narrow
box shown with a green solid line in gure 2. To a very good accuracy, one can therefore
obtain limits on such ‘generalized line signals’ by simply convolving a given spectrum with
the CTAO energy resolution, i.e. a Gaussian of width σres, and then rescaling our limits for
γγ by the ratio of the resulting peak height to that for a monochromatic line, 2× (2πσ2

res)−1◁2.
We expect the uncertainty associated with this method to be less than the dierence between
the solid and dotted green lines in gure 9 — and thus signicantly less than the statistical
uncertainty in the limit prediction itself.

7 Discussion

In this section we explore the robustness of the results presented in section 6, by studying
how the individual benchmark assumptions that we made, cf. table 3, impact our nal
DM limits. We focus here on our main target, the Galactic Centre, and the most decisive
aspects with respect to sensitivity projections for this target, namely the assumed DM density
distribution 7.1, the RoI masking 7.2, the interstellar emission modelling 7.3, and systematic
uncertainty choices 7.4. In the appendix, we further complement this by exploring the impact
of the analysis window size A.1 as well as the RoI size and shape A.2.

7.1 Dark matter proles
As described in section 4.1, the DM density prole is poorly constrained observationally in
the inner region of our galaxy, in particular within the inner ∼ 0▷7 kpc relevant for the RoI of

10Technically, the limit quoted here refers to a specic signal shape model introduced as ‘BM2’ in ref. [17],
but that spectrum is VIB-dominated and closely resembles the signal spectrum we compare to here, cf. gure 2,
after convoluting with the instrument’s energy resolution. We obtain the limits shown in the gure by rst
converting the ux limits reported in ref. [20] to limits on ⟨σv⟩, cf. eq. (3.1). We then correct for the dierent
assumptions about the DM distribution by rescaling the result with the ratio of J-factors (computed for their
RoI, and for the density prole adopted in their and in our analysis, respectively).
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Figure 10. Impact of varying the DM prole (solid lines) and masking (other line styles) of the GC
RoI on the CTA DM sensitivity, expressed as 95% C▷L▷ exclusion limits normalized to the benchmark
result (displayed as black solid line both in gure 6 and here). The light green and yellow bands show
the 1σ and 2σ variance of the expected limit for these benchmark settings (summarized in table 3). All
black lines refer to an Einasto prole, while magenta and orange lines show the situations for an NFW
and a cored Einasto prole, respectively, with prole parameters as dened in section 4.1. Non-solid
line styles correspond as indicated to dierent ways of masking the RoI, illustrated in gure 11.

our analysis. Motivated by high-performance N-body simulations, we chose the commonly
used Einasto prole as a benchmark assumption for the density prole. In gure 10 we
quantify how the sensitivity of CTA to a monochromatic DM signal worsens in case the DM
distribution follows instead the NFW prole (solid magenta line) or an Einasto prole with a
core size of 1 kpc (solid orange line). We nd that the sensitivity is aected by less than a
factor of 2 in the case of the NFW prole, well within the statistical spread of the expected
95%C▷L▷ limit that CTA will achieve. For a cored prole, on the other hand, our sensitivity
prediction would worsen by up to one order of magnitude. This loss of sensitivity is by far
dominated by a corresponding decrease in the total J -factor, cf. table 1, as is expected for an
analysis comparing components with very dierent spectral shapes. Unlike in the case of a
continuum signal [7], in other words, the fact that the largely isotropic DM signal becomes
morphologically degenerate with the bright CR background is much less important.

Incidentally, this observation also implies that it is straight-forward to translate the
projected limits shown in gure 6, to a very reasonable accuracy, to the case of DM decaying
via χ → γγ. In this case one just has to replace 1

2 ⟨σv⟩ (ρχ◁mχ)2 → Γρχ in eq. (3.1), where
Γ is the decay rate for this channel. A limit of ⟨σv⟩ < ⟨σv⟩max, therefore, is equivalent to
a minimal lifetime of τχ→γγ > 2mχ ⟨σv⟩−1

max D◁J , where the ‘D-factor’ D ≡ 
∆Ω dΩ


dℓ ρχ

for decaying DM is dened in analogy to the J-factor for annihilating DM. Note that this
lifetime constraint applies to a DM particle with mass 2mχ, i.e. twice the original mass.
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Figure 11. Illustration of various masks of the RoI that we tested in our analysis. In Galactic
coordinates, each of the four panels shows the region (b, l) = (−2◦▷▷2◦,−2◦▷▷2◦). The color scheme
reects the counts in the energy range [1▷55, 2▷51]TeV per pixel of size 0▷01◦ × 0▷01◦ with a Gaussian
smoothing of 0▷05◦. Top left: Masking the Galactic plane. Top right: Masking the Galactic plane while
including the inner central region. Bottom left: Hourglas shape, with opening angle /N-optimized
for an Einasto (or NFW) prole. Bottom right: Hourglas shape, with opening angle /N-optimized
for a cored prole.

7.2 Region of interest

While our benchmark analysis strategy includes the full RoI, a disc of radius 2◦ centred
on the GC, it is reasonable to ask wether increasing the RoI or masking regions with low
signal-to-noise ratio (/R), i.e. bright backgrounds, could improve the sensitivity. As we
discuss in more detail in appendix A.2, increasing the RoI beyond 2◦ would in fact hardly
improve the sensitivity, but potentially lead to larger systematic uncertainties related to the
background modelling. The more general question of optimizing the shape of the analysis
region was studied in detail before, e.g. refs. [18, 143], typically resulting in the conclusion
that analysis regions with hourglass-like shapes tend to provide maximal /N. In the bottom
panel of gure 11 we show two such hourglass shapes for illustration, characterised by a
parameter θ that describes the opening angle of the analysis region. In the bottom left panel,
the value of θ = 15◦ is motivated by typical results from optimizing /N for a cuspy prole
(NFW or Einasto), though we note in this case /N does in fact not very strongly depend
on θ; in the bottom right panel, θ = 75◦ is a more typical value that optimizes /N for
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Figure 12. Impact of varying the IEM model on the CTA DM sensitivity, expressed as 95% C▷L▷

exclusion limits normalized to the benchmark result (displayed as black solid line both in gure 6 and
here). The dierent model setups are described in detail in section 4.1, with line styles as indicated in
the legend. The light green and yellow bands show the 1σ and 2σ variance of the expected limit for
the benchmark settings (summarized in table 3).

a cored prole. We indicate the impact of such a masking on our benchmark sensitivities
with dotted lines in gure 10.

An alternative to simply maximizing /N is to chose a mask that aims at making one of
our main analysis assumptions as realistic as possible, namely that the background emission
can be approximated by a power law in a narrow energy range. As the Galactic plane is
expected to contain a signicant number of (subthreshold) sources that could aect the
validity of this assumption, we thus consider a mask that fully covers the plane, |b| < 0▷3◦,
as depicted in the top left panel of gure 11. The (very limited) impact of such a mask on
the sensitivities is indicated with dash-dotted lines in gure 10. Finally, we also consider the
option of masking the Galactic plane but including the GC in the analysis, cf. the top right
panel of gure 11, and show the impact on the DM sensitivity with dashed lines in gure 10.

We observe that our sensitivities are largely robust to masking schemes, worsening
by factors of at most two in extreme cases due to the loss in photon statistics (which, in
turn, is directly proportional to a corresponding reduction of the eective J-factor). This
implies that line limits eventually derived from real data will also be very robust, only mildly
aected by even very aggressive cuts in the analysis region in order to minimize the impact
of underlying modelling uncertainties.

7.3 Background model dependence

Modelling of the interstellar emission is highly uncertain in the Galactic plane, given presently
available data, and even more so in the inner region of the Galactic Center. Thus, the
question arises of how this aects the sensitivity predictions derived here. As discussed in
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section 4.1 we choose the Base MAX model as our benchmark analysis setting. In gure 12
we explore how the predicted limits would change should a dierent model turn out to
better describe the real data.

We observe that the dierence with the Base MIN model is negligible, while in the case
of gamma models the sensitivity could worsen by up to 50%. In the case of the conservative
IEM used in ref. [144], dubbed Base-v2, the sensitivities would instead improve by up to 50%,
especially at low energies. Note that this exercise optimistically assumes a perfect model for
the emission which, however, should not qualitatively aect our conclusions. In particular,
the expected impact on the limits is of a similar order as the expected variation of the central
limit prediction at the 1σ level, and hence not very signicant.

The rather limited dependence of our results on the exact implementation of background
modelling is, in fact, one of the expected features of our analysis method. As long as the
background does not itself contain sharp spectral features, the identication of these types
of DM signals will remain relatively robust. In particular, the limit (or signal) signicance
will to a large degree only be aected at the level of the noise contribution, i.e. the overall
background normalization. This is in contrast to other template-based analyses; see, e.g.,
ref. [7] for a discussion of how the background modelling impacts the search for a DM signal
with a smooth spectrum.

7.4 Impact of instrumental systematics

A realistic analysis will always be aected by some level of systematic uncertainty. This
could have an instrumental origin, e.g. related to event reconstruction or misclassication, or
stem from modelling uncertainties. In this subsection we approach this issue in a general
way and explore the impact of systematic uncertainty following the parametric approach
introduced in section 5.3.

In gure 13, we show the eect of varying the overall normalization of the covariance
matrix, eq. (5.4), which we refer to as ‘the systematic uncertainty’ σ. As expected, the gure
demonstrates that systematic uncertainties only impact the limits at low energies, where
the total photon count is large. Increasing the systematic uncertainty from our benchmark
value of 2.5% to 5%, for example, worsens the limits by up to a factor of 2.2 (for a DM mass
of mχ = 200GeV). Not taking into account the eect of systematic uncertainties at all, on
the other hand, would result in limits that are too optimistic by up to a factor of 4. Let us
briey mention that gure 13 illustrates the eect of varying σ for our benchmark analysis
method of modelling the entire non-signal photon count as a power law; implementing instead
the more aggressive modelling based on a power law of the uxes, cf. section 5.2, results
in quantitatively almost identical results.

Our results are thus considerably less sensitive to instrumental uncertainties than what
is familiar from generic DM spectra with a broader shape [7]. Again, the reason is that
we chose an analysis method that is very ecient in singling out sharp spectral features
from an otherwise feature-less ‘background’. Incidentally, this is also the explanation for
why the sidebands in gure 6 have a constant width, almost independent of the DM mass
(as even more clearly visible in gures 12 and 13); we checked that this starts to change
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Figure 13. Impact of varying the level of systematic uncertainty, cf. eq. (5.4), on the CTA sensitivity
to a monochromatic DM signal, expressed as 95% C▷L▷ exclusion limits normalized to the benchmark
result (displayed as black solid line both in gure 6 and here). The light green and yellow bands show
the 1σ and 2σ variance of the expected limit for the benchmark settings (summarized in table 3).

when increasing the level of systematic uncertainty to unrealistically large values σ ≫ 5%,
leading to a broadening of the sidebands at small masses.

In summary, systematic uncertainties dominate the overall uncertainties of the projected
limits up to DM masses of a few TeV, from where statistical uncertainties begin to be
more important. Even for sub-TeV DM masses, however, a mis-modelling of instrumental
eects is not expected to aect limits by more than a factor of ∼2 w.r.t. to our results
presented in gure 6.

8 Conclusions

The Cherenkov Telescope Array Observatory has a great potential to probe thermally produced
DM at TeV energies [7]. Due to its superior energy resolution compared to current gamma-ray
facilities, furthermore, it is expected to be the most sensitive instrument to identify possible
sharp features in gamma-ray spectra at these energies, like monochromatic ‘line’ signals. The
detection of such features would provide smoking-gun evidence for the decay or annihilation of
DM particles, and may in fact reveal decisive information about the underlying microphysical
model that describes these particles.

In this article we have presented a detailed study to estimate the expected sensitivity
of CTA to such distinct spectral features, using up-to-date observational strategies and the
latest IRFs taking into account updated telescope congurations. In particular, our analysis
is based on a 500 hr extensive Galactic Centre survey and 600 hrs of dph galaxy observations.
For the latter, we follow an accompanying CTA consortium paper [113] focusing on DM in
dphs and work under the assumption that these 600 hr of total observation time will be split
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evenly among six dphs, three per hemisphere. We explore the commonly considered case
of a monochromatic signal, originating for example from the loop-suppressed annihilations
of a pair of DM particles into two photons, but also the possibility of more general spectral
shapes that would constitute clear evidence for a DM signal. For the latter, we use two
generic spectral templates that may originate from three-particle nal states including a single
photon (‘virtual internal bremsstrahlung’) and the annihilation of DM into subsequently
decaying mediator particles (‘box’-like spectra), respectively.

In addition to using the latest information related to the CTAO instrument and obser-
vational plans, as well as a rather broad focus on spectral features beyond the commonly
performed ‘line’ searches, this work improves upon previous CTA sensitivity projections
in the following:

• We use state-of-the-art models of the astrophysical gamma-ray background in the GC
that include updated interstellar emission models and three known point sources.

• We perform a range of optimization studies and carefully explore various types of
systematic uncertainties. In particular, we investigate the impact of various DM
density proles, regions of interest and masking, and of background and instrumental
systematics. For the latter, we explicitly add an overall 2▷5% systematic uncertainty,
on top of taking into account correlations in the expected instrumental uncertainties.

• We assess two main variants of the commonly adopted sliding energy window analysis
technique to identify sharp spectral features: i) locally modelling the total simulated
count rate for the (instrumental and astrophysical) background as a simple power law,
and ii) an alternative method in which the astrophysical and instrumental background
components are separated, noting that information about the latter is already contained
in the IRFs; in this case the power law is t to the gamma-ray ux that is then
convoluted with the IRFs and added to the simulated CR counts. The former method is
more conservative and constitutes our default analysis procedure. The second approach
improves DM sensitivity but depends on the IRF model — and serves to illustrate the
potential gain in sensitivity that one may eventually hope for with real data and an
exquisite understanding of the instrument in full operation mode.

Our main results are shown in gure 6. In particular, the CTA sensitivity to spectral line
features is expected to improve upon current limits from ground-based experiments (notably
H.E...) by a factor of ∼ 2 at 1TeV, and by up to one order of magnitude in the multi-TeV
range, which to a large degree is an eect of increased exposure. At high energies, even a
5σ discovery of a signal is conceivable, for DM annihilation cross sections just below current
limits. It should be stressed that a ducial ‘Omega’ conguration of CTAO would allow
a further improvement of the limits by a factor of ∼ 2. As discussed in section 6.1, both
constraining and discovery potential of CTA have profound implications for particle models
of DM at the TeV scale, and we therefore also provide the full binned T, cf. gure 7, to
consistently include the CTA sensitivity to monochromatic DM signals in, e.g., global scans
of the underlying parameter space of such models.

We generally nd that prospects to detect line-like DM signals in dphs are signicantly
suppressed w.r.t. what can be achieved with GC observations (gure 8). On the other
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hand, one should keep in mind that these targets are very robust as far as modelling of
the astrophysical background is concerned. As discussed in section 7.1, they may therefore
still constitute relevant complementary targets to detect monochromatic or similarly sharp
spectral features in case the concentration of the DM density close to the GC turns out to be
very unfavourable. Projected limits on spectral features beyond the simplest possibility of a
monochromatic line, cf. gure 9, also appear very promising. In particular, the sensitivity to
VIB-signals will improve in accordance with what is expected for line signals; for scenarios
where the dominant DM annihilation channel is into a pair of mediator particles, furthermore,
CTA may even be able to test the thermal production of DM for masses up to around 50TeV.

In summary, this study complements ref. [7] on the CTA sensitivity to generic DM signals
from the GC region in two important ways: by focussing on possible DM annihilation channels
that stress the discovery rather than the constraining power of the instrument and, related,
by adopting a very dierent analysis strategy that is specically tailored to identify spectral
(as opposed to spatial) features. The exciting combined message from these two works is that
CTA is guaranteed to close signicant parameter space of thermally produced DM and that,
at the same time, a truly groundbreaking discovery remains in fact a fully viable possibility.
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Figure 14. Energy window sizes ∆ = 2N × σres(E0) for N = 3, 4, 5, where σres(E0) is the energy
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and Innovation (ERI) and wiss National cience Foundation (NF), witzerland; Durham
University, Leverhulme Trust, Liverpool University, University of Leicester, University of
Oxford, Royal ociety, cience and Technology Facilities Council, U.K.; U.. National cience
Foundation, U.. Department of Energy, Argonne National Laboratory, Barnard College,
University of California, University of Chicago, Columbia University, Georgia Institute of
Technology, Institute for Nuclear and Particle Astrophysics (INPAC-MRPI program), Iowa
tate University, the mithsonian Institution, V.V.D. is funded by NF grant AT-1911061,
Washington University McDonnell Center for the pace ciences, The University of Wisconsin
and the Wisconsin Alumni Research Foundation, U..A..

The research leading to these results has received funding from the European Union’s
eventh Framework Programme (FP7/2007-2013) under grant agreements No 262053 and
No 317446. This project is receiving funding from the European Union’s Horizon 2020
research and innovation programs under agreement No 676134.

A Analysis details

A.1 The width of the sliding energy window

For the analysis presented in the main part of this article we adopted a sliding energy window
with a width of ∆ = 8σres(E0) around a signal centered at E0, where σres(E0) is the energy
resolution of CTAO at that energy (as depicted in gure 1). Figure 14 illustrates this choice,
along with the eect of increasing or decreasing ∆ with respect to the energy resolution.

In this appendix we address the question of how to optimize the sliding energy window
size for the purpose of our analysis, i.e. how to chose N in

∆ = 2N × σres(E0) ▷ (A.1)
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Figure 15. Eect of varying the sliding energy window size, cf. gure 14, on the test statistic under
the background-only hypothesis, but with an (arbitrarily normalized) monochromatic DM signal
present in the data. The left and right panel show the case of a monochromatic signal at E0 = 0▷2TeV
and E0 = 100TeV, respectively. The star at N = 4 indicates the value adopted in our analysis. For
N  4 the gradient becomes less steep, such that the increased statistical power in identifying the
signal no longer outweighs the likewise increasing uncertainty connected to the underlying background
modelling (see text for further discussion).

It is clear that the identication of a sharp spectral feature and a power-law background
at lower and higher energies will fail if the analysis window is too small compared to the
energy resolution, i.e. for N  1. In fact, one should expect that the determination of the
background power law will monotonically improve as N is increased, and as a result the
determination of the exact signal normalization should improve as well. In gure 15 we
conrm this expectation by plotting the test statistics under the background-only hypothesis,
but with a monochromatic DM signal present in the data; for illustration, we choose here
a signal at E0 = 0▷2TeV (E0 = 100TeV) in the left (right) panel. Naively, the fact that
T(0) continuously rises with N would then suggest that the optimal analysis approach
is to formally take the N → ∞ limit, i.e. to include the entire energy range observable
by CTAO in the analysis.

However, this would not only be computationally unreasonably expensive — due to
a proliferation of nuisance parameters capturing systematic uncertainties — but is in fact
at odds with the very idea of the sliding energy window technique, which is based on the
assumption of a very simple (power-law) description of the background inside the analysis
window. The point is that by increasing N one will always formally increase the statistical
power to determine the model parameters, while by decreasing N the assumption of a power
law will necessarily improve, thus removing systematic uncertainty and background-model
dependence (mathematically speaking, in the limit N → 0, the assumption of a power-law
background becomes exact). Conversely, for an energy range that is too wide, the simplistic
assumption of a power law will result in unsatisfactory background modelling.

Fortunately, inspection of gure 15 reveals a clear transition between two regimes, which
we use as guiding principle for choosing the ‘optimal’ window size: for N  4, the information
gain from increasing N is still substantial, while for N  4 the T only increases rather
modestly. Recalling that the statistical signicance of the derived limit scales roughly as
TS(0), increasing the sliding energy window further thus hardly aects the limits anymore.
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Figure 16. Median 95%C▷L▷ exclusion limits (black ‘×’) and their 1 σ variance (grey shading) on
the DM annihilation cross section that result from RoIs consisting of individual rings centered on the
GC, with width 0▷5◦ and outer edge at the stated radius. Purple ‘+’ symbols and shadings indicate
the corresponding limits when instead combining all rings up to the stated radius. All limits are based
on a DM mass of mχ = 0▷5 TeV DM and an Einasto prole for the DM distribution.

For N  4, furthermore, a power law can still be expected to describe the actual background
very well (see also appendix A.3). We nd a qualitatively very similar behaviour across the
entire range of observable energies, and that the exact choice of N ≈ 4 has only a minor
impact. Let us note that similar criteria to determine the optimal window size have been
adopted before, e.g. in ref. [121] in terms of the relative change directly in the expected DM
limit, rather than a change in T(0), when allowing for generic deviations of some ducial
background model from the power-law assumption used in the analysis.

A.2 Choosing the Galactic centre region of interest

For our analysis, as illustrated in gure 4, we consider a spherical RoI with radius 2◦ centered
on the GC. In this appendix we motivate this choice. For this purpose, we show in gure 16
how individual rings contribute to the constraining power of the analysis. As expected, the
sensitivity monotonically increases (purple band) with the total size of the RoI — but it is
also clear that it saturates relatively quickly. This is because the constraining power from
the individual rings deteriorates when going to larger radii. Three eects are responsible
for this behaviour: i) an increased background (or noise) photon count due to the larger
area of outer rings, ii) a J-factor that slightly decreases beyond about 2◦, see also table 1,
and iii) a decreased CTAO exposure further away from the GC, beyond about 2◦, given the
adopted observational strategy. On the other hand, similar to the discussion in appendix A.1,
it is desirable to keep the RoI small in order to minimize systematic uncertainties in our
background modelling.
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Figure 16 is based on an Einasto prole and a DM mass of mχ = 0▷5TeV, but we
note that other proles or DM masses result in a qualitatively very similar behaviour. In
particular, increasing the size of the RoI beyond 2 degrees hardly impacts the sensitivity in
any of the cases we have considered. In our analysis, we hence x for simplicity the GC RoI
to 2◦ for all masses and over all energies (for the case of dphs we choose 0▷5◦, following
an analogous reasoning). We note that already a simple /N analysis arrives at a similar
conclusion, namely that for GC line searches it is favourable to focus on RoIs with a scale
of the order of a few degrees [143].

Let us nally mention that a corresponding /N optimization can also be performed for
the masking, with  (N) denoted as µχ (µχ + µbg) in section 5.3, resulting in the hourglass
shapes shown in gure 11. In this case, however, we nd that the /N ratio only has a
rather weak dependence on the opening angle θ, so the exact value of θ does not aect
our analysis in any appreciable way.

A.3 Asimov Dataset vs. Monte Carlo realizations

In this appendix we derive our analytic estimates of the median and the variance of the
sensitivity limits, based on evaluating the Asimov data set, and verify these estimates by
direct comparison to MC simulations. The dening property of the Asimov data set A is
that its best-t parameter values coincide with the true model parameter values realized in
nature (or taken as input values for MC simulations). This implies

LA(ν̂, θ̂) = LA(νtrue,θtrue) , (A.2)

where νtrue is the true signal strength and θtrue are the values of all nuisance parameters.
In eq. (5.7) we introduced the standard log-likelihood test statistic T(ν) as a function

of the hypothesized signal strength ν, for any given data set. Under the Wald approximation,
T takes the form of a parabola around the best-t value. For a signal strength that is
physically constrained to be non-negative (i.e. ν ≥ 0), the likelihood then takes the form
of a truncated Gaussian, with [136]

T(ν) ≃ q̃ν ≡





ν2

σ2
A
− 2ν̂ν

σ2
A

ν ≥ ν̂ & ν̂ < 0
(ν−ν̂)2
σ2
A

ν ≥ ν̂ & ν̂ ≥ 0

0 ν < ν̂

, (A.3)

where the standard deviation σA is to a very good accuracy independent of the best-t
value ν̂. In practice, we can most easily extract σA by evaluating the above equation on
an Asimov data set without signal, for which ν̂ = 0, resulting in σA = ν


q̃A,0
ν

−1◁2 for any
given value of ν. We further note that an alternative way of stating eq. (A.3) is by formally
solving for the assumed signal strength,

ν =




ν̂ +

√
ν̂2 + ν̄2 ν̂ < 0

ν̂ + ν̄ ν̂ ≥ 0
, (A.4)

where we have introduced ν̄ ≡ √
q̃νσA.

– 40 –



J
C
A
P
0
7
(
2
0
2
4
)
0
4
7

Let us now consider the case with no signal, i.e. νtrue = 0. The best-t value ν̂

in any given dataset is then still a random variable, distributed according to a normal
distribution f ν̂ = N (0,σA) with variance σA. The value of ν that produces a given value of q̃ν
(e.g. q̃ν = 2▷71 for a 95%upper limit) thus also becomes a random variable, with distribution11

fν
q̃ν = 1√

2πσA





1
2


1 + ν̄2

ν2


exp


−


1
2ν−

ν̄2
2ν −ν̄

2

2σ2
A


 ν̂ < 0

exp

− (ν−ν̄)2

2σ2
A


ν̂ ≥ 0

▷ (A.5)

Note that the required signal strength to set an upper limit based on the best-t value ν̂

thus has an asymmetric distribution, as a direct consequence of the constraint ν ≥ 0. For
comparison, the distribution of upper limits for an unconstrained signal strength would
simply be

fν
qν = N (ν̄,σA) , (A.6)

i.e. as in the second line of eq. (A.5) but without the restriction to ν̂ ≥ 0.
An important implication of an asymmetric distribution is the appearance of asymmetric

sidebands that describe the variance of the expected limits. Recalling that ν̂ follows a
normal distribution with ⟨ν̂⟩ = 0, we can directly read o the ‘Nσ-bands’ of fν

q̃ν from
eq. (A.4). Namely, we expect the limit on the signal strength as derived from a given data
realization to lie within

ν ∈

⟨ν⟩ −∆ν−, ⟨ν⟩+∆ν+


, (A.7)

where

⟨ν⟩ = ν̄ , (A.8)
∆ν+ = NσA , (A.9)

∆ν− = −NσA +

(NσA)2 + ν̄2 − ν̄ ▷ (A.10)

To conrm the validity of our analytic expressions based on the Asimov data set, we
computed the upper limit on the signal strength at 95%C▷L▷ for 1000 MC data sets. These
sets were generated as Poisson realizations of a power law with a spectral index of −2▷4
and normalized to the total photon count of a GC simulation. In the left panel of gure 17,
we show the median as well as 1 σ and 2σ sidebands of these limits.12 For comparison, we
also show these quantities as computed from eqs. (A.8)–(A.10), with σA estimated from the
Asimov data set as σA = ν


q̃A,0
ν

−1◁2 for various pairs of (ν, q̃ν) and q̃ν = T(ν) as given
11One can derive this relation by using the fact ν in eq. (A.4) is a monotonically increasing function of ν̂. This

implies that their cumulative distributions must agree, F ν
q̃ν (ν) ≡

 ν

0 dν′fν
q̃ν (ν

′) !=
 ν̂(ν)
ν̂(0) dν̂′f ν̂(ν̂′) ≡ F ν̂(ν̂(ν)),

where ν̂(ν) is the inverse of eq. (A.4). Therefore, fν
q̃ν (ν) = dF ν

q̃ν (ν)◁dν = dF ν̂(ν̂(ν))◁dν = f(ν̂(ν)) · d(ν̂(ν))◁dν,
from which eq. (A.5) directly follows.

12The precision to which one can determine quantiles for the distribution of constraints is limited by the
bin size. In order to stress this aspect, we refrain from interpolating between bins, and instead quote the
percentage of the distribution that is covered by entire bins (closest to 1σ and 2σ bands, respectively).
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Figure 17. Left. Median and variance of upper limits (UL) from 1000 MC simulations (light dashed
line and hatched areas) and analytic expressions based on the Asimov data set (solid black line and
colored areas). Right. The solid line shows the distribution fν

q̃ν of 95% upper limits as given in
eq. (A.5), for mχ = 1▷6TeV, and the histogram shows the same quantity as derived from eq. (5.8)
used on MC data. As explained in the text, the skewness of the distribution is due to non-negative
signals, ν≥0. Hatched bands show 68% and 95% quantiles of the MC simulations, respectably, while
green and yellow areas show the corresponding quantities based on eqs. (A.9), (A.10). The dashed line,
nally, corresponds to the distribution expected for an unconstrained signal strength parameter; here,
the region colored in red indicates limits that are more than 2σ smaller than the mean expectation..

in eq. (5.7); here, the Asimov data set is treated as an ‘MC toy’ without any statistical
uctuations. Clearly, the agreement is excellent.

In the right panel of gure 17, we compare the distribution of 95% upper limits found in
the MC simulations (histograms) to the analytical expression in eq. (A.5) (solid line), for
a DM signal located at mχ = 1▷6TeV. The skewness of the distributions is clearly visible
and, again, the agreement is very good. For comparison, we also show with dashed lines
the very dierent distribution that would result if the signal normalization could also be
negative, i.e. eq. (A.6). The area outside the 95%C▷L▷ of this distribution (marked in red)
would in fact only cover negative signal normalizations.

A.4 Systematic uncertainty

In this appendix we discuss i) the overall level of uncertainty and ii) the form of the covariance
(or correlation) matrix Σii′ introduced in eq. (5.4). tarting with the latter, we recall that
this quantity is needed to account for systematic uncertainties due to noise correlations,
cf. the likelihoods in eqs. (5.5), (5.6) that we use in our analysis. We start from the energy
response matrix Mij , which is contained in the IRF in the form of a 2-dimensional histogram
describing the likelihood to reconstruct an energy (bin) i as a function of true energy j,
and normalize it as Mij ≡ Mij◁


k Mkj . We then generate random noise vectors ϵ, with

each of the components ϵi drawn from a normal distribution N(0,σ) with variance σ, and
convolute them with the normalized energy response matrix to give ϵ̃ ≡ Mϵ. We work
under the assumption that observed photon counts η are subject to intrinsic uctuations
due to such Gaussian uctuations, i.e. that they can be modelled as η = ⟨η⟩ + ϵ̃. The
covariance matrix thus becomes

Σ(η,η) ≡

(η − ⟨η⟩)(η − ⟨η⟩)T


= M⟨ϵ, ϵT ⟩MT = σ2 M MT , (A.11)
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Figure 18. Left. The covariance matrix of Gaussian noise convoluted with the energy response
matrix of CTAO, rescaled by the variance σ of the noise. Photon energy bins i, j are centered around
the true mean energy E0, which for the purpose of this plot we set to E0 = 0▷5TeV, and stated in units
of the energy resolution σres(E0) shown in gure 1. Right. The solid black line shows the center bin of
the rescaled covariance matrix, Σ◁σ2 = MMT , and the red line is the best-t normal distribution to
approximate this function, with variance σc = 1▷44. For comparison, thin black lines show (MMT )ij
for xed bins i that do not correspond to the central energy bin E0.

which we show as a contour plot in the left panel of gure 18. For the purpose of this gure,
we choose a central ‘pivot’ energy E0 = 0▷5TeV to dene bins i = 0 and j = 0.

In the right panel of the gure we directly plot (M MT )ij as a function of Energy Ej ,
for various discrete choices of Ei. We highlight (solid black line) the central bin distribution,
i.e. Ei = E0. As illustrated by the red line, the correlation matrix is very well tted by a
Gaussian, in this case with variance of σc = 1▷46 expressed in units of the energy resolution
σres(E0) at energy E0. We nd that the best-t value of this dimensionless variance only
varies by an amount of the order of 10% when considering dierent energies. uch variations
do not have any signicant impact on our sensitivity results, motivating us to consistently
x the correlation length at 1▷5 × σres as stated in eq. (5.4).

We note in passing that the treatment of systematic uncertainties described here is
complementary to the focus on mostly spatial correlations in the template tting adopted
in ref. [7]. That analysis, in particular, is tailored to spatial pixels of the order of the PF
and energy bins somewhat larger than the energy resolution; in our analysis, on the other
hand, the spatial bins are much larger than the PF, and the energy bins are signicantly
smaller than the energy resolution.

Let us now turn to the overall systematic uncertainty. As described in section 5.3,
we choose a value of 2.5% for this quantity in order to correct for the fact that the test
statistic, T(ν), will realistically speaking not exactly follow the 1

2χ
2
1 distribution one expects

if all signal (and background) components are modelled perfectly. Here we motivate this
choice by computing the 95% quantile of the T(0) distribution from a set of 300 dedicated
MC simulations of the GC analysis. In gure 19 we show the result for the two dierent
background models described in section 5.2, as a function of the monochromatic signal energy
E0. Concretely, these two models are given by a power law directly on the counts (blue)
and a power law on the ‘intrinsic’ gamma ray spectrum (orange) that only afterwards is
convoluted with the IRFs, respectively. Dotted lines show the results without including
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Figure 19. The value of the test statistic that is necessary to establish a 95% upper exclusion
limit for the two dierent background models described in the main text, for an assumed signal at
energy E0. These models describe, respectively, a power law on the total counts (blue) and only on
the intrinsic gamma-ray spectrum (orange), which then is convoluted with the IRFs. Dotted lines
show these values without assuming any systematic uncertainty in the analysis, while solid lines show
the eect of adding an overall systematic uncertainty σ at the indicated level. For comparison, the
black dashed line shows the value expected for a 1

2χ
2
1 distribution. Results are based on 300 MC toy

simulations of the GC survey.

any systematic uncertainty, parameterized by the ηi in the construction of the likelihoods
outlined in section 5.3, while solid lines show the eect of adding systematic uncertainty
at the indicated level.

Compared to the expectation for a 1
2χ

2
1 distribution, namely a at value of 2▷71, one

can clearly identify several deviations. These can be traced back to the fact that the power-
law assumption of the background is not perfect. Adding some level of overall systematic
uncertainty to each of the counts smears out local deviations from a simple power law and
therefore, as also clearly visible in the gure, leads to a reduction of these deviations. In other
words, the larger the assumed statistical uncertainty, the more does the test statistic follow
a 1

2χ
2
1 distribution (which we assume in the analysis, see also appendix A.3). As expected,

modelling only the intrinsic gamma-ray background as a power law (orange) provides a
signicantly better description of the counts. This, however, rests on the assumption of
essentially perfect IRF modelling — which clearly is challenging to achieve in practice. Our
benchmark analysis strategy therefore consists in being much more agnostic and instead
modelling the total counts as a power law (blue). This leads to several deviations, most
notably at ∼ 5TeV, where dierent spectral cuts in the transition region between MTs
and Ts are expected to give rise to sharp variations in the spectrum (see also gure 4,
right panel). We consider it sucient to mitigate these deviations by introducing an overall
uncertainty of σ = 0▷025, resulting in a T distribution that only shows signicant ( 4σ)
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deviations around the mentioned ∼ 5TeV feature (which could be addressed by a dedicated
treatment in the presence of real data). We also note that even an extremely conservative
choice of σ = 0▷05 would at most decrease the estimated sensitivity by a factor of 2 at the
lowest DM masses, cf. gure 13 in the main text.
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