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We report on a combination of experimental and theoretical investigations into the structure of elec-
tronically excited para-benzoquinone (pBQ). Here synchrotron photoabsorption measurements are
reported over the 4.0–10.8 eV range. The higher resolution obtained reveals previously unresolved
pBQ spectral features. Time-dependent density functional theory calculations are used to interpret
the spectrum and resolve discrepancies relating to the interpretation of the Rydberg progressions.
Electron-impact energy loss experiments are also reported. These are combined with elastic electron
scattering cross section calculations performed within the framework of the independent atom model–
screening corrected additivity rule plus interference (IAM-SCAR + I) method to derive differential
cross sections for electronic excitation of key spectral bands. A generalized oscillator strength analysis
is also performed, with the obtained results demonstrating that a cohesive and reliable quantum chem-
ical structure and cross section framework has been established. Within this context, we also discuss
some issues associated with the development of a minimal orbital basis for the single configuration
interaction strategy to be used for our high-level low-energy electron scattering calculations that will
be carried out as a subsequent step in this joint experimental and theoretical investigation. Published
by AIP Publishing. [http://dx.doi.org/10.1063/1.4982940]

I. INTRODUCTION

With an increasing demand for energy, global challenges
relating to obtaining and storing energy in a sustainable man-
ner are of significance. Understanding and mimicking nature
might facilitate advances that may help address these chal-
lenges. Oxygenic photosynthesis, where H2O and CO2 are
converted into sugars and O2, represents the primary energy
conversion process on earth.1 Deepening our understanding of
such photosynthetic pathways may therefore drive innovation
in photovoltaics and photocatalysis,2 and also facilitate the
creation of hybrid photo-bioelectrochemical technologies.3

Within the electron transport chain of photosynthesis and cel-
lular respiration, quinones are an important molecular subunit
as they are able to undergo reversible reduction. They are

a)Authors to whom correspondence should be addressed. Electronic ad-
dresses: darryl.jones@flinders.edu.au, plimaovieira@fct.unl.pt, and
maplima@ifi.unicamp.br

therefore showing potential as a sustainable, low-cost mate-
rial for energy applications.4,5 Quinone derivatives are known
to form in the combustion of fuels,6 and their presence has
been observed in air particulate samples within urban envi-
ronments. A thorough understanding of quinone’s electronic
structure, and the role it plays in photon and electron chem-
istry, is therefore important in establishing innovative tech-
nologies that utilise quinone properties. This further improves
our understanding of the sources and sinks, and potential envi-
ronmental implications, of quinones and quinone-derivatives
in the atmosphere.

para-benzoquinone (pBQ, 1,4-benzoquinone, C6H4O2,
see Fig. 1) is the simplest quinone and has therefore served
as a prototypical structure for understanding these complex
chemical processes. The spectroscopy of pBQ has been con-
troversial, owing to a large number of closely lying states. This
has made quinone the subject of numerous investigations, with
a review of its spectroscopy having been given by Itoh,7 and
more recently by Ómarsson and Ingólfsson.8 There have also
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FIG. 1. Schematic representation of para-benzoquinone (pBQ,1,4-benzoqui-
none).

been photoelectron,9–12 Penning ionization,13 and matrix iso-
lation14 studies to provide insights into the cationic structure of
pBQ, and resolve the energetic ordering of the closely lying 4-
outermost orbitals [the symmetric and asymmetric O(2p) lone
electron pairs, and two π -bonding orbitals]. It is now estab-
lished that the orbital ordering is 4b3g (nO) > 5b2u (nO) > 1b1g

(π) > 2b3u (π). The gas-phase photoabsorption spectrum in the
visible15–17 and UV18–20 spectral regions has been extensively
studied. In the vacuum ultraviolet (VUV) range, there is only a
low resolution study by Brint et al.,21 although the VUV spec-
tra for pBQ have also been studied in various solutions.22 In
the VUV region, pBQ showed an extensive Rydberg structure.
The Rydberg structures of pBQ and substituted pBQ have been
analysed by Brint and co-workers21,23 using a quantum defect
approach, but they restricted their analysis to ketonic excitation
from the HOMO. Pou-Amérigo et al.24 performed complete
active space self-consistent field (CASSCF) theory and multi-
configurational second order perturbation theory (CASPT2)
calculations for pBQ. They then proposed alternative Rydberg
assignments considering both ketonic and aromatic contri-
butions. Weber and colleagues25 also performed calculations
at the CASSCF and CASPT2 levels, with their results sup-
porting the assertion that both ketonic and aromatic orbitals
may participate in the pBQ Rydberg series. A high resolu-
tion re-investigation of the Rydberg behaviour of pBQ, such
as we report here, is therefore desirable. There have also
been recent investigations into understanding the dynamics
of photochemical processes in pBQ.26

From the electron scattering viewpoint, most studies have
focused on electron attachment and resonances.27–29 Allan30,31

has also performed transmission electron impact energy loss
spectra measurements to gain insights into attachment and
excitation processes. Further, the dynamics of the electron
impact ionization of pBQ have been recently investigated.32

In the present contribution, we report a high resolution
synchrotron photoabsorption spectrum of pBQ. This is com-
plemented by new electron energy loss spectra (EELSs) mea-
surements. Intermediate-energy electron-impact differential
scattering cross sections obtained using the independent atom
model–screening corrected additivity rule plus interference
(IAM-SCAR + I) method are also reported, and combined with
a generalised oscillator strength (GOS) analysis. The experi-
mental work is supplemented by theoretical calculations that
are performed at the time-dependent density functional the-
ory (TD-DFT) and full-single configuration interaction (FSCI)
levels. This combination of experimental and theoretical tech-
niques provides a contemporary re-investigation of the elec-
tronic structure of para-benzoquinone up to the first ioniza-
tion potential. The higher resolution obtained in the present
photoabsorption measurements, and the improved theoreti-
cal descriptions, allows us to observe previously unresolved

features, and revise assignments relating to the interpretation
of pBQ’s spectroscopy.

As an extension of this work, we are also aiming to per-
form electron scattering cross section calculations for pBQ
using the Schwinger multichannel method with pseudopo-
tentials (SMCPPs).33 Here it is important to realise that this
multichannel calculation for pBQ represents a significant com-
putational challenge. With the quality of calculated electron
scattering cross sections being inherently linked to how accu-
rately the targets’ electronic structure is described,34–37 the
ability to determine a minimal orbital basis-single config-
uration interaction framework for the calculations, that is
both computationally tractable and can appropriately describe
the target structure, remains a crucial step towards a proper
description of the scattering processes. An additional rationale
for our current investigation is therefore to assess the feasibility
of developing a minimum orbital basis for a single configura-
tion interaction (MOB-SCI) strategy that is suitable for the
foreshadowed sophisticated electron scattering calculations
with the SMCPP method.

The outline of our paper is as follows. In Section II, we
briefly describe the details of our experimental procedures
and theoretical calculations, with our results being presented
and discussed in Section III. Finally, in Section IV, some
conclusions from this work are summarised.

II. METHODS

The high-resolution VUV photoabsorption spectrum of
pBQ (Fig. 2(a)) was measured at the ASTRID2 storage ring at
Aarhus University, Denmark, using the AU-UV beam line. The
experimental setup has been described in detail elsewhere,38

with some modifications being reported recently.39 Briefly,
the hot gas cell, which allows moderate (up to 80 ◦C) heat-
ing of a sample during measurement, is fitted with a heated 1
Torr full scale Baratron capacitance manometer (Setra model
774). To ensure that the data are free of any saturation effects,
the absorption cross sections were measured at an appropriate
pressure in the range 0.02–0.30 mbar, with typical attenuations
of less than 40%. The light exits the absorption cell through a

FIG. 2. (a) The measured photoabsorption spectrum and (b) high-resolution
electron energy loss spectrum of pBQ (1,4-benzoquinone). The EELS spec-
trum was measured using an incident electron energy of E0 = 40 eV, while the
scattering angle was θ = 10◦. Appropriate band labels (I-V) are also denoted.
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MgF2 window, which sets the lower limit of detectable light
to 115 nm. A small gap between the photo-multiplier tube
(PMT) detector and the absorption cell is evacuated using a
scroll pump for measurements below 200 nm. Above 220 nm,
air is allowed into this gap to let oxygen absorb higher orders
of light (at half the chosen wavelength) which may be pass-
ing through the cell. Therefore photoabsorption measurements
can be safely performed with spectrally pure radiation in the
wavelength range 115 nm–340 nm. Absolute photoabsorption
cross sections (σ in units of Mb ≡ 10�18 cm2) are obtained
using the Beer-Lambert attenuation law I t = I0 exp (�nσx),
where I t is the radiation intensity transmitted through the gas
sample, I0 is that through the evacuated cell, n is the molecular
number density of the sample gas, σ is the absolute photoab-
sorption cross section, and x is the absorption path length (15.5
cm). ASTRID2 is operated in a “top-up” mode, keeping the
stored electron beam current (and thus the intensity for a given
wavelength) quasi-constant, which is achieved by adding small
amounts of current to the storage ring to make up for the con-
stant beam decay. This procedure causes the beam current to
vary by about 3% during a scan, with this effect being com-
pensated for by a normalization of the data to an accurately
determined beam current. The accuracy of the cross section
is estimated to be better than ±5%. Only when absorption by
the sample is very weak (I0 ≈ I t), does the error increase as a
percentage of the measured cross section.

Electron energy loss spectra (EELSs) have been obtained
on two electron-scattering spectrometers that have both been
described previously.40,41 The first is a high-resolution spec-
trometer [∆E∼ 90 meV (FWHM)]40 that operates at low-
incident electron energies, while the second is a (e, 2e) coin-
cidence spectrometer41 that is operated in an intermediate-
impact energy, low-resolution EELS mode [∆E∼ 1.1 eV
(FWHM)]. To obtain electron energy loss spectra, the inci-
dent electron energy, E0, and scattering angle, θ, are fixed.
We then record the number of electrons detected in the anal-
yser, while continuously scanning over a range of scattered
electron energies, Es. The energy loss is then determined
through,

ELoss = E0 − Es. (1)

A high resolution EELS has been obtained (Fig. 2(b)) with an
impact energy of E0 = 40 eV and a small scattered electron
angle θ = 10◦. At an intermediate impact energy, E0 = 250
eV, EELSs have also been obtained at discrete angles in the
θ = 4◦–50◦ range. Inelastic differential cross sections (DCSs)
are then derived from the measured inelastic to elastic scat-
tering feature intensity ratio. Here the absolute scale of the
elastic DCS is obtained through an independent atom model–
screening corrected additivity rule calculation42,43 with an
interference term correction44 (IAM-SCAR + I). The IAM-
SCAR approach has typically produced reliable elastic scat-
tering differential scattering cross sections at energies greater
than 50 eV, and above 20 eV in some cases,34,45–47 with the
inclusion of the interference term expected to further improve
the performance and expand the energy range where this
approach is valid.35,44 We use this method here as to our knowl-
edge no other experimental or theoretical elastic DCSs for pBQ
are currently available at this intermediate impact energy. By

employing the IAM-SCAR + I elastic scattering cross sec-
tions with the measured inelastic to elastic scattering intensity
ratio, we are able to obtain DCS for the inelastic electron
impact excitation processes. Our experience with the IAM-
SCAR approach48 suggests that the IAM-SCAR + I method
should reproduce experimental elastic scattering DCS data to
within 10%, with this level of uncertainty in the elastic scatter-
ing data being incorporated into the reported DCS for electron
impact excitation.

Generalised oscillator strengths (GOSs) are derived from
the experimental DCSs using the standard formula.49 For the
dipole allowed excitations, the experimental GOS as a func-
tion of the momentum transferred during the collision squared
(K2) can be fitted with the analytic functional form proposed
by Vriens.50 As the GOS converges to the optical oscillator
strength (OOS) in the limit, K2 → 0 a.u., the fitting func-
tions are used to derive an experimental OOS. While the
impact energy of 250 eV is perhaps below that required to
reach the optical limit, this approach has provided reasonable
OOS for other molecules in the past.36,51–54 Full details and an
overview of this method are contained in the recent review by
Tanaka et al.55

In order to interpret our measured spectra, quantum chem-
ical calculations were also performed. Here the geometry of
pBQ was optimised at the B3LYP/aug-cc-pVDZ level.56–58

These calculations are undertaken with the quinone molecule
being contained in the yz-plane, with the oxygen atoms located
on the z-axis. This orientation (and state assignments) is con-
sistent with recent investigations,24,25 but differs from ear-
lier studies.18,19 Time-dependent density functional theory59,60

calculations were then performed at the B3LYP/aug-cc-pVDZ
level to assist in the assignment of the photoabsorption
spectrum. All of these calculations were performed in
Gaussian 09.61

With a view to performing extensive electron scattering
calculations within the minimal orbital basis for single config-
uration interaction (MOBSCI) framework, we first calculate
the electronic structure of pBQ at the full single–excitation
configuration interaction (FSCI) level of approximation. The
FSCI calculations were performed using a 5s5p2d Cartesian
Gaussian basis set, and also with an extended form of that
basis that included additional diffuse p-type functions on the
C and O atoms (5s6p2d). Here 49 states (26 triplets and 23
singlets) were obtained below 10 eV with the smaller basis,
which increased to 57 states (31 triplets and 26 singlets) below
10 eV with the basis set extension. In this case, we observed
that the calculated excitation energies for the low-lying states
were quite similar for the two basis sets. As the excitation
energy increases, the larger basis set increases the density of
recovered states. This causes some deviations in the excitation
energies, energetic ordering, and dominant orbital configu-
rations contributions for those states, between the two FSCI
calculations.

III. RESULTS

The measured synchrotron VUV photoabsorption spec-
trum and high resolution electron energy loss spectrum
(EELS) are presented in Fig. 2. As the incident electron
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TABLE I. Experimental and selected theoretically derived excitation energies (eV) and optical oscillator strengths for the singlet states of pBQ.

EELS
TD-DFT FSCI/5s5p2d FSCI/5s6p2d CASPT225 Photoabsorption21

Expt. band Energy State Energy f0 Dominant configuration Energy f0 Energy f0 Energy f0 Energy f0

0 1B1g 2.49 0 (4b3g)�1 (2b2g) 4.06 0.000 4.06 0.000 2.39 . . .
1Au 2.68 0 (5b2u)�1 (2b2g) 4.25 0.000 4.25 0.000 2.43 . . .

I 4.3 1B3g 3.80 0 (1b1g)�1 (2b2g) 5.15 0.000 5.15 0.000 4.01 . . . 4.091 0.005

II 5.38-5.70 1B1u 4.88 0.314 (2b3u)�1 (2b2g) 6.38 1.070 6.38 1.070 5.09 0.636 5.083 0.44
1B3u 5.38 0.001 (4b3g)�1 (1au) 4.91 0.0004

III 6.4 1B2u 6.90 0.014 (5b2u)�1 (9ag) 6.83 0.012

IV 7.3-8.3 1B1u 7.05 0.076 (4b3g)�1 (6b2u) 7.07 0.026
1B3u 7.15 0.006 (7b1u)�1 (2b2g) 8.31 0.036 8.25 0.079
1B1u 7.24 0.546 (1b1g)�1 (1au) 8.63 0.626 8.59 0.611 7.18 0.693 7.067 0.81
1B2u 7.49 0.248 (1b1g)�1 (3b3u) 9.49 0.317 8.97 0.162
1B3u 7.56 0.033 (2b3u)�1(9ag) 8.43 0.100 9.11 0.016 7.76 0.037
1B1u 8.02 0.019 (1b3u)�1 (2b2g)
1B1u 8.26 0.010 (5b2u)�1 (5b3g) 7.81 0.044

V 9-10.2 1B2u 8.90 0.010 (1b1g)�1 (4b3u) 8.39 0.018
1B2u 9.03 0.033 (4b3g)�1 (9b1u)
1B2u 9.35 0.055 (1b2g)�1 (1au)
1B1u 9.40 0.176 (4b3g)�1 (8b2u)
1B2u 9.53 0.095 (4b3g)�1 (10b1u)
1B3u 9.58 0.066 (2b3u)�1 (11ag)
1B1u 9.64 0.012 (4b3g)�1 (9b2u)
1B1u 9.66 0.012 (2b3u)�1 (3b2g)

energy is 40 eV, and the scattering angle is small (θ = 10◦),
the EELS is dominated by dipole allowed transitions, such
that it strongly mimics the photoabsorption spectrum. It is
clear that the photoabsorption resolution is superior to that
obtained in the electron scattering experiment, and over the
previous photoabsorption measurement by Brint et al.21

Qualitatively, the gross features observed in all the spectra

are similar, although the lower resolution in the EELS leaves
the intense Rydberg features seen in the photoabsorption
spectrum unresolved. To help interpret our measured spec-
tra, results from our quantum chemical calculations for
the singlet-states are summarised in Table I. We have also
calculated triplet state excitation energies, and these are
contained in Table II.

TABLE II. Theoretical triplet state excitation energies (eV) of para-benzoquinone.

Experimental Excitation
TD-DFT

FSCI/5s5p2d FSCI/5s6p2d

feature energy State Energy Dominant configuration Energy Energy

Band 0 3B1g 2.00 (4b3g)�1 (2b2g) 3.37 3.37
3Au 2.17 (5b2u)�1 (2b2g) 3.55 3.55
3B1u 2.43 (2b3u)�1 (2b2g) 2.44 2.44
3B3g 2.76 (1b1g)�1 (2b2g) 2.71 2.71

Band I 4.3 3B1u 4.88 (1b1g)�1 (1au) 4.82 4.82
3Ag 4.95 (1b2g)�1 (2b2g) 4.65 4.65

Band II 5.38-5.70 3B3u 5.16 (4b3g)�1 (1au) 7.56 7.56
3B2g 5.44 (5b2u)�1 (1au) 7.40 7.40
3B1g 5.60 (3b3g)�1 (2b2g) 7.42 7.42
3B3g 5.78 (2b3u)�1(1au) 7.74 7.73
3Au 5.92 (4b3g)�1 (3b3u)

Band III 6.4 3B2g 6.14 (8ag)�1 (2b2g)
3B1g 6.29 (5b2u)�1 (3b3u) 7.92 7.89
3B1u 6.42 (1b3u)�1 (2b2g)
3B3u 6.53 (7b1u)�1 (2b2g)
3B3g 6.64 (4b3g)�1 (9ag)
3B2u 6.76 (1b1g)�1 (3b3u) 8.63 8.58
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FIG. 3. Photoabsorption spectrum of pBQ in the 4.0–4.9 eV energy region
(Band I).

A. Low lying electronic states (<4.0 eV)

pBQ has a number of low-lying singlet and triplet states.
These states are not examined experimentally in the present
investigation, but we briefly comment on them to provide a
complete overview on the electronic structure of pBQ up to
the first ionization potential. In the case of the singlet states,
transitions to these states from the ground state are symmetry-
forbidden, but can gain some intensity through vibronic cou-
pling. These states lie in the visible region and have been
studied previously.15 Excitation to these states is particu-
larly weak, and we do not observe any significant intensity
in the EELS measured for E0 = 40 eV and θ = 10◦. Con-
stant residual-energy electron impact energy loss spectra have
been measured by Allan,30 with these spectra revealing the
existence of low-lying triplet states with excitation energy of
∼3 eV. Our TD-DFT calculations support the existence of 4
low-lying triplet states in this region. The FSCI calculations
also support 4 low-lying triplet states existing in this band.

TABLE III. Prominent experimental features observed in the photoabsorption spectrum in the 4.0-4.9 eV range,
Band I. Here we tentatively assign vibrational progressions based on the vibrational analysis of the ground and
excited states performed by Weber et al.,25 using the origin 4.067 eV proposed by Trommsdorff;19 (w) weak
feature; (s) shoulder; (b) broad. Progressions with unclear origins are labeled pi. Unassigned sequence transitions
are labelled s1

1. Ground state vibrational frequencies: ν5(ag) = 0.095 eV; ν6(ag) = 0.055 eV; ν17(b2u) = 0.380 eV;
ν18 (b2u) = 0.197 eV; ν20 (b2u) = 0.132 eV; ν26 (b3u) = 0.011 eV.

Energy (eV) Assignment Energy (eV) Assignment Energy (eV) Assignment

4.036 50
1261

061
0 4.409 261

066
0 4.668 p36n+3

i
4.054 260

160
0s1

1 4.414 201
064

0 4.681 p56n+1
i

4.058 260
160

0 4.419 (s) p26n+1
i 4.687 201

069
0

4.085 261
060

0 4.435(s) 260
167

0 4.692(bs) p26n+6
i

4.091 50
1261

062
0 4.439 171

060
0 4.698 p46n+2

i
4.108 260

161
0s1

1 4.445 181
063

0 4.705(bs) 260
1612

0
4.111 260

161
0 4.464(s) 261

067
0 4.711(b) 171

065
0

4.139 261
061

0 4.468 201
065

0 4.716 181
068

0
4.145 50

1261
063

0 4.473 p26n+2
i 4.723 p36n+4

i
4.151 4.481 4.736 p56n+2

i
4.162(s) 260

162
0s1

1 4.487(s) 260
168

0 4.741 201
0610

0
4.166 260

162
0 4.494 171

061
0 4.745 p26n+7

i
4.193 261

062
0 4.499 181

064
0 4.752 p46n+3

i
4.196 201

060
0 4.517(s) 261

068
0 4.765(b) 171

066
0

4.204(s) 4.522 201
066

0 4.771 181
069

0
4.215(s) 260

163
0s1

1 4.528 p26n+3
i 4.782

4.220 260
163

0 4.542(s) 260
169

0 4.789 p56n+3
i

4.246(s) 261
063

0 4.548 171
062

0 4.794 201
0611

0
4.250 201

061
0 4.553 181

065
0 4.800 p26n+8

i
4.268(s) 260

164
0s1

1 4.558 p36n
i 4.819 171

067
0

4.275 260
164

0 4.578(b) 201
067

0 4.826(bs) 181
0610

0
4.278 181

060
0 4.584 p26n+4

i 4.830
4.300(s) 261

064
0 4.591 p46n

i 4.837(b)
4.305 201

062
0 4.597 260

1610
0 4.843

4.322(s) 260
165

0s1
1 4.603 171

063
0 4.849 (s)

4.329(s) 260
165

0 4.607 181
066

0 4.855 (b)
4.334 181

061
0 4.613(s) p36n+1

i 4.866 (b)
4.342(w) p16n

i 4.626(s) p56n
i 4.874 (b)

4.355 261
065

0 4.633 201
068

0 4.879 (s)
4.360 201

063
0 4.639(b) p26n+5

i 4.885
4.364(s) p26n

i 4.644(b) p46n+1
i

4.383(s) 260
166

0 4.652(s) 260
1611

0
4.389 181

062
0 4.656 171

064
0

4.398(w) p16n+1
i 4.661 181

067
0
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B. Band I (4.0–4.9 eV and 310–253 nm)

The photoabsorption spectrum in the 4.0-4.9 eV energy
region is presented in Figure 3, and the proposed assignments
are summarised in Table III. The key features within this
band have been studied by Sadô18 and Trommsdorff and col-
leagues.19,20 The (0-0) origin band is not pronounced in the
spectrum, although through a consideration of chloro-quinone
derivatives, Trommsdorff19 has estimated the pBQ origin to
be at 4.067 eV. The most comprehensive assignments by Sadô
were based on an assumption that two distinct electronic tran-
sitions existed within this region; however, Trommsdorff19

proposed that the second progression was a sequence band. Our
TD-DFT and CI calculations only support a single 1B3g state,
involving a ππ* excitation, in this region. This excitation is
dipole forbidden, but can become accessible through vibronic
coupling. The present assignments are therefore based on mul-
tiple vibrational progressions of a ν6–mode, built on sequence,
hot and combination bands. The absence of a well-established
origin makes definitive assignments of each progression to
specific spectral features difficult, and so, many spectral pro-
gressions are left unassigned. It is important to note that the
low-residual energy EELS30 suggests that triplet states are also
located in this region. Here our TD-DFT calculations suggest
that two triplet states (3B1u and 3Ag) may occur within this
band.

C. Band II (4.9–5.9 eV and 253–210 nm)

The photoabsorption spectrum of Band II is presented in
Figure 4, with the present spectral assignments being con-
tained in Table IV. In this Band II, we have intensity from a
dipole allowed transition to a 1B1u state, with this transition
corresponding to a ππ* excitation. The promotion of an elec-
tron from a bonding to an anti-bonding orbital should signifi-
cantly alter the equilibrium geometry of the excited 1B1u state.
Those variations to the bonding network are also expected
to alter the vibrational mode frequencies. This creates the
complex progressions observed in the photoabsorption spec-
trum, and further complicates the interpretation of this spectral

FIG. 4. Photoabsorption spectrum of pBQ in the 4.9–5.9 eV energy region
(Band II).

TABLE IV. Prominent experimental features observed in the photoabsorp-
tion spectrum in the 4.9–5.9 eV range, Band II (see also Figure 4); (w) weak
feature; (s) shoulder; (b) broad. Progressions with unclear origins are labeled
pi.

Energy (eV) Assignment

4.903
4.916 p16n

i
4.920(s)
4.935
4.952(s)
4.963 p16n+1

i
4.984(w)
5.001
5.012 p16n+2

i
5.058 p16n+3

i
5.089 p26n

i
5.102 p16n+4

i
5.124 p36n

i
5.134 p26n+1

i
5.147 p16n+5

i
5.172 p36n+1

i
5.179 p26n+2

i
5.212 p46n

i
5.223 p26n+3

i
5.262 p46n+1

i
5.269 p26n+4

i
5.312 p46n+2

i
5.319 p26n+5

i
5.349(s) p56n

i
5.360 p46n+3

i
5.386
5.398 p56n+1

i
5.410 p46n+4

i
5.447 p56n+2

i
5.469(b) p46n+5

i
5.533(b) p66n

i
5.580(b) p66n+1

i
5.613(b) p76n

i
5.664(b) p76n+1

i
5.714(b) p76n+2

i
5.765(b) p76n+3

i

region. The absence of high resolution supersonic beam exper-
iments in this energy range makes assigning the spectra in
this range particularly hard, although Trommsdorff19 has pro-
posed 5.124 eV as the spectral origin. Here we tentatively
assign spectral progressions to the ν6–ring vibrational mode,
which may be excited with the accompanying ππ* excitation.
In this case, the ν6-mode excited state frequency appears to
drop from 55 meV in the Band I region to between 45 and
50 meV in this band. The present calculations also support
a weak excitation to an additional 1B3u state in this energy
range.

D. Band III (5.9–6.8 eV and 210–182 nm)

The photoabsorption spectrum of Band III can be seen
in Figure 2. Within this region, we find an absence of any
structure. This suggests that the excited states have geometric
configurations that differ significantly from the ground state,
so that the excitation overlaps a potential energy surface that
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promotes restructure or dissociation. It is therefore expected
that the excitation would trigger significant geometric relax-
ation upon excitation. Weber et al.25 suggested that the low
energy side is dominated by a continuation of the 1B1u progres-
sion, while forbidden 1B3g and 1B2u states may gain intensity
through vibronic coupling. The present TD-DFT calculations
are consistent with this interpretation, although the FSCI cal-
culations do not recover any states attributable to features in
this energy range.

E. Band IV and V (6.8–10.8 eV and 182–115 nm)

The photoabsorption spectrum of Band IV + V is pre-
sented in Figure 5, with the present spectral assignments being
contained in Table V. At the TD-DFT level, the Band IV region
of the spectrum is dominated by twoππ* transitions to the 1B1u

(7.24 eV) and 1B2u (7.49 eV) states. Here most of the spec-
tral features associated with the valence transitions are broad.
An intense series of Rydberg features are also observed to lie
above the valence bands, with these features being discussed
in more detail below.

Rydberg features dominate the Band V region with the
present spectral assignments being contained in Table VI. Here
a series of intense Rydberg lines is observed. These lines lie
above the weaker but dipole-allowed ππ* transitions to a 1B2u

(9.35 eV) state. There are also a number of other valence states
in this region which may gain some intensity through vibronic
coupling.

F. Rydberg bands

pBQ displays a prominent Rydberg spectrum that can be
seen in Figure 5, with a zoom-in being presented in Figure 6
to assist in observing the high detail contained within the 8.8-
10.0 eV spectral region. We reiterate that a summary of the
experimental energies of those features, Rydberg assignments,
and quantum defects can be found in Table VI. Brint et al.21

originally assigned these progressions based on a quantum
defect analysis from the ketonic series. Both Weber et al.25 and
Pou-Amérigo and co-workers24 have further suggested that the

FIG. 5. Photoabsorption spectrum of pBQ in the 6.8–10.8 eV energy region
(Band IV + V).

TABLE V. Prominent experimental features observed in the photoabsorption
spectrum in the 6.8–10.8 eV Range (Bands IV + V). (b) Broad; (s) shoulder;
(w) weak.

Energy (eV) Assignment Energy (eV) Assignment

7.217 9.483 3p/d (2b3u)�1

7.259 9.562 6p/d (4b3g)�1

7.301(s) 9.595 4s (3b3u)�1

7.366(s) 3s (5b2u)�1 9.607(s) 6p/d (4b3g)�1

7.451 9.626(s)
7.579 3p (4b3g)�1 9.645(s) 4p (1b1g)�1

7.630 3p (4b3g)�1+61
0 9.689 7p/d (4b3g)�1

7.663 3p (4b3g)�1+51
0 9.703 7p/d (4b3g)�1

7.725 3p (4b3g)�1 9.770(s) 8p/d (4b3g)�1

7.811 9.778 8p/d (4b3g)�1

7.872 3s (2b3u)�1 9.826(b) 9p/d (4b3g)�1

8.014(s) 3p (1b1g)�1 9.862(b) 10p/d (4b3g)�1

8.238 3p/d (5b2u)�1 9.887(b) 11p/d (4b3g)�1

8.310(w) 9.908(b)
8.379 3p/d (5b2u)�1 9.923(b)
8.562(s) 3p/d (2b3u)�1 9.938
8.652(ws) 9.949
8.710(w) 9.954
8.765 3p/d (5b2u)�1 9.999
8.826 10.039
8.881 4p/d (4b3g)�1 10.099
8.917 3p (1b1g)�1 10.179
8.968 4p/d (4b3g)�1 10.217
9.013 10.289(s)
9.060 4p/d (4b3g)�1 10.345
9.110 4p/d (4b3g)�1 10.408
9.160(s) 10.494(s)
9.179(s) 10.535
9.215(s) 10.575
9.253 5p/d (4b3g)�1 10.600
9.336 5p/d (4b3g)�1 10.644
9.353(s) 10.675
9.400 3p/d (2b3u)�1 10.721
9.425(s) 5p/d (4b3g)�1 10.740
9.446(s) 3p/d (2b3u)�1 10.773(b)

Rydberg state assignments may include additional Rydberg
series from the 4-outermost orbitals. Our assignments of the
relevant Rydberg states are presented in Table VI, with that
interpretation being derived from our calculations that provide
insights into which Rydberg excitations are symmetry allowed
and from a quantum defect analysis.

The high symmetry of pBQ leads to significant mixing
of the atomic Rydberg contributions, in disagreement with the
original purely ketonic Rydberg spectrum proposed by Brint
et al.21 Specifically, Brint et al. proposed the feature at
7.881 eV as being a (4b3g)�1(3d) excitation, with a large d-
state quantum defect of 0.47. However, the transition to a
(4b3g)�1(3d) state should be symmetry forbidden. We assign
the transition to (2b3u)�1(3s) with a reasonable s-state quantum
defect of 0.93. This assignment is supported by the present
TD-DFT calculation, which gives a transition to the B3u

state (7.56 eV, f = 0.033) with dominant configuration
[(2b3u)�1(9ag)]. That observation also supports the earlier
results from both CASPT2 studies24,25 that both ketonic and
aromatic Rydberg progressions are observed for pBQ.



184303-8 Jones et al. J. Chem. Phys. 146, 184303 (2017)

TABLE VI. Experimental energies (eV), Rydberg series assignment, and
quantum defects for transitions observed in the photoabsorption spectrum.

Energy (eV) Assignment δ Energy (eV)21

IE (4b3g)a 10.0 eV
7.579 3p 0.629 7.579
7.725 3p 0.554
8.881 4p/d 0.513 8.878
8.968 4p/d 0.369
9.060 4p/d 0.196 9.049
9.110 4p/d 0.090 9.109
9.253 5p/d 0.732
9.336 5p/d 0.473 9.330
9.425 5p/d 0.136 9.395
9.562 6p/d 0.427 9.557
9.607 6p/d 0.116 9.588
9.689 7p/d 0.386 9.680
9.703 7p/d 0.232 9.695
9.770 8p/d 0.309 9.770
9.778 8p/d 0.171
9.826b 9p/d 0.38-0.15 9.820
9.862b 10p/d 0.38-0.00 9.855
9.887b 11p/d 0.35-0.00 9.882
9.908b np/d 9.904
9.923b np/d 9.917

IE (5b2u)c 10.33 eV
7.366 3s 0.857
8.238 3p/d 0.450
8.379 3p/d 0.359
8.765 3p/d 0.051

IE (2b3u)d 11.0 eV
7.872 3s 0.914
8.562 3p/d 0.638
9.400 3p/d 0.084
9.446 3p/d 0.041
9.483 3p/d 0.005
9.595 4s 0.888

IE (1b1g)e 11.0 eV
8.014 3p 0.865
8.917 3p 0.444
9.645 4p 0.831

ans and nd Rydberg series are forbidden from this state.
b(Broad, asymmetric feature).
cnp Rydberg series are forbidden from this state.
dnp Rydberg series are forbidden from this state.
ens and nd Rydberg series are forbidden from this state.

The higher members of the Rydberg series are more com-
plicated to interpret. The TD-DFT calculation gives rise to a
number of dipole-allowed excitations to high energy states.
These states are built from a mixing of ketonic p-like contri-
butions and d-like orbitals situated on the aromatic carbons.
This mixing of the ketonic and aromatic contributions mixes
the higher energy p/d Rydberg states. We therefore assign the
prominent Rydberg series to (4b3g)�1(np/nd) like transitions
that possess a range of quantum defect values between 0.74
and 0.00 (see Table VI). It is noteworthy that the low-quantum
number series show large splitting through Rydberg valence
mixing. The higher Rydberg series members (n > 8) appear
as asymmetric and broad spectral features, suggesting that
multiple transitions occur within each experimental feature.

FIG. 6. Photoabsorption spectrum of pBQ in the 8.8–10.0 eV energy region
showing the details of the Rydberg excitations.

The present measurement is the first to go above 10.0 eV.
In this region, we can see evidence of the continuation of the
aromatic, (2b3u) and (1b1g), Rydberg series. The mixing of

FIG. 7. (a) Differential cross sections (DCSs) for electron scattering from
pBQ at 250 eV impact energy. Theoretical elastic scattering DCSs were
obtained at the IAM-SCAR + I level. Experimental inelastic DCS for excita-
tion of Band II (EL = 5.4 eV) and the unresolved Bands IV + V (EL = 7.8 eV).
(b) Experimental generalized oscillator strengths (GOSs) for excitation of
Band II and the unresolved Bands IV + V. Also shown are the GOS fitting
functions. See text for further details.
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Rydberg (s,p,d) and valence states, coupled with the ioniza-
tion potentials of the (2b3u) and (1b1g) states being unresolved,
makes definitive assignments of these Rydberg states difficult
at the present time. We do, however, point out that the existence
of these Rydberg states, lying above the ionization poten-
tials of both ketonic orbitals, provides further evidence that
supports the existence of the aromatic Rydberg series, and
gives additional weight to our assignment of the lower-lying
states to the aromatic Rydberg progressions.

G. Differential cross sections and oscillator strengths
for some of the excitation processes.

Elastic differential cross sections calculated at the IAM-
SCAR + I level and inelastic differential cross sections derived
from measured electron energy loss spectra are presented in
Figure 7, and tabulated in Table VII. The cross section for
elastic scattering calculated within the IAM-SCAR + I level is
quite large, reflecting the significant size of pBQ. The inelas-
tic DCSs are strongly forward peaked, characteristic of the
dipole-allowed transitions contained within the unresolved
experimental bands. These DCSs have been converted to GOSs
that are also presented in the same figure. Here the GOS fit-
ting procedure allows the determination of an experimental
optical oscillator strength (OOS) for the excitation of Band II
and the unresolved Bands IV + V. Note that the unresolved
Band IV + V is predominantly made of Band IV contribu-
tions, with a partial contribution from some states found in
Band V. In this case, the remaining contribution from states
found in Band V becomes inseparable from the contribution
from the ionization continuum. Those experimental OOSs are
compared against our present calculated values and previously
reported values from the literature in Table VIII. To facilitate
the comparison between the theoretical and experimental val-
ues, only states that can be assigned within the energy region
recovered experimentally are included in the summation of the
theoretical bands. Here we find reasonable agreement between
our experimentally derived values, the earlier OOS determined
from photoabsorption measurements, and the OOS calculated

at the TD-DFT level (when summed over unresolved features).
Interestingly, both of the CASSCF calculations recover OOS
intensity for Band II that exceeds both the experimental and
TD-DFT calculated intensities. For the unresolved Band IV
+ V, the present and previous calculations perform well when
compared to the experimental observations. The OOS obtained
with the FSCI calculations are also presented in Table VIII.
Here we can see that for Band II, both of the FSCI calcu-
lations give consistent OOS values with respect to the basis
size, although they are larger than the experimental and other
calculated values. This consistency suggests that within the
FSCI framework, the low-lying excited states may be well
described with the smaller basis. In Band IV, we see that the
smaller basis gives a larger OOS than that from the larger basis.
Specifically, we observe that expanding the basis to include
more diffuse p-like functions improves the description of the
Rydberg-valence mixing. This allows these higher-lying states
to lower in excitation energy and possess reduced OOSs that
are more consistent with the experimental and other calculated
values.

H. MOBSCI framework for the scattering calculations

The photoabsorption and energy loss spectra provide the
foundation for constructing and assessing the building of a
minimal orbital basis for the single-excitation configuration
interaction (MOBSCI) framework that is required for per-
forming electron scattering calculations using the Schwinger
multichannel method with pseudopotentials (SMCPPs).33 The
FSCI calculations presented in Tables I and II show very sim-
ilar spectra for the low-lying states, indicating that the chosen
Cartesian Gaussian basis is appropriate for these states. Typ-
ically the MOBSCI framework is constructed to best approx-
imate the FSCI calculation, while still allowing the SMCPP
scattering calculations to be computationally tractable (typ-
ically of the order of 100 open scattering channels). In this
respect, pBQ is a particularly problematic target for building
such a MOBSCI basis. As a matter of fact, pBQ presents a
number of low lying states which must be well described in

TABLE VII. Differential cross sections for pBQ at E0 = 250 eV. The elastic scattering DCS is calculated using
the IAM-SCAR + I method. The experimental inelastic DCSs are for Band II and the unresolved Bands IV + V.

Angle Elastic DCS
Band II (EL = 5.4 eV) Band IV + V (EL = 7.8 eV)

(◦) (10�16 cm2/sr) DCS (10�16 cm2/sr) Error (%) DCS (10�16 cm2/sr) Error (%)

4 179 4.93 15 11.9 16
5 141 2.11 14 6.50 14
6 109 1.10 18 4.07 15
7 81.2 0.55 14 2.58 14
8 59.3 0.35 25 1.91 16
9 42.5 0.38 15 1.52 15
10 29.9 0.28 32 1.06 23
12 15.1 0.19 14 0.69 15
15 6.58 0.059 29 0.22 30
20 3.02 0.026 14 0.071 14
25 1.58 0.013 16 0.035 17
30 0.86 0.0099 14 0.025 15
40 0.25 0.0017 15 0.0045 17
50 0.16 0.0017 16 0.0042 17
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TABLE VIII. Experimentally derived optical oscillator strengths for some of the unresolved electronic states.
Also presented are corresponding theoretical oscillator strengths summed over the unresolved states recovered in
the experimental bands. See text for further details.

Photoabs. FSCI/ FSCI/
Feature Present -OOS Brint et al.21 TD-DFT 5s5p2d 5s6p2d CASPT225 CASPT224

Band I . . . 0.005 ± 0.001 0.000 . . . . . .

Band II 0.31 ± 0.01 0.44 ± 0.05 0.315 1.070 1.070 0.637 0.616
Band III 0.014 0.012 . . .

Band IV + Va 0.83 ± 0.04 0.81 ± 0.10 0.969b 1.082 0.872 0.842c 0.782b

Sum (I-V) 1.14 ± 0.04 1.26 ± 0.10 1.298 1.491 1.398

aUnresolved combination of Band IV + V captured in the experiment.
bStates with energies up to 9.00 eV in Band V are included in the summed OOS.
cAll reported states included in OOS sum (energies up to 8.39 eV).

the MOBSCI framework, while there is also the ππ* excita-
tions that produce an intense feature in Band IV. It is therefore
challenging to balance the MOBSCI framework so that it pro-
vides a good description of the important low-lying states,
but also allows the inclusion of excitation channels that ade-
quately describe the strong higher-energy excitations. Our
efforts to develop and implement the MOBSCI strategy for
sophisticated electron scattering calculations are ongoing and
it aims to include all the FSCI states (below 9 eV) of Tables I
and II in the scattering calculation.

IV. CONCLUSIONS

We have presented an experimental and theoretical
investigation into the electron-impact excitation of para-
benzoquinone. Our high resolution synchrotron photoabsorp-
tion measurements allow the identification of previously unre-
solved experimental features. This permits a re-assessment
and re-assignment of many states, particularly relating to the
Rydberg series. Differential cross sections were derived from
electron energy loss spectra. Further, a generalised oscillator
strength analysis demonstrated that the combination of exper-
imental electron energy loss spectra measurements, IAM-
SCAR + I elastic scattering differential scattering cross section
calculations, and quantum chemical calculations yielded a
consistent quantum chemical interpretation of the pBQ struc-
ture. Through this consistency, we have confidence in both
the reported cross sections, and the quantum chemical pic-
ture proposed. This investigation also identified challenges in
developing a strategy to include the multichannel coupling
effects in the scattering calculations that will be carried out
with the SMCPP method within the scope of the MOBSCI
approximation. Overcoming those challenges, and undertak-
ing further low-energy electron scattering experiments, will
form an essential part of developing complete cross section
sets for this important molecular species.
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