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Figure 1: Formalisation of KBSronc

are dealing with are already represented in a computational logic of some kind.
We shall refer to the set of axioms and inference rules defining a knowledge base
and inference mechanism as a "knowledge based system™ or KBS for short.

A large number of formal languages exist for KBSs, each being chosen accord-
ing to its adequacy for the representation of the knowledge related to specific
domains, ease-of-use, popularity, and existing supporting tools. For instance,
bayesian and probabilistic languages [Pea88] are convenient for uncertain knowl-
edge; linear logics {Gir87] are convenient for representing knowledge whose infer-
ences may be resource-bounded, and so on. Attempts to provide heterogeneous
sources of knowledge with the ability to cooperate has arisen in different con-
texts. Some projects related to this idea can be found in [Sub, NG, Gra]. The
approach described in Section 2 is akin to the proposal found in [Sub, Gra)
in the sense that we achieve global cooperation by resolving local communica-
tion issues. A more formal counterpart to these proposals, oriented to formal
specification of software, can be found in [OPE97, CM97, GB92].

In the discussions which follow we shall describe each KBS as the tuple
(X, ®,4,T), standing, respectively, for the alphabet, the set of formulae, the
axioms and the inference rules. The first of these, KBSrouc, is shown in Fig-
ure 1. Its alphabet contains those predicate names (go,...,qn), variable names
(z0,--.,Zm) and constants (ap,...,a,) used in defining the formulae. The for-
mulae are Horn clauses. There are no axioms and the proof rule is simply SLD
resolution.

Perhaps the most obvious way of controlling cooperation is by viewing each
KBS as a module, with restrictions on the predicates which are allowed to be
imported or exported. Potential connections between pairs of KBS’s can then
be detected automatically by matching elements of the import description of the
“client” KBS to elements of the export description of the “server” KBS.

This sort of simple interface between modules allows KBS designers to dis-
tinguish which sorts of information they wish to exclude from cooperation (by
leaving them out of the import/export definitions) but does not guarantee that



those predicates which are included can safely be used between systems. This
is because the match between predicates is syntactic whereas we are concerned
to ensure that the semantics of the predicates imported from the donor KBS
conforms to that expected by the recipient KBS. One way to do this is to agree,
in advance, on a protocol for communication between pairs of KBS systems. We
give an example of this type of protocol in Section 2.

2 Protocols for Communication between Knowl-
edge Bases

Given KBS descriptions of the form introduced in Figure 1, there are a number of
ways of being more precise about permitted channels of communication between
systems. In this section we describe one way of doing this, based on ezternal
descriptions, query-answer sets and protocols for cooperation between knowledge
bases.

The external description of a knowledge base formalism comprises the min-
imal descriptive information necessary for sharing its knowledge. Both server
and client knowledge bases are required to provide their corresponding exter-
nal descriptions in order to establish a connection. An external description is
composed of:

¢ a presentation of the alphabet of the corresponding formalism, given in
some standard notation;

s the formal syntax of the input/output expressions to be offered by the
knowledge-based system, i.e. the external queries accepted by the system
and corresponding answers provided by this system ~ also given in some
standard notation (e.g- in Backus-Naur Form).

What portions of a given knowledge-based system are going to be shared with
other systems is a matter of choice: given the constraints imposed by each
formalism on what alphabet and expressions can be recognised, it is left to the
system designer to decide what will indeed be turned into public knowledge.

A guery-answer set is a collection of pairs of expressions that the client system
is going to process, and thus these expressions are presented using the syntax of
that system. Query expressions represent queries that the client can send to the
server, and answer expressions represent the corresponding answers provided by
the server.

Finally, a protocol is a set of connections between elements of the alphabets
of the client and the server systems, and of the queries and answers in the query-
answer set and corresponding input/output expressions in the server external
description. To each connection can be associated a procedure to adapt the
corresponding information, by translating its content from one formalism to the



other, eliminating possible incompatibilities (and thus possibily loosing informa-
tion in the communication) or even processing and transforming the transferred
information so that external knowledge becomes compatible with the internal
representations of the client system.

The expressions accepted for a query-answer set are constrained by the ex-
ternal descriptions of both client and server systems. Nevertheless, the client
system designer may prefer to constrain the system capabilities for connecting
to the server even further, given the restrictions on information privacy and
computational costs. Each system designer is free to do so according to their
intentions and interests.

The process of building an external description consists of:

1. presenting the alphabet and input/output expressions for the correspond-
ing formalism - that will typically consist of subsets of the alphabet and
syntax of the formalism itself;

2. linking each element of the alphabet and each input/output expression to
their actual representations within the formalism, i.e. linking the external
description with its corresponding knowledge-based system, so that it can
act as an interface for that system; and

3. providing for each element of the alphabet and for each input/output ex-
pression an explanation of their meaning. The meaning of expressions and
symbols in an external description is not used as a piece of software code
to activate any system. For this reason, and also given the plurality of
features and concepts to be found in different knowledge base formalisms,
its format is left free. Nevertheless, this meaning is essential to ensure
the proper use of knowledge bases by external clients, and hence it must
always be carefully and precisely stated within external descriptions.

The last step to allow two systems to act as knowledge client and knowledge
server is the establishment of the communication protocol itself. Given two
external descriptions ~ one for the server and one for the client - and a query-
answer set for the client knowledge-based system, each element of the alphabet
of the client system that occurs in the query-answer set must be related to a
corresponding element of the alphabet of the external description of the server
system. Additionally, each expression in the query-answer set must be related to
a corresponding input/output expression (or set of expressions) in the external
description of the server system.

As a working example let us consider establishing the communication between
two knowledge-based systems that employ different formalisms: KBSronc, which
we gave in Figure 1, and KBSpumy, which is given in Figure 2 and uses a proposi-
tional modal logic. Suppose that two different design groups have each developed
a KBS - one based on KBSponc to perform risk assessment on geographical
areas; the other based on KBSpyy to describe the occurrence of diseases in
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Figure 2: Formalisation of KBSpmy
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Figure 3: External Description of KBSpmt

particular countries. At the risk of overloading terminology, we shall refer to
these two KBS instances as KBSrouc and KBSpmy.

A selected subset of the alphabet and the expected input/output expressions
comprise the external description to be made available to potential clients of
the knowledge-based system. In our example, KBSpyy, is assumed to have the
external description shown in Figure 3. Similarly, KBSrouc has the external
description shown in Figure 4.

These are strong specialisations of the full sets of queries accepted by each
formalism and their corresponding possible answers. Such specialisations are
deliberate: we are assuming that the designers of KBSponc and KBSppyy do
not want to offer their full knowledge bases, nor their full knowledge processing
capabilities, to client systems — instead, they are offering restricted possibilities
selected from all they can offer.

Assuming that KBSpouc wants to become a client of KBSpyy, its corre-
sponding query-answer set would have to be interactively specified by its de-
signer, taking into account the associated meaning of each symbol of the alpha-
bets and expressions built from them. A list of components and their meanings

= {th;-"-‘o,- .+, 02,05, A, ‘_}
INPUT = {+ qi(T}), + q2(Th)} where T\ and T} are variable-free;
OUTPUT = {1,T}

Figure 4: External Description of KBSronc
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where g},gl,q} are unary predicates
INPUT’ and OUTPUT' remain as before

Figure 5: Extended External Description of KBSronc

QUERY = {+ qi(z:), + q3(z;), + g1 (zs)}
ANSWER = {1, T}

Figure 6: Query-Answer Set for KBSronuc

is made available for inspection and subsequent association. The specxﬁcatlon of
the query-answer set is determined by three factors:

1. Input/output expressions made available by the server knowledge-based
system,

2. The full syntax of the client knowledge-based system formalism; and
3. The specific interests of the designer of the client knowledge-based system

Let us assume that, in our example, the designer of KBSpouc wishes to con-
sult each one of the p;,1 < i < 3, made available by KBSpyy. This requires
the external description of KBSrouc to be extended, so that its alphabet con-
templates one symbol for each of those p;. Thus, the external description of
KBSrouc is extended to what is presented in Figure 5. With this in hand we
can build a query-answer set for KBSpouc. In our example, it is assumed to
have the specification shown in Figure 6. Notice that the ANSWER set does
not comprise substitutions, and therefore may lead to a theorem prover based
on SLD-resolution with a peculiar (perhaps desirable) behaviour. This shall be
taken into account and solved by the communication system when establishing
a connection. But first, we must define a protocol.

In this example, the definition of a protocol is simple: it consists of a char-
acterisation of how elements of ¥ and 5’ correspond to each other, and of how
elements of QUERY (resp. ANSWER) and of INPUT (resp. OUT PUT) are
connected. Our protocol is shown in Figure 7. Now KBSgopuc is prepared to
act as a knowledge client with KBSpyy, as the server. All necessary informa-
tion to automatically generate the code that will control the interaction between
these two systems is given in their external descriptions and in the corresponding
query-answer set and protocol.
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Figure 7: Protocol between KBSponc and KBSpyy

2.1 Sample Session
Suppose that KBSpyy, has part of its knowledge base as follows:

PaADTApy = Opy
D4
pr
3

The meaning of each propositional variable is:
e p; — outbreak of yellow fever;
® py — swampy conditions;
¢ p; — warm climate;
e py — pollution.

The modal rule presented above could be read as “if there are swampy condi-
tions and a warm climate and pollution then it is possible that an outbreak of
yellow fever may occur”. Let us further suppose that KBSpoyc has part of its
knowledge base as follows:

q10(z) — a1 () A qu(z)
qu(z) +...

The meaning of each predicate is:
e ¢i0(z) — area z is threatened by yellow fever;



o gl(z) - area z has had an outbreak of yellow fever;
® qu(z) - area z fulfils conditions for an outbreak of yellow fever.

The rule presented above could be read as “area z is under threat of a yellow
fever outbreak if there have been cases of yellow fever in the world (i.e. the
disease has not yet been eradicated) and it fulfils the necessary conditions for an
yellow fever outbreak”. If query

+ qo(z)
is posed to KBSronc, it causes the following behaviour:

1. gio(z) matches the head of the rule; the inference mechanism of KBSgonc
proceeds to prove g} () and then g4(z);

2. KBSrouc fails to prove g} (-) locally, and resorts to the established protocol
to communicate with other KBSs; ¢! (.) is automatically translated via the
protocol as Op; and sent to KBSpmy;

3. The inference mechanism of KBSpyy, successfully proves Op,; and its result
T is then sent to KBSronc; '

4. KBSponc receives the translated result T (in our example, the original and
translated results are the same) stating that ¢! (.) holds and it proceeds to
successfully prove g4(z), obtaining 8 = {z/a}, for some a.

This behaviour can be graphically illustrated as the proof tree below:
q10(z)

v
a() q(z)

* T -5?

o
N
Po
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e 2 KN

The proof-tree is presented in the usual notation, with “e” to indicate a closed
branch. We have added the “4=" to indicate the transfer of a query to a KBS
different from the one in which it was originated.

3 Interlinguas as Alternatives to Protocols
A protocol, like that of Section 2 seems necessary as a means of recording agree-

ments about transfer of information. However, accurate protocols require con-
sensus, in advance of use, on the points at which different KBSs may interact.
H
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This, in turn, requires work by each team of KBS designers for each differ-
ent cooperation. The use of “interlinguas” has been suggested as a solution to
this problem (see [NG] for an example or [UG96] for an overview). Instead of
constructing protocols between each pair of KBSs we require the developers of
each one to write general purpose translators into and out of a single interlingua
language. If we have 100 dialects then we have to write 200 translators (less if
some of the translators are bi-directional), which is much better than the 19800
translators we would need to convert directly between every possible pair of
dialects. This sounds like an attractive alternative to protocols but the following
counter-examples demonstrate that the interlingua ideal of automatic translation
is not always achievable.

¢ Translation to an interlingua may suppress important information about
predicates with a special role in inference. Suppose that we have written,
in a domain-specific application language, the following rule which says
that birds other than penguins can fly:

if bird(X) then flies(X) unless penguin(X)

To make this accessible, we might write a translation for such statements
into the interlingua language, for which the rewrite rule might be:

if P(X) then Q(X) unless R(X)

4
(P(X) A -ab(Q, X) =+ Q(X)) A (R(X) - ab(Q, X))

and applying this rule to obtain the appropriate statement in the interlingua
gives:

bird(X) A —ab(flies,X) — flies(X)
penguin(X) — ab(flies, X))

If the interlingua were truly independent of the application language then
it should be possible to use it freely, without reference to the originating
rules. This isn’t the case because the ab predicate plays a special role - it
differentiates default cases from special cases - and fiddling around with
it without realising this is liable to cause problems. If we were to merge
this knowledge with another knowledge base we would probably want to
ensure that the treatment of defaults was uniform, so it is essential that
we know that the original dealt with defaults and that we can trace how
this fed through to the interlingua.

¢ The knowledge representation and inference methods of the original system
are closely linked so the interlingua needs to apply to both and maintain the



connection between them. An alternative (and in practice more common)
way of building an application for the default example above would be to
have two simpler rules:

it bird(X) then flies(X)
if penguin(X) then not(flies(X))

which would translate to the interlingua straightforwardly as:

bird(X) — flies(X)
penguin(X) 2 =flies(X)

and define an inference mechanism which checked for special cases before
allowing the default to be concluded. This is essential because the rules
themselves could allow logically inconsistent conclusions (were we to add
the obvious rule that penguins are birds). The appropriate control infor-
mation could be expressed in the interlingua, for example as:

infer(A) « rule(A & B) Ainfer(A) A ~infer(—~B)

but we are now using the interlingua to prescribe how the knowledge should
be used, with rule(A — B) being true if a rule exists in the knowledge base
and infer(X) holding if X can be inferred using the inference mechanism.
Someone wanting to use the knowledge base would be well advised to
use the inference mechanism designed for it or, at least, be aware of the
intended forms of inference when merging the knowledge base with others.

We need to know something of the potential capabilities and limitations
of a system before we use it. Consider the following two definitions of a
network, in which the predicate path(X,Y) denotes that there is a path
from node X to node Y in the network. Our network has only three nodes,
a, b and ¢. The first definition is:

path(a,b)
path(b,c)
path(X,Y) « path(X,Z) A path(Z,Y)
This is capable of testing if a given path (e.g. path(a,c)) is allowed by the
network. However, it is also capable of recursing infinitely if it is used to
generate all potential paths (e.g. by asking for all instances of path(a, F)).
Our second definition is:
step(a, b)
step(b,¢c)
path(X,Y) « step(X,2) A path(Z,Y)

10



which will both test and generate paths, without fear of infinite recursion.
This is a property of the second definition which we would wish to know
about when deciding between the two definitions. We would not want to
have to discover such properties from first principles because that might
well be more effort than writing our own definition.

In short, it is impractical to rely on solely on interlinguas to support cooper-
ating KBSs because we need to know more about the context of each knowledge
base than we can tell by simply looking at its definition in some standard form.

4 Conclusions

The problem of managing cooperation between KBSs has been with us for much
longer than the Internet. What has changed is that there is now a greater impulse
to combine systems from diverse sources. Many of the methods currently being
advocated for doing this appear to be unreliable because they require a global
consensus on the interpretation of formal representations (either by ontological
standardisation or through interlinguas). We have suggested, through a series
of counter-examples, that this is impractical in general (although it may still be
useful for certain closed-group cooperations, where design styles are relatively
uniform). In response to this problem we have suggested two complementary
remedies. The first is to define languages targeted at specific forms of coopera-
tion, where protocols for transfer of information are constructed in advance. The
second is to record along with the definitions of each KBS information about key
properties which constrain its intended use - for example, that some predicates
play a special role during inference; that particular proof strategies are appropri-
ate; or that particular computational properties are {or are not) guaranteed. A
challenge for logic programming is whether it can provide such support in styles
suited to knowledge engineering practice.
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