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ABSTRACT

The research community has become increasingly aware of possible
undesired effects of algorithmic biases in recommender systems.
One common bias in such systems is to over-proportionally expose
certain items to users, which may ultimately result in a system
that is considered unfair to individual stakeholders. From a tech-
nical perspective, calibration approaches are commonly adopted
in such situations to ensure that the individual user’s preferences
are better taken into account, thereby also leading to a more bal-
anced exposure of items overall. Given the known limitations of
today’s predominant offline evaluation approaches, our work aims
to contribute to a better understanding of the users’ perception
of the fairness and quality of recommendations when these are
served in a calibrated way. Therefore, we conducted an online user
study (N=500) in which we exposed the treatment groups with
recommendations calibrated for fairness in terms of two different
item characteristics. Our results show that calibration can indeed
be effective in guiding the users’ choices towards the “fairness
items” without negatively impacting the overall quality perception
of the system. We however also found that calibration did not mea-
surably impact the users’ fairness perceptions unless explanatory
information is provided by the system. Finally, our study points
to challenges when applying calibration approaches in practice in
terms of finding appropriate parameters.
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1 INTRODUCTION

A substantial fraction of the content that is prominently presented
to users on today’s online services is automatically determined by
a recommender system, e.g., on e-commerce sites, news portals,
media streaming services or social networks. Commonly, such rec-
ommender systems are designed to create value both for consumers,
e.g., by reducing information overload, and for service providers,
e.g., by increasing sales or customer retention [20]. However, re-
cent research more frequently also points to potential risks and
possible harmful effects of automated recommendations [25]. A
well-studied problem in the news and media domain, for example,
is that recommender systems may lead to effects like filter bubbles
and echo chambers [17, 35], where users are increasingly exposed
to only a certain part of the available information. During the most
recent years, more general questions of biases and fairness in rec-
ommender systems have received increased interest in the research
literature, see [8, 11, 14, 15, 49] for related surveys.

A common challenge in research on fairness in recommender
systems—and in the field of “fair ML/AI” in general [7, 34]—is
that fairness is a multi-faceted societal construct. Correspondingly,
many notions and definitions were put forward in the literature,
see [36], and various metrics algorithms were proposed to quan-
tify the extent of unfairness and avoid unfair recommendations.
Within this multitude of perspectives, one widely adopted view
on fairness in recommendation is based on the notion of unfair
exposure of items to users. Such an unfair exposure can be the result
of a certain bias of an algorithm to recommend some items unduly
more often than others. Popularity bias is a prime example of such
a phenomenon, where an algorithm “learns” to recommend already
popular content in a self-reinforcing way [8], thereby further di-
minishing the chances of new or niche content being recommended
to users. In some cases, such a popularity bias may merely result
in lower-quality recommendations, which are less personalized to
individual tastes. However, it can become a fairness-related issue
as well, e.g., if such biased recommendations make it almost impos-
sible for new providers to enter an existing market, or when the
recommendations systematically favor the content of the current
majority group [12, 19].

One prevalent technical method discussed in literature to ad-
dress such biases is referred to as calibration [27, 38, 45]. In such an
approach, the goal is to ensure that system recommendations align
with the user’s historical preferences in terms of the distribution of
certain item attributes. In an early implementation of this concept,
Oh et al. [38] tried to better align with users’ popularity tendencies
through re-ranking. Essentially, users who have shown interest
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in both popular and less popular content should receive recom-
mendations that reflect this diversity, rather than being exclusively
directed towards popular items post-calibration. Similarly, in the
context of movies, recommendations can be calibrated based on
various item characteristics, e.g., to avoid that only high-budget
productions by large studios are recommended even though the
user’s taste profile includes independent films as well.

Regarding research methodology within fair recommender sys-
tems, one recent survey [11] highlighted an over-reliance on data-
driven offline experiments within the research community. While
these experiments offer insights into algorithm biases, they fail to
capture how users perceive fairness-optimized recommendations in
terms of quality and fairness perception. To address this gap, we con-
ducted an online user study involving 500 participants. The control
group received recommendations from a standard fairness-agnostic
collaborative filtering algorithm. Conversely, treatment groups re-
ceived calibrated recommendations aimed at enhancing fairness
based on two item characteristics. These calibrated lists replaced
certain items from the original list with ’fairness items’. Further-
more, we explored to what extent the provision of fairness-related
information may impact the perception of the recommendations.

Overall, our study revealed that the fairness calibration was
largely effective in the sense that participants in the treatment
groups selected one of the provided fairness items as their favorite
choice to an extent that is mostly proportional to the size of the cal-
ibration intervention. Equally important, the analysis of a post-task
questionnaire showed that the calibration process did not negatively
impact the users’ quality perception of the recommendations. In
sum, this indicates the feasibility of increasing fairness without com-
promising recommendation quality, at least in the specific domain
of the study. However, our study also revealed crucial challenges
when implementing a calibration approach in practice, particularly
in selecting suitable parameters for the calibration process, see
also [29]. Moreover, and even more importantly, the calibration
intervention did not impact the participants’ fairness perception,
i.e., when asked, they on average did not find the calibrated recom-
mendations to be fairer than the non-calibrated ones, unless when
additional explanatory information was provided. An analysis of
qualitative feedback by the participants furthermore indicated that
they interpret the concept of fairness in quite different ways, empha-
sizing the challenges of fairness-related research on recommender
systems.

The paper is organized as follows. After discussing related work
in Section 2, we present our research questions and the detailed
study design in Section 3. In Section 4, we then present the main
results of our study and discuss practical implications and research
limitations. The paper ends with an outlook on future works.

2 BACKGROUND AND RELATED WORK

Fairness in Recommender Systems. Questions related to the ethi-
cal and responsible use of AI/ML technology have become a press-
ing societal concern.! Fairness is a central topic in this context,
which is often tied to questions of algorithmic biases and discrimi-
nation. A significant example is automated recidivism prediction

These concerns recently led to governmental initiatives such as the European Com-
mission’s Artificial Intelligence Act or the US Al Bill of Rights.
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systems, potentially unfairly targeting individuals based on ethnic-
ity [6]. Similarly, discrimination can manifest in recommendation
scenarios, like job suggestions, where algorithms might uninten-
tionally guide women toward lower-paying positions [11]. Fairness
concerns also extend to more common applications like multimedia
and shopping recommendations, where algorithms may favor pop-
ular mainstream content over niche or underrepresented offerings.

As fairness is a complex societal construct, various fairness no-
tions have been proposed in the literature, including group vs. indi-
vidual fairness, consumer vs. provider fairness, or process vs. out-
come fairness, see [8, 11, 14, 49]. Scholars argue against a singular
general definition of fair recommendations due to this complex-
ity [14]. Regardless of the specific fairness notion, it is essential in
fair recommender systems work to clarify the normative claims
and goals underlying fairness-enhancing algorithms.

A prior investigation [48] studied user perceptions of fairness
and led to a significant finding: participants expecting unfavorable
outcomes were inclined to view the algorithmic decision-making
process as less fair, even when outcomes coincided with predic-
tions. This highlights the complexity of fairness. In our research,
we aim to expand upon these insights. Specifically, we explore the
effectiveness of calibration to enhance fairness without sacrificing
system quality. Our study mirrors real-world scenarios, such as
a public broadcasting organization striving for equitable content
exposure. We concentrate on film recommendations, targeting fair-
ness through two key item characteristics: general popularity and
production budget, aligning with the notion of “item (or: provider)
fairness” [14].

Calibration-based Fairness Approaches. Various fairness-enhancing
recommendation techniques were recently proposed, see [49].In [11],
these techniques are roughly categorized as pre-processing, in-
processing, and post-processing approaches. Pre-processing tech-
niques are data-oriented, and they basically address bias in the data
before they are used for learning. In in-processing approaches, fair-
ness aspects are incorporated into the learning process, e.g., in the
form of a specific loss function. Finally, post-processing approaches
operate by adjusting a given recommendation list—typically an
accuracy-optimized one—to increase a given fairness target.

Yun et al. [51], for example, examined pre-processing and in-
processing methods, evaluating the impact of pre-processing on the
initial data and subsequent bias during training. Wu et al. [50] in-
troduced Multi-FR, a recommendation framework considering fair-
ness throughout system development and training. Zhu et al. [52]
employed a combination of approaches, using pre-processing to
define the concepts of Ranking-based Statistical Parity (RSP) and
Ranking-based Equal Opportunity (REO) to assess recommendation
probability distributions. Post-processing involved implementing
the debiased personalized ranking model (DPR), evaluated through
empirical experiments on public datasets. Paparella et al. [39] pro-
posed the “Population Distance from Utopia” (PDU) method for
post-processing, selecting the best solution based on multiple qual-
ity criteria after obtaining Pareto-optimal solutions.

In our study, we focus on a post-processing approach, which
can be applied on top of any underlying baseline ranking method
based, e.g., on collaborative filtering. Differently from techniques
that target at improving an aggregate metric, e.g., to reduce the
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average popularity of the recommended items across users, calibra-
tion works on the user-individual level. Specifically, the calibration
goal is to match the distribution of item characteristics of a given
user profile with the recommendations. In our work, we study the
effects of calibrating the recommendations either according to user
popularity tendencies? or to the movie production budget.

While calibration approaches may have limits in terms of the
global effects one can achieve [30], their advantage is that they
consider individual user preferences. In terms of fairness, this means
that a user who likes both blockbuster and independent movies
will receive recommendations of both types after calibration, and
not only blockbuster movies that a majority of other users may
prefer. Thus, calibration can be seen as a measure that also helps to
increase individual consumer fairness because the recommendation
quality is not negatively impacted by the majority taste.

Evaluation of Fairness. Assessing the fairness of recommenda-
tions and gauging the impact of fairness-enhancing algorithms
presents inherent challenges, primarily due to the subjective nature
of fairness within specific contexts. Recent research [11] indicates
that scholars typically abstract from contextual specifics, relying in-
stead on computational metrics to evaluate fairness. These metrics
often revolve around the popularity and exposure of recommended
items or providers. Calibration approaches commonly utilize dis-
tance measures, such as Earth Mover’s Distance or Kullback-Leibler
divergence [3, 27, 38, 45] to assess fairness effects by comparing
item distributions in user profiles and recommendations. In the
offline experiments that complement our user study, we also rely
on such measures.

However, a significant limitation of offline experiments and these
metrics is the uncertainty regarding their correlation with user
perceptions of fairness. Additionally, the trade-off between fairness
enhancement and prediction accuracy complicates the assessment
of user satisfaction with recommendations. Our current study aims
to address this issue through a user study, seeking to understand
how fairness enhancements impact users’ overall perception of
recommendation quality.?

Previous research involving human evaluation of fairness in
recommender systems is limited [11], with many studies focusing
on group recommendation problems [24, 42, 46] rather than per-
sonalized recommendations. One notable study [47] examined the
effectiveness of a fairness ranking algorithm on a hiring platform.
The authors observed mixed results, where the algorithm that fa-
vored job seekers from underrepresented groups was only effective
in certain circumstances. While there is some relation to our work,
we note that the study in [47] did not focus on personalized rec-
ommendations. Another study explored user perceptions of fair
recommendations through interviews [43], highlighting the impor-
tance of explanations for understanding fairness. Drawing from
these insights, our online user study includes a treatment condition
with explanations.

2We note that existing works in that direction mainly aim at popularity bias, and not
directly on fairness. We recall that reducing popularity bias can be fairness-enhancing
in case there is some normative claim or societal desideratum to foster the recommen-
dation of less popular items; see also [2].

3A proposal for an alternative, multifaceted evaluation framework for fair recom-
mender systems can be found in [16].
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While some research compares computational metrics with user
perception, few explicitly address fairness aspects. For instance,
Lesota et al. [32] assesses the relationship between computational
and perceived popularity calibration but does not directly consider
fairness. Our work contributes to this area by bridging the gap
between computational metrics and user perceptions, particularly
regarding fairness in personalized recommendations.

3 STUDY DESIGN AND MATERIALS

3.1 Research Questions

Before providing the details of our study design, we recall the
central aims of our research and formulate the following research
questions (RQs):

RQ-1: Are fairness-calibrated recommendations effective?
Fairness-aware recommendation algorithms often face a fairness-
relevance trade-off, where increasing the fairness of the recom-
mendations may mean recommending at least some “fairness
items” that do not have the highest predicted relevance values
for a given user. As a result, while a system might make fair
recommendations, users may not accept these due to their lim-
ited relevance. Therefore, we consider a fairness-aware system
effective if users accept the fairness items they are exposed to a
certain extent.

RQ-2: How does fairness calibration impact recommen-
dation quality and fairness perceptions of users? While
RQ-1 focuses on the impact of fairness-calibrated recommenda-
tions on user behavior, RQ-2 aims at understanding how users
would perceive the system’s recommendations. Given the de-
scribed potential fairness-relevance trade-off, fairness-calibrated
recommendations may negatively impact the users’ perception
of the recommendations’ quality, e.g., relevance. Furthermore,
we aim to investigate if users actually consider the calibrated
recommendations and, in consequence, the entire system, to be
fair.

RQ-3: Do explanations impact the fairness perception of
algorithms? Inspired by the recent work on user perceptions
of calibrated recommendations [32], we investigate if an ex-
plicit general statement by the system on fairness-related aspects
would impact how users perceive the recommendations.

3.2 General User Study Design

We explored the described research questions through an online
experiment in the form of a between-subjects user study in the
movie domain. In the study, participants interacted with a website
that was created for the purpose of this research. The general flow
of the experiment was as follows, see also Figure 1.

Inspect
recommendations,
make a choice

Read instructions,
informed consent

Provide preferences
by rating movies

Answer post-task
questionnaires

Figure 1: Flow of user study
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After reading the instructions and providing informed consent,
the user preferences were acquired by asking participants to pro-
vide ratings for a number of movies. Based on these preferences, a
set of recommendations was shown to the participants, who were
asked to select exactly one movie that they would like to watch
next. The set of provided recommendations was varied across dif-
ferent participant groups, where the treatment groups were shown
different types of fairness-calibrated recommendations, and where
the control group received an accuracy-optimized list of recom-
mendations. After making a choice, the participants were asked to
answer questions, e.g., regarding their subjective perceptions in a
series of questionnaires.

3.3 Preference Elicitation

During this step, participants interacted with an interface with
multiple tabs: one was a ‘general’ tab, showing movies from differ-
ent genres, and the other tabs showed movies of specific genres.
Each tab displayed 12 movies. Furthermore, a search functionality
was present. Participants were instructed to rate a minimum of 7
movies from one to five stars. For each movie, the app provided
essential information including the title, a poster image, and the
year of release.

The movies were selected from the MovieLens-20M rating dataset,
which we also used to generate personalized recommendations with
the help of a collaborative filtering algorithm in the next step. For
our study, we preprocessed the dataset by excluding movies lacking
genre information. For the 12 movies featured in each tab, these
were kept constant across all users. When gathering preference data,
we aimed to minimize popularity bias, thus deliberately eschewing
mainstream movies in favor of medium-popularity and niche films.
Our selection methodology was balanced: 30% of the movies were
randomly selected from the mid category, while the remaining 70%
came from the less popular long tail. Additionally, these movies had
an even distribution in terms of budget: one-third were high-budget
(head), one-third from the mid, and one-third were low-budget, tail
films.* To promote impartiality, we randomized the display order of
these 12 movies across each tab. This strategy was designed to give
every movie, irrespective of its popularity and budget information,
an equal chance to be viewed and evaluated by participants.

3.4 Generating Recommendations

We used SLIM [37] as a recommendation model and trained it on
the MovieLens dataset. The reasons for this choice are that SLIM
not only exhibits very good performance for this dataset [5] but
also allows us to make recommendations for new user profiles—as
obtained in the preference elicitation step—in a computationally effi-
cient way. As a calibration technique, we used the method proposed
by Steck [45], with the Kullback-Leibler divergence as a calibration
metric.

Participants were randomly assigned to different treatment groups.

The participants in the control group in the experiment were shown
the accuracy-optimized recommendations as provided by SLIM. The

4Popularity was measured in terms of existing ratings per movie in the dataset. We
describe in Section 4.1 how we classified movies into head, mid and tail items based
on popularity.
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study design included the following five treatment groups, which
received different types of recommendations:

e 1-BupnceT: Recommendations were calibrated to include also
movies with a relatively low production budget.

e 2-Por: Recommendations were calibrated to also contain less
popular movies.

e 3-Buncer+Exp, 4-Por+Exp: Same as the previous conditions,
but with an explanatory message.

e 5-Crrr+Exp: Same recommendations as the control group,
but with an explanatory message.

Therefore, while treatments 1 and 2 allow us to gauge the effects
of calibration when the system’s fairness behavior is a black box to
users, treatments 3 to 5 are designed to study RQ-3 on the effects
of explanations. Treatment 5 shall, in particular, help us disentan-
gle the effects of explanations and calibration. The explanation
messages were shown to users on top of the vertically oriented rec-
ommendation lists. For participants in 3-Bupcer+Exp and 4-Por+Exe,
the text reads®: “Please note that your recommendations may also
include [some movies with smaller production budgets | some lesser
known movies].” For the 5-Ctri+Exp group it read: “Please note that
your recommendations may also include some movies with smaller
production budgets and lesser known movies.”

We emphasize that we deliberately did not include the term
“fairness” in the explanations. We believe that explicitly pointing
participants to questions of fairness at this stage would influence
their fairness perceptions in the end. Instead, we aim to under-
stand if users would connect questions of production budgets and
popularity with fairness by themselves.

3.5 User Choice Step

After the preferences were entered, participants were shown a list
of 10 recommendations. For each recommended item, we showed
the title, release year, and a poster as in the preference elicitation
phase. Moreover, participants in all groups were shown some visual
indication of the movies’ popularity and production budget, as
shown in Figure 2. Furthermore, participants could specify if they
have already seen this movie, and they could inspect more movie
details.

At the end of the list of recommended movies, the participants
could select exactly one of the movies as the one that they would
like to watch in the future.

3.6 Post-Task Questionnaires

After making their choice, participants were asked to provide an-
swers to a sequence of questionnaires. The first post-task ques-
tionnaire was partly based on the validated ResQue framework
presented in [40] and partly contained questions that were spe-
cific to our study, e.g., regarding the perceived popularity of the
recommendations and regarding fairness-related questions. Par-
ticipants were asked to answer these 14 questions using 7-item
Likert-scale responses, ranging from “completely disagree” to “com-
pletely agree”. Questions Q1 to Q14 are listed in Table 1.

STranslated, as the study was not conducted in English.
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Sinister (2012)

Popularity
L JONV!

Production Budget
[ YoR0
[0 I have seen this movie

Figure 2: Fragment of the Recommendation Screen (sketch)

We chose the framework from [40] because it is a well-established
and commonly used model in empirical research related to recom-
mender systems [9, 26]. The constructs, including Perceived Quality,
Transparency, and Satisfaction, have undergone rigorous valida-
tion. This thorough validation process establishes their reliability,
making them suitable for inclusion in our study.

After these questions, participants were asked in question Q15
about what they think would make a movie recommender system
fair or unfair. The answer had to be provided in a free-form text field.
We note that the question did not mention any possible criteria like
item popularity or budget aspects.® After obtaining the participant’s
unbiased answer, we asked two specific questions regarding the
fairness criteria popularity and production budget, again using a
7-item Likert-scale item. The questions read:

e Q16: I think it is fair when a system also recommends less
popular movies occasionally.
e Q17:1think it is fair when a system also recommends movies
from time to time, which have a lower production budget.
After that, the participants had to complete a final questionnaire
about demographics and movie expertise.

4 EXPERIMENT EXECUTION & RESULTS

The experiment was done in two phases. The goal of the first phase
was to “calibrate the calibration approach” through offline experi-
ments and a pilot study. In the second phase, the main user study,
as described above, was executed.

4.1 Offline Experiments and Pilot Study

As recently reported in [29], applying calibration approaches in
practice can be challenging because a number of configuration

®The exact question (translated) can be found in the online reproducibility material at
https://github.com/user-perception-fairness/umap2024/.
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parameters must be determined for the given application use case.
When calibrating for popularity and budget preferences, one central
question to answer is when we consider an item to be popular or
low-budget. In offline experiments, sometimes threshold values are
used based on general heuristics. In [3], for example, the authors
apply the Pareto Principle and define 20% most popular movies as
the (short) “head”, the 20% least popular ones as (long) “tail” items,
and the rest to be in the middle. In reality, however, the popularity
distribution might be much more skewed, and the authors in [29]
for example used a 5% threshold to determine popular items.

Offline Experiments. Prior to the pilot study, we conducted offline
experiments using the MovieLens dataset to (a) select an effective
calibration method from the literature and (b) determine suitable
thresholds to categorize the existing movies into head, mid, and
tail items in terms of popularity and budget. Since the MovieLens
dataset does not contain budget information, we augmented the
dataset with information from IMDb. Movies for which no budget
information was found were removed from the dataset, which we
share online for reproducibility as well.

Our exploration included recommendation algorithms like SLIM,
NeuMF [21], and Mult-VAE [33], and calibration methods such as
Steck’s method [45], the Personal Popularity Tendency Matching
(PPTM) method from [38], and the CP method from [3]. Through
evaluating various accuracy, fairness, and popularity measures, we
found the combination of SLIM and PPTM to be most effective.
However, we later revised our choice of calibration method for the
main study, as will be discussed later.

Our refined dataset comprised 7,976 movies, for which we roughly
applied the Pareto principle to classify budgets into three distinct
categories. The top 18% of movies with the largest budgets were
labeled as H (head). The next 57%, with moderate budgets, were
classified as M (mid). The final 25%, which included movies with the
lowest budgets, were assigned to the T (tail) category. The classifi-
cation of movies based on popularity was not based on the Pareto
principle because of the specific popularity distribution of the data.
In this context, a distinct threshold was established, identifying
approximately 2% of the movies (totaling 108 films) as head items.
These films collectively account for as much as 20% of all user inter-
actions. In contrast, a substantial majority of the films, about 80%
(6418 movies), fall into the tail category, yet they only contribute to
20% of the total interactions. The mid category encompasses films
with moderate popularity, numbering 1448 in total. This group
represents a considerable 60% of all interactions.

Using this configuration, we set the thresholds for head, mid,
and tail items so that the calibration has a relevant impact on the
resulting recommendations. In case calibration only affects a small
percentage of the resulting top-10 lists, it is unlikely that we will
observe any significant effect in the experiment. Intuitively, our
goal was therefore to ensure that, on average, about two items of
the top-10 lists, i.e., about 20 percent, shown to users are exchanged
with fairness items through the calibration intervention.

Pilot Study Execution and Insights. With these settings, we de-
ployed the pilot study. We recruited 365 study participants by invit-
ing members from a social book review site. We will report more
details about the participants’ recruitment later when we discuss
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Question text

Please select ’somewhat agree’ to show you are paying attention to this question. (Attention check)

Q1  This recommender system gave me good suggestions.

Q2  The system understands my movie taste and preferences.

Q3 Picking just one movie to watch later was hard for me.

Q4  Tunderstood why the items were recommended to me.

Q5  Ibelieve that some movies had a better chance of being recommended than others. (Fairness)
Q6  Ialready know many of the recommended movies.

Q7  Iam confident that I have made a good selection.

Q8  There were several good options in the recommendations.

Q9

Q10 The recommended movies are well-known and popular. (Popularity perception)

Q11 The recommended movies were high-budget productions. (Budget perception)

Q12  Overall, I am satisfied with this recommender system.

Q13 The recommendations made by the system were generally fair. (Fairness Perception)

Q14 Iwould use a system like this if I needed help finding a new movie to watch in the future.

Table 1: Post-Task Questionnaire Items: Quality and Fairness Perceptions

the main study. We launched the full study, as described in Sec-
tion 3.2, with a relatively large number of participants in the hope
that the configuration determined in the offline experiments based
on MovieLens users was, in the best case, appropriate for a real
online user population as well.

However, it turned out that this was not the case. When analyz-
ing the data, we observed that the calibration effect in the top-10
lists of online participants was much lower than in the offline ex-
periments. In all treatment groups with calibration, less than 10%
of the items were exchanged, and for many participants no item
was exchanged at all. We also observed that there were barely any
differences between the treatment and control groups, e.g., in terms
of the questionnaire responses. Overall, given the small effect of
calibration on the recommendations, we could not be sure if the
observed non-effect on participants was genuine or due to the small
intervention effect.

Our data analysis revealed notable disparities between the user
preference models from our study and the typical profiles of Movie-
Lens users. MovieLens users predominantly favor blockbuster movies,
whereas our online participants displayed a broader spectrum of
preferences, including an appreciation for movies across different
levels of popularity. This range can be attributed to our methodol-
ogy, which introduced users to a wider array of movies, particularly
those from less popular categories, during the preference determi-
nation phase. Although users had the option to search for specific
titles, there was a pronounced tendency to choose films from the
middle and tail-end categories. The recommendation algorithm
we utilized, SLIM, reflected this breadth in its recommendations,
aligning with the varied user tastes we observed. The distinct user
profiles in our study likely resulted from our unique approach to
eliciting preferences. Additionally, participant behavior might have
been influenced by their awareness of participating in a research
experiment.

Adaptations. With these insights, we refined our offline experi-
ments to enhance the calibration strategy, aiming for a more im-
pactful intervention. We enriched the MovieLens dataset with user
profiles gathered from our pilot online experiment, seeking con-
figurations that would intensify the calibration effect. Our goal
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was to ensure that roughly 20% of recommended items were substi-
tuted with “fairness items” on average. In this process, we focused
our parameter search on the online users’ data, as their behavior
was indicative of the broader audience we aimed to serve in our
forthcoming main study.

After exploring and integrating various calibration techniques
along with diverse calibration metrics [1, 10, 45], we found out that
Steck’s method [45], particularly with a constant weight (1) of 0.5,
yielded the desired level of calibration. Both [28] and [45] applied
constant trade-off weights between similarity and fairness in their
models. We adopted a similar strategy, setting our constant weights
A across a spectrum from 0.0 (pure similarity) to 1.0 (pure fairness),
enabling us to manually fine-tune the balance.

As a result of insights gained from these post-pilot offline ex-
periments, we chose to substitute the PPTM calibration method
with Steck’s method for our main study. Our analysis indicated that
adjusting the trade-off weight towards fairness (> 0.1) would lead
to the replacement of about 3 movies in a list of 10 using this new
calibration approach. Table 2 summarizes the calibration effect in
different phases.

4.2 Main Study Results

4.2.1 Participants. The main study took place from March 25, 2023
and April 7, 2023. We recruited 500 participants—about 83 per ex-
periment group—by inviting users of a social book review platform
in Brazil (90%) and by inviting local university students (10%). The
most frequent age group of the participants was “between 22 and
25”. Due to the demographics of the user population of the book re-
view platform, the large majority of the participants, over 95%, was
female. Participants were invited either via email or by a post on the
social platform. The invitation contained a link to the website that
was developed for the study. Details about the user demographics
can be found in the online material.

4.2.2  Effects on User Choices. To answer RQ1 on the effectiveness
of providing fairness-calibrated recommendations, we analyzed the
choice behavior of the participants.
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Study Phase

Pre-pilot offline

Pilot Study | Post-pilot offline | Main Study

Avg. N of Exchanges / Top-10 2/10

0.8/10 3/10 2.1/10

Table 2: Average number of items exchanged from top-10 lists during different study phases.

Intervention check. During the preference elicitation phase, par-
ticipants on average rated 8.64 movies, leading to a solid foundation
for personalization. We then compared the distributions of the head,
mid and tail items of the movies the participants had rated in the
preference elicitation phase with the distribution of head, mid, and
tail items they received as recommendations. A y?-test revealed
significant differences (p<0.001) for the non-calibrated participant
groups control and 5-Ctri+Exp, whereas the differences were not
significant for the calibrated treatment groups. This indicates that
calibration was effective in terms of balancing the distributions. As
a result, we found that on average about 21% of the recommended
items in the calibration groups were fairness items, i.e., they en-
tered the recommendation lists through the calibration process.
This indicates a balanced implementation of our calibration pro-
cess, where most users receive a fair mix of standard and fairness
items, without extreme deviations. This rate was very consistent
across the four calibration treatment groups, with percentages rang-
ing from around 20 to 23 percent. These outcomes confirm that
determining the thresholds based on the data that was collected in
the pilot phase was effective. We recall that we aimed at exchanging
about 20% of the items and we would not expect that calibration in
practice should lead to entirely different recommendation lists as
well.

Analysis of Choices. We recall that participants had to select ex-
actly one movie that they would like to watch. When analyzing
the actual choices of the participants, we found that in the cali-
bration treatment groups around 20% of the finally selected items
were fairness items, i.e., 20% of the users chose one of the items
that were added through calibration. Given that also around 20%
of the recommended items were calibrated, this indicates that par-
ticipants considered the fairness items to be equally relevant than
those selected solely based on their predicted relevance.

Table 3 shows the details about the participant’s choices of
calibrated items. We observe no strong difference between the
groups regarding their tendency to select calibrated items. This
also indicates that the provision of short explanatory statements
(3-BupceT+Exp and 4-Por+Exp) may have not largely impacted the
participants’ awareness of popularity and budget aspects when
they made their choices. In terms of the calibration criterion, we
found that calibration for popularity mostly directs participants to
tail items. In contrast, when considering the production budget, cal-
ibration led participants also to select head and mid items, i.e., more
costly productions. This is expected given the rating distributions
for head, mid, and tail items which we observed in the preference
elicitation phase.

Considering the position of the finally selected items in the list,
we could find no indication of position bias, where participants
would mostly pick items from the top of the list. Instead, the distri-
bution of positions of the selected items was quite balanced, both
for the control and treatment groups.
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4.2.3  User Perceptions: Quality and Fairness. RQ2 aims to under-
stand how participants perceived the recommendations in different
dimensions. To that purpose, we analyzed the responses to the
post-task questionnaires. In total, 430 of the 500 participants filled
out the questionnaire and passed an attention check (Q9), leaving
us with between 67 and 78 participants per experiment group.

To check for differences between the groups, we applied a Kruskal-
Wallis test (2=0.05) for each of the 15 questionnaire items’ shown in
Table 1. Significant differences were observed only in two cases: Q10
on popularity (p=0.04) and Q13 on fairness (p=0.01), see Table 4%
For these two questions, we applied a Mann-Whitney U post-hoc
test, accounting for multiple comparisons, again with #=0.05 as a
significance level.

Popularity. For Q10, the post-hoc test revealed a significant dif-
ference between treatment group 2-Por and the two non-calibrated
groups Control and 5-Ctri+Exp. Specifically, the participants in the
popularity-calibrated group indeed perceived the recommendations
to be less popular than those of the accuracy-optimized recommen-
dations. On the other hand, all other pairwise post-hoc comparisons
were not significant.

Fairness. When asked if the recommendations were generally
fair (Q13), the post-hoc test indicated several significant differences,
see Table 5. A substantial effect size based on Hedge’s g was how-
ever only identified in two cases, notably between Control and
5-Ctri+Exp, and between 1-BupceT and 5-Ctri+Exp.’ In both cases,
5-Ctru+Exp is involved, which is the condition where accuracy-
optimized lists were presented in the control group; this time, how-
ever, with a statement that the list may contain less popular and
low-budget productions. The significantly different fairness per-
ception of Control and 5-Ctri+Exp is notable, as it indicates that
participants actually related the general statement on item popular-
ity and budgets to fairness, and that they (unduly) attributed more
fairness to the system that provided the statement.

Looking at the other substantial effect size between 1-Bubncer
and 5-CtrL+Exp, we found that the fairness perception of 1-Bubcer
is—together with the control group—the lowest across the groups.
We recall that the 1-BupceT group received budget-calibrated rec-
ommendations, where the calibration generally led to the stronger
inclusion and selection of higher-budget productions, see Table 3.
This increased the inclusion of such movies without explanation
but had no impact on the fairness perception of users. Generally,
looking at the responses for Q13 across groups, we found that the
provision of explanations generally led to slightly higher responses.
"There were 17 questions in total (Q1-Q17), but one was open-ended and one an
attention check.
8The full results are shown in the online material.

“Hedge’s g, a variant of Cohen’s d, corrects the latter’s bias in small sample sizes, as
Cohen’s d often overestimates effect size [22, 41]. This adjustment makes Hedge’s
g more accurate, especially for smaller studies. Despite similar interpretations for
effect sizes, Cohen’s benchmarks—0.2 for small, 0.5 for medium, and 0.8 for large

effects—should be contextually applied, as the definition of small, medium, or large
effects varies across different fields [13].
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Treatment Group Selection from calibration

Alves et al.

1-BUuDGET
2-Por
3-BuDpGET+EXP
4-Por+Exp

21%
19%
18%
20%

H M T Total
5 9 3 17
0 1 15 16
6 6 3 15
3 3 11 17

Table 3: Percentages of items selected from calibrated items per treatment group

Control  1-Budget 2-Pop 3-Budget+Exp 4-Pop+Exp 5-Ctrl+Exp p-value
Q10 5094 (1.05) 5.84(1.30) 546 (1.36)  5.65(143) 566 (1.35) 599 (1.27)  0.04
Q13 554 (1.54) 553(141) 597(1.02)  598(1.38)  576(148) 6.12(1.16)  0.01

Table 4: Means and std. deviations for questions Q10 (popularity) and Q13 (fairness), p-value according to a Kruskal-Wallis test.

This points to an interesting area of future work on the topics of
explanations, trust and fairness perceptions, see also [32]. In our
present study, the explanations only partly led to a higher fairness
perception (for Q13, but not for Q5), and the explanations also did
not significantly impact the perceived transparency of the system
(Q4). Nonetheless, our findings at least partly answer research ques-
tion RQ3, indicating that explanations can be a mechanism that
impacts the fairness perceptions of a system.

Medium effects (Hedge’s g)

Control vs. 5-Ctrl+Exp p<0.01, g=-0.42

1-Budget vs. 5-Ctrl+Exp p<0.01, g=-0.45
Moderate effects

Control vs. 2-Pop p=0.03, g=-0.32

1-Budget vs. 2-Pop p=0.02, g=-0.35

1-Budget vs. 3-Budget+Exp p=0.04, g=-0.31

Table 5: Significant post-hoc comparisons and effect sizes

(Q13).

Besides the two mentioned contrasts with a substantial effect
size, we identified three more contrasts with significant differences,
as listed in Table 5. However, the effect sizes are only moderate
accordingly.

Other Quality Factors. As mentioned, we only found significant
differences between groups for two out of 15 questions. This in
particular means that the calibration approaches did not negatively
impact the quality perceptions of the participants. For example,
the participants did not feel that the recommendations were less
accurate than in the control group, even though we on average
exchanged 20% of the items with the highest predicted accuracy
with (still somewhat relevant) fairness items. This finding suggests
that fairness calibration can be effectively applied—at least when
limited to a certain extent—without leading to negative effects on
the quality perception of the system.

4.2.4  User Notions of Fairness. Our final aim was to investigate
what participants considered to be aspects of fairness in recom-
mender systems. We recall that we first asked the participants to
discuss this topic in their own words, and we then asked them if
they would find it fair if the system occasionally included items
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with lower popularity or with lower production budgets (Q16 and
Q17).

Regarding the questionnaire, we found that participants con-
sidered both aspects to be highly related to fairness. The average
response to the two questions was about 6.5 on the 7-point Likert
scale item for both aspects, with no statistically significant dif-
ferences between the control and treatment groups. Overall, this
confirms the intuition that item popularity and budgets can be
relevant factors for end users in terms of fairness.

In our qualitative analysis, we used content analysis to explore
users’ perceptions of fairness in their responses. Responses were
coded to develop a category system, adhering to conventional
content analysis where categories emerge directly from the text
data [18]. This bottom-up coding helped us identify patterns and
themes within the responses [23]. Using this coding approach, we
identified various notions of fairness within the responses.

In analyzing user feedback regarding fairness of the recommen-
dation system, a noteworthy observation emerges: while many
participants perceived the system’s suggestions as fair, few could
articulate the reasons underpinning this perception, often lacking
depth in their explanations. Furthermore, a substantial number of
users confessed their inability to define the characteristics of a ‘fair’
recommendation system.

Despite this, a common theme resonated among most users:
the alignment of recommendations with personal preferences as a
marker of fairness. This points to the importance of enhancing the
accuracy and personalization of recommendations. This viewpoint
was encapsulated for example in user u-112’s remark: “A recommen-
dation feels fair when it considers not just personal taste but also the
user’s current mood. While I generally prefer action and adventure
movies, there are times when I'm more inclined towards a comedy.”
This insight underscores the necessity for a recommendation sys-
tem that dynamically adapts to fluctuating user preferences and
personality.

In contrast, users u-108 and u-95 offered a different perspective
on fairness. They emphasized the importance of diversity in recom-
mendations, beyond mainstream and popular choices. User u-108
noted, “Fairness is compromised if suggestions are limited to films
from major studios or those receiving significant hype,” while user
u-95 added, “Recommendations are fair when they align with my
viewing history, but become unfair if they only feature well-known
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movies, ignoring the wealth of lesser-known but thematically simi-
lar films from diverse cultures, like Latin or Turkish cinema.” These
comments highlight a desire for a recommendation system that
not only caters to personal tastes but also broadens exposure to a
diverse range of cinematic works.

The issue of users being confined within their ‘preference bubble’
was explicitly addressed by user u-353, who observed, “The movie
choices suggested by Artificial Intelligence can be problematic, as they
often reinforce the user’s existing preferences. For instance, someone
who predominantly watches comedies is likely to receive recommen-
dations that are exclusively comedic, perpetuating a narrow content
exposure.” This concern, however, was echoed by only a minority
of users, indicating a potential area for further exploration and user
education regarding the implications of algorithm-driven content
curation.

A related topic mentioned by several other participants is that
a system is unfair if it recommends low-quality movies or does not
recommend high-quality movies. Given that quality may be a sub-
jective factor, this aspect can relate to the previous personalization
aspect. However, it generally raises the question of how a recom-
mender system should deal with items that are considered to be of
limited quality by the general community, e.g., ones with low aver-
age ratings, i.e., should they be considered at all by a recommender
system?

Overall, while popularity and budget aspects do play a role for
users, we conclude that most participants focused on individual
recommendation accuracy as a key factor regarding what end users
would relate to fairness in a recommender.

4.3 Discussion

Implications. Overall, our study showed that calibration can in-
deed be a valuable means to increase the fairness level of recom-
mendations in terms of up-ranking items, which would otherwise
not be exposed to (and noticed by users) as frequently, in a person-
alized way. Our study showed that the recommended fairness items
are chosen by participants in a proportional way. Therefore, the
fairness intervention can be seen to be effective, as certain items
were not only exposed more often but also frequently chosen by
the participants.

Moreover, an analysis of the user perceptions revealed that the
calibration did not negatively impact their recommendation quality
and fairness perceptions. An important finding in this context, how-
ever, is that the provision of explanations can be a valuable means
to increase the fairness perception of the system. These observa-
tions call for more research in the future on fairness, explanations,
transparency and trust in recommender systems.

The investigation of what participants would consider a fair
recommendation showed that the aspects that are the focus of
our study, popularity and budget, are sometimes connected by the
participants with fairness. The most important aspect that emerged
from the qualitative analysis of the participants’ feedback is that
recommendation accuracy is the predominant factor determining
the system’s fairness from the end-user perspective.

The significance of accuracy underscores the effectiveness of
calibration approaches, which are capable of maintaining an ap-
propriate accuracy level. In contrast, alternative methods, such
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as those aimed at merely decreasing popularity bias at an aggre-
gate level, might result in a noticeable decline in the perceived
recommendation quality. This observation is supported by the anal-
ysis of related user studies in [31] or [44]. On the other hand,
calibration can be limited in terms of mitigating global biases.
If, for example, the large majority of a user community prefers
blockbuster movies, then calibration might not reduce the bias
much at an aggregate level, see [30], but may, in theory, even
reinforce it.

Our study also showed that applying a calibration technique in
a practical setting is not trivial, as also discussed in [29], because
appropriate thresholds have to be determined, which cannot be
easily derived from offline experiments. Our study emphasized the
importance of collecting realistic data from a deployed system in
a pilot phase. Furthermore, domain expertise is required to find
an appropriate level of calibration. If the intervention is too small,
the overall effects may be too limited. If, on the other hand, too
many less relevant items are shown to users, e.g., to help them
explore alternative content, the quality perception may decrease,
see also [4].

Research Limitations. A possible threat to the external validity
of our work is that our participants are largely young females.
This is due to the fact that the social book review site where we
sourced them has predominantly female users. More research is
thus needed to verify that our findings can also apply to other
demographic participants with a longitudinal analysis. Nonethe-
less, we believe that our participants are representative to a certain
extent, at least for a younger generation of today’s online users.
Furthermore, we are confident that these participants’ responses
are reliable, given that they were intrinsically motivated and volun-
teered to participate in the experiment. The large majority of the
participants also passed the attention check that we built into the
experiment.

From a methodological perspective, in our current experiment,
we largely relied on validated questions from the RESQUE frame-
work for the user-centric evaluation of recommender systems [40],
which we augmented with additional questions about fairness-
related perceptions. We only used one single question item per
such construct so as not to overwhelm participants. An extension
and further validation of the questionnaire items related to the
perception variables and an analysis of their potential relations
with other variables remain a part of our future work.

5 OUTLOOK

Fairness has received increased attention in recent years, both in
the areas of recommender systems and machine learning. However,
many research works on this topic solely rely on computational
experiments to assess the effects of fairness-aware algorithms. With
this work, we aimed to study such effects with humans in the loop.
Our online user study revealed that calibration-based approaches,
if tuned properly, can indeed be effective in guiding users’ choices
without negative effects on the quality perception of the system.
Our work focused on budget and popularity-related considerations
of fairness in a particular domain. Our future work includes the
investigation of fairness-related questions in other domains. Fur-
thermore, we plan to address the question of the longitudinal effects
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of algorithmic fairness interventions and how they would affect
the individual stakeholders.
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