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Abstract. Analytical queries in conventional data warehousing environments

have a high computational cost, as they run over voluminous data warehouses

and require the processing of expensive star join operations. This cost is

even greater in image data warehousing environments. First, image data

warehouses are more voluminous. Second, analytical queries are extended with

a similarity search predicate, which requires the processing of costly operations

that calculate the distance between images. In the literature, the use of parallel

and distributed computing environments has become an attractive alternative

to individually minimize the cost of the star join processing over conventional

data and the cost of calculating the distances between images. In our master’s

research, we fill a gap in the literature by jointly investigating the processing of

analytical queries extended with a similarity search predicate over image data

warehouses using the framework Spark. In this paper, we describe the methods

that we are developing to this end. We consider the context of medical images,

due to the importance of the analytical decision-making over these images and

their impact on society1.

Palavras-Chave. Data warehouse de imagens, consultas analı́ticas estendidas

com predicado de similaridade, Spark, imagens médicas.

1Trabalho sendo desenvolvido com recursos financeiros da FAPESP (Fundação de Amparo à Pesquisa

do Estado de São Paulo), processos 2018/10607-3 e 2018/22277-8, e do CNPq.
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1. Introdução

Um ambiente de data warehousing engloba técnicas e ferramentas voltadas à extração,

tradução, filtragem e integração de dados de provedores autônomos, heterogêneos e dis-

tribuı́dos (processo ETL - extract, transform, load). Esses dados são armazenados no data

warehouse (DW), que é um banco de dados caracterizado por ser integrado, não-volátil,

orientado a assunto e histórico. Sobre o DW incidem as consultas analı́ticas (processo

OLAP - on-line analytical processing) [Kimball and Ross 2002]. Um DW convencional

contém apenas dados convencionais, como dados do tipo numérico, alfanumérico e data.

Um ambiente de data warehousing de imagens estende o data warehousing con-

vencional para também manipular imagens representadas por seus vetores de carac-

terı́sticas e atributos para pesquisa por similaridade [Teixeira et al. 2015]. O processo

ETL é estendido para também extrair as caracterı́sticas intrı́nsecas das imagens, o DW

de imagens estende o DW convencional para armazenar essas caracterı́sticas e o processo

OLAP também oferece suporte para consultas analı́ticas estendidas com predicado de si-

milaridade de imagens. Como resultado, uma nova gama de consultas analı́ticas pode ser

realizada. Por exemplo, em uma aplicação médica, pode-se determinar “Quantas imagens

de câncer pulmonar são similares a uma determinada imagem e pertencem a pacientes

com idade maior do que 40 anos no estado de São Paulo nos últimos 3 anos”.

Um DW convencional é muito volumoso. Ele é frequentemente povoado, além

de conter dados históricos [Kimball and Ross 2002]. Consultas OLAP são caras porque a

junção-estrela tem custo computacional alto por lidar com tabelas de fatos muito volumo-

sas em implementações relacionais. Um DW de imagens é ainda mais volumoso porque

contém dados convencionais e caracterı́sticas intrı́nsecas das imagens. A frequência de

povoamento também é alta. Por exemplo, em uma aplicação de uma rede de hospitais

de uma determinada região, os provedores podem ser numerosos e as atividades da área

médica muito frequentes [Sebaa et al. 2018]. Consultas OLAP estendidas com predicado

de similaridade de imagens são muito mais caras porque envolvem onerosos cálculos de

distância entre imagens [Traina et al. 2007] em adição à operação de junção-estrela.

Um data warehousing de imagens pode se beneficiar de ambientes computacio-

nais paralelos e distribuı́dos. O uso desses ambientes tem se tornado uma alternativa atra-

tiva para minimizar individualmente o custo do processamento da junção-estrela sobre da-

dos convencionais e o custo do cálculo das operações de distância entre imagens (seção 3).

Esses ambientes também proveem disponibilidade dos dados, tolerância a falhas e es-

tratégias para replicação. Na área médica, eles facilitam o compartilhamento de dados e

possibilitam que o suporte à tomada de decisão seja mais robusto [Sebaa et al. 2018].

O objetivo deste projeto de mestrado é propor métodos voltados ao processa-

mento eficiente de consultas analı́ticas estendidas com predicado de similaridade sobre

um DW de imagens utilizando o framework de processamento paralelo e distribuı́do

Spark [Zaharia et al. 2010]. Embora o trabalho a ser desenvolvido seja genérico, ele tem

como motivação a manipulação de imagens médicas, devido à importância da tomada de

decisão analı́tica considerando essas imagens e seu impacto para a sociedade. Portanto,

esse contexto é considerado ao longo de todo o artigo.

Este artigo está estruturado da seguinte forma. A fundamentação teórica é descrita

na seção 2 e a revisão sistemática é resumida na seção 3. O estado atual do desenvolvi-



143

34th SBBD - ISSN  2016-5170 - PROCEEDINGS COMPANION                                                                     October 7-10, 2019 - Fortaleza, CE, Brasil   

mento do projeto e os resultados preliminares são detalhados na seção 4. As considerações

finais e as próximas atividades a serem desenvolvidas são listadas na seção 5.

2. Fundamentação Teórica

2.1. Data warehouse de imagens

Na Figura 1 é ilustrado um DW de imagens da área médica. Em implementações rela-

cionais, os dados são armazenados segundo o esquema-estrela, com uma tabela de fa-

tos (Exame) que se relaciona com várias tabelas de dimensão convencionais (Paciente,

DescriçãoExame, Hospital, DataExame). Também existem tabelas de dimensão proje-

tadas para armazenar as caracterı́sticas intrı́nsecas das imagens [Teixeira et al. 2015]. A

tabela Vetor Caracterı́sticas armazena os vetores de caracterı́sticas de todas as imagens do

DW. Esses vetores representam as caracterı́sticas das imagens de acordo com as camadas

perceptuais definidas no predicado de similaridade. Para cada camada perceptual há um

vetor de caracterı́sticas obtido por um extrator de caracterı́sticas (ex: cor, textura e forma).

A partir dos vetores de caracterı́sticas e de uma função de distância, que mede o

grau de dissimilaridade entre as imagens, define-se o espaço métrico [Traina et al. 2007].

Esse espaço possibilita a execução de operações de similaridade, como a operação range

query, a qual, a partir de um centro de consulta, retorna todas as imagens que estão a uma

distância menor ou igual ao raio dado. Para diminuir a quantidade de cálculos de distância

nas operações de similaridade, a técnica Omni [Traina et al. 2007] define elementos re-

presentativos que criam uma região de interesse no espaço métrico, sendo que somente

as distâncias às imagens dentro dessa região sejam calculadas. Cada tabela de dimensão

CamadaPerceptuali contém as distâncias entre cada imagem do DW e cada elemento

representativo relativo à camada perceptual i.

Figura 1. Exemplo de um data warehouse de imagens da área médica.

A organização do DW segundo o esquema-estrela requer a realização de operações

de junção-estrela no processamento de consultas OLAP. Essas operações realizam junções

entre a tabela de fatos e cada uma das tabelas de dimensão envolvidas na consulta, bem

como resolvem condições de seleção e agrupamento.

2.2. Ambientes computacionais paralelos e distribuı́dos

Ambientes computacionais paralelos e distribuı́dos são baseados no sistema de arquivos

distribuı́do HDFS [Shvachko et al. 2010], que divide o arquivo de dados em blocos, dis-

tribuindo e replicando esses blocos em nós do cluster. Para abstrair a complexidade ine-

rente ao paralelismo, surgem os frameworks MapReduce [Dean and Ghemawat 2008] e

Spark [Zaharia et al. 2010]. MapReduce usa um modelo de programação genérico com-

posto de funções map e reduce, e Spark baseia-se em computação em memória e na

abstração de RDD (resilient distributed dataset), sendo disponı́veis como Apache Hadoop

MapReduce (https://hadoop.apache.org/) e Apache Spark (https://spark.apache.org/).
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Nesses ambientes, duas técnicas têm sido usadas para melhorar o processamento

da junção-estrela [Brito et al. 2016]. A técnica de broadcast join assume que as tabelas

de dimensão são suficientemente pequenas para serem enviadas para todos os nós durante

o processamento da consulta, e realiza todas as junções, em paralelo, localmente em cada

nó. Já a técnica de bloom filter cascade join usa uma estrutura de dados probabilı́stica

para diminuir o tamanho da tabela de fatos antes de realizar a junção-estrela em cascata.

3. Revisão Sistemática

A revisão sistemática analisa o estado-da-arte, identifica lacunas a serem exploradas

e detecta tecnologias dentro do contexto da pesquisa [Kitchenham and Charters 2007].

A revisão realizada visou identificar artigos que atendessem às questões: (i)

Como realizar junção-estrela em Hadoop? (ii) Como realizar operações de si-

milaridade de imagens em Hadoop? (iii) Como se caracteriza um DW da área

médica em Hadoop? (iv) Como realizar operações de junção-estrela e de si-

milaridade sobre um DW em Hadoop? Hadoop foi definido porque mais arti-

gos relacionados à proposta deste projeto foram retornados usando-se essa palavra-

chave ao invés de “processamento paralelo e distribuı́do”. Foram consideradas

as fontes de busca IEEEXplore Digital Library (https://ieeexplore.ieee.org), Springer

(https://www.springer.com/ComputerScience), ACM Digital Library (https://dl.acm.org)

e Elsevier (https://www.elsevier.com/physical-sciences/computer-science). Foram anali-

sados os últimos 5 anos, ou seja, de 2014 até o momento.

Na Figura 2 é ilustrada a revisão sistemática realizada, com as palavras-chave, as

fontes de busca e as quantidades de artigos retornados. Os idiomas selecionados foram

Português e Inglês, sendo as palavras-chave em Inglês omitidas por falta de espaço. Dos

103 artigos retornados, 87 foram excluı́dos na seleção inicial por meio da leitura do tı́tulo

e resumo, e mais 5 foram excluı́dos na seleção final por meio da leitura do artigo completo.

Os 11 artigos remanescentes foram agrupados de acordo com as questões definidas.

Figura 2. Processo de revisão sistemática que analisou o estado-da-arte.

Os trabalhos de [Guoliang and Guilan 2015, Brito et al. 2016] processam a

junção-estrela usando MapReduce e Spark. Desses trabalhos, os métodos SBFCJ (Spark

Bloom Filter Cascade Join) e SBJ (Spark Broadcast Join) [Brito et al. 2016] representam
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o estado-da-arte, e empregam, em Spark, as técnicas de bloom filter cascade join e bro-

adcast join, respectivamente. Entretanto, trabalhos desse grupo não manipulam imagens.

Os trabalhos de [Li et al. 2017, Nguyen et al. 2016, Nguyen and Huh 2017] oti-

mizam operações de similaridade de imagens em MapReduce e Spark definindo funções

hash e o uso do método de acesso métrico VP-tree. Limitações incluem a complexidade

de se definir funções hash apropriadas e o fato de que a Omni tem melhor desempenho que

a VP-tree [Traina et al. 2007]. Esses trabalhos não otimizam operações de junção-estrela.

Na proposta de arquitetura de DW da área médica, [Istephan and Siadat 2015,

Istephan and Siadat 2016, Kuo et al. 2015, Raja and Sivasankar 2014, Sebaa et al. 2017,

Sebaa et al. 2018] evidenciaram as vantagens de se usar processamento paralelo e dis-

tribuı́do em aplicações médicas e destacaram as tecnologias Hive e HBase. Porém, esses

trabalhos não processam consultas analı́ticas estendidas com predicado de similaridade.

No melhor do conhecimento dos autores deste artigo, não existem trabalhos que

realizem operações de junção-estrela e de similaridade sobre um DW da área médica em

Hadoop. O projeto de mestrado visa preencher essa lacuna, considerando Spark.

4. Proposta e Estágio Atual de Desenvolvimento

4.1. Descrição da Proposta

Dado o objetivo do projeto de mestrado, estão sendo desenvolvidos dois métodos para

o processamento de consultas analı́ticas estendidas com predicado de similaridade sobre

um DW de imagens da área médica em Spark. A descrição a seguir é baseada na Figura 1.

As consultas alvo possuem dois tipos de predicado. O predicado convencional é

composto por condições de seleção, sendo cada condição definida sobre um atributo de

uma tabela de dimensão convencional. O predicado de similaridade é composto por uma

operação de similaridade e pelas camadas perceptuais consideradas. Na consulta “Liste

a quantidade de imagens similares a uma dada imagem, para pacientes do sexo feminino

com câncer de mama e as camadas perceptuais de cor e textura”, tem-se: (i) condições

de seleção: pacientes do sexo feminino e câncer de mama; (ii) operação range query para

resolver a similaridade; e (iii) camadas perceptuais: cor e textura.

O primeiro método integra as técnicas broadcast join e Omni da seguinte forma.

Cada k tabela de dimensão convencional envolvida na consulta é filtrada de acordo

com as condições de seleção correspondentes, sendo o resultado armazenado na estru-

tura HashMapConvencionalk. Cada i tabela CamadaPerceptuali envolvida na con-

sulta é filtrada pelo predicado de similaridade usando a Omni, gerando imagens can-

didatas armazenadas na estrutura HashMapFiltragemi. Por broadcast, as estrutu-

ras HashMapFiltragemi são transmitidas e processadas sobre a tabela Vetor Carac-

terı́sticas para calcular a distância entre cada imagem candidata e os elementos repre-

sentativos da camada perceptual correspondente, sendo o resultado armazenado na estru-

tura HashMapRefinamento. Por broadcast, as estruturas HashMapConvencionalk
e HashMapRefinamento são transmitidas e processadas sobre a tabela de fatos para a

realização da junção-estrela. Esse primeiro método é adequado para ambientes nos quais

os nós possuem memória primária suficiente para armazenar as tabelas de dimensão, ou

seja, eles possuem memória suficiente para processar todas as estruturas hash map usadas.

Detalhes sobre esse método são descritos em [Rocha and Ciferri 2019].
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O segundo método integra as técnicas bloom filter cascade join e Omni de forma

similar ao primeiro método. Porém, ele usa a estrutura bloom filter ao invés da estru-

tura hash map quanto à aplicação dos filtros convencionais e de similaridade, gerando

as estruturas BloomFilterConvencionalk e BloomFilterF iltragemi. As estruturas

BloomFilterF iltragemi são processadas sobre a tabela Vetor Caracterı́sticas gerando

a estrutura BloomFilterRefinamento. As estruturas BloomFilterConvencionalk e

BloomFilterRefinamento atuam sobre a tabela de fatos como filtro, diminuindo o ta-

manho dessa tabela para o processamento das operações de junção-estrela em cascata.

Esse segundo método é adequado para ambientes nos quais as memórias primárias dos

nós sejam insuficientes para processar as estruturas completamente.

4.2. Validação da Proposta

Testes de desempenho compararam o primeiro método proposto com o trabalho mais

próximo na literatura: SBJ [Brito et al. 2016] (seção 3). O esquema-estrela da Figura 1

foi povoado com dados gerados pela ferramenta ImgDW [Rocha and Ciferri 2018], que

já representa uma contribuição do trabalho de mestrado. Foram definidas consultas

analı́ticas com diferentes condições de seleção e aplicada a operação range query (raio

de abrangência de 20% do diâmetro do conjunto de dados) para calcular a similaridade,

considerando as camadas perceptuais Haralick Variância (baixa dimensionalidade: 4 di-

mensões) e Histograma de Cores (alta dimensionalidade: 256 dimensões). Foi usado

um cluster com 5 nós, cada qual com no mı́nimo 3GB de RAM. Os resultados mostraram

que, para consultas contendo pelo menos a camada perceptual de alta dimensionalidade, o

método proposto proveu ganhos de desempenho que variaram de 60,01% a 65,49%. Para

consultas contendo apenas a camada perceptual de baixa dimensionalidade, o método

proposto empatou ou proveu ganhos de desempenho de até 10,50%. A variação do de-

sempenho em termos da dimensionalidade das camadas perceptuais é uma caracterı́stica

herdada da técnica Omni [Traina et al. 2007]. Detalhes sobre os resultados obtidos são

descritos em [Rocha and Ciferri 2019].

5. Conclusão

No projeto de mestrado estão sendo desenvolvidos dois métodos para o processamento

de consultas analı́ticas com predicado de similaridade sobre um DW de imagens da área

médica em Spark. O primeiro método integra as técnicas de broadcast join e Omni e o

segundo método integra as técnicas de bloom filter cascade join e Omni. As próximas

atividades referem-se à continuidade do processo de validação do primeiro método, com

a definição de um ambiente de teste mais robusto considerando novas consultas e testes

de escalabilidade, bem como a implementação e validação do segundo método proposto.
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