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Abstract Urban lakes provide many ecosystem services,
e.g., flood control, nature protection, coolness island, recre-
ation. Hydrodynamic models will increasingly be used to
enhance these benefits. We present the first validation of
a three-dimensional (3D) hydrodynamic model on a small
shallow lake with high resolution and high frequency mea-
surements. Lake Créteil, France (area 0.4 km2, mean depth
4.5 m, and catchment area 1 km2) is a former gravel pit
and now part of a regional park. The model Delft3D-FLOW
was calibrated on a one-month period, with continuous mea-
surements of temperature at five depths at the center of the
lake and at three depths at two other stations, and with cur-
rent speed profiles at the centre of the lake. The model was
then verified on 18 1-month periods with similar temper-
ature measurements. The model reproduced very well the
temperature dynamics, including the alternation between
mixing and stratification periods and internal wave patterns.
The mean absolute errors over the five depths at the cen-
tral point remained below 0.55 ◦C in spring and summer,
the most favorable seasons for phytoplankton growth. Hor-
izontal temperature differences, which rose up to 3 ◦C at
the beginning of stratification periods, were also well repro-
duced, as well as current speeds. These results are very
promising for assessing nutrient and pollutant diffusion, set-
tling and resuspension, as well as for understanding how
phytoplankton blooms start in small shallow lakes.
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1 Introduction

Urban lakes provide many ecosystem services: regulation
services (flood control, biodiversity conservation, coolness
island), cultural services (recreational activities, angling,
tourism, education), and ecological services (nature protec-
tion areas). At a global scale, the vast majority of lakes has
an area smaller than 1 km2. Taking into account the very
small lakes (≤0.001 km2), the total area of lakes was esti-
mated between 3.1 106 km2 [1] and 4.2 106 km2 [2]. In
urban areas, the lakes are predominantly small and shal-
low. For instance, in the Île-de-France region around Paris,
the number of lakes and ponds of surface larger than 0.01
km2 is estimated around 990 [3], but 99% of them are very
small, with an area lower than 0.5 km2, the minimum area
of the lakes monitored in the frame of the European Water
Framework Directive.

Whereas large, deep lakes of long water time residence
integrate the dynamics of weather and their tributaries over
seasonal time scale, shallow lakes can strongly react within
a few hours. The meteorological forcing affects the greater
part of the water column. Their smaller stability can more
easily be overruled by air cooling or by the momentum
brought by wind or inflows, causing the alternation of peri-
ods of thermal stratification and mixing. These lakes are
called polymictic as opposed to the monomictic or dimic-
tic deep lakes. In particular, summer mixing episodes cause
the transfer of heat flux to the lake bottom and high vertical
velocities close to the bottom favoring sediment resuspen-
sion leading to nutrient release and increased turbidity [4].
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The spatial distribution of the external forces can be very
heterogeneous: local stormwater input, differential shad-
owing by the surrounding buildings, heterogeneous bottom
roughness due to submersed macrophytes and artificial bot-
tom. Therefore, the hydrodynamic processes in shallow
lakes are complex.

Hydrodynamics strongly affect the distribution of water
quality components and ecological processes. In many
cases, the goal of 3D modeling is to understand and predict
the water quality evolution of a lake in response to chang-
ing external pressures: climate forcing, nutrient loading, and
pollutant input [5–7]. The hydrodynamic sub-model is a tool
aimed at providing the spatial water temperature distribu-
tion, the water current field, and the spatial patterns of mix-
ing to the coupled water quality model. Three-dimensional
numerical modeling is a compulsory tool in order to under-
stand the hydrodynamic behavior of shallow lakes and its
influence on the fate of pollutants and ecosystem function-
ing, but also to interpret the results of discrete chemical and
biological campaigns since lake conditions may vary con-
siderably between the campaigns. But hydrodynamics of
small and shallow lakes are less studied than in large lakes
and 3D modeling attempts are rare.

In small shallow lakes at intermediate latitudes, current
velocities are generally very low (mm s−1 to cm s−1). The
acquisition of such low velocities demands high sensitiv-
ity current meters [8]. The scarcity of this type of data
frequently limits the validation of three-dimensional (3D)
hydrodynamic models and therefore their practical applica-
bility [9]. More generally, in order to understand the hydro-
dynamic behavior of these lakes, high resolution and high

frequency measurements are necessary. Indeed, a survey of
scientific references performed on Web of Science in April
2016 with the key words “hydrodynamic model” (topic)
and “large lake*” (title) against “hydrodynamic model” and
“small lake*” showed that there are about 5 times more
papers on the modeling of large lakes than small lakes,
respectively 34 versus 6.

In this study, we present the first validation of a 3D
hydrodynamic model on a small shallow lake, Lake Créteil,
France, with high resolution and high frequency measure-
ments. Our objective was to assess the model performance:
can it reproduce the alternation of thermal stratification and
mixing, internal waves and spatial heterogeneities of current
speed and water temperature? We present the calibration
of the model on a 1-month period with continuous water
temperature measurements and current speed profiles. We
then present the model performance assessment on the same
variables as well as on the net heat flux at the surface and
water temperature at two other measuring points for 18 peri-
ods of around a month, from May 2012 to January 2014.
The model capability to describe correctly the alternation of
mixing and stratification periods is also discussed.

2 Material and Methods

2.1 Study Site

Lake Créteil is located in an urbanized area in the south-east
of Paris, France (Fig. 1). Its area is 0.4 km2, its perimeter
4 km, its length 1.5 km, its width varies between 250 and

Fig. 1 Location of Lake Créteil
and of the measuring points P
close to the storm water inlet, C
in a more central location, and R
close to the lake outlet
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400 m. Its mean depth is 4.5 m, with a maximum of 6.5 m,
and its volume is 1.9 106 m3. The northern part is shallower
than the southern part. The lake was created as an extrac-
tion quarry of gravel and gypsum between 1940 and 1976
and was dug in the former alluvium of the Seine river, near
its confluence with the Marne river [10]. The quarry was
transformed into an urban lake in the middle of the 1970s; it
includes a recreation center of Île-de-France regional coun-
cil with a park of 0.62 km2 on the lake’s western bank.
The lake is surrounded by buildings in the North, East, and
South-East. The lake is fed by groundwater which flows
mainly from the Marne river to the Seine river due to a 1 m
difference in the normal level of the navigation reaches, by
storm water from a 1 km2 urbanized area in the East and by
direct precipitation. The water level is regulated by a fixed
gate on the western bank. The lake is used for recreational
activities (boating, sailing, angling, etc.), to water the park
on the western bank, to clean the roads, and for roadwork.

2.2 Measuring Equipment and Database

A transmitting monitoring buoy equipped with a meteo-
rological station and a sensor chain as well as two other
sensor chains were installed in Lake Créteil in May 2012.
They measured continuously vertical profiles and horizontal
transects of water temperature in the lake over 21 months.

The monitoring buoy (Precision Measurement Engineer-
ing Environmental Sensor Platform, LakeESP) was moored
in the deepest region of the lake at point C (Fig. 1)
and has worked continuously since May 11, 2012. The
meteorological station, located 2 m above the lake sur-
face, measures wind speed and direction, liquid precipita-
tion, barometric pressure, air temperature, relative humidity
(Vaisala Weather Transmitter WXT520), and net total radi-
ation (Kipp and Zonen NR Lite2). The underwater chain is
equipped with five temperature sensors (accuracy 0.01 ◦C).
The sampling time-step is 30 s. The sensors are located at
fixed heights above the lake bottom which correspond to
average depths of 0.5, 1.5, 2.5, 3.5, and 4.5 m.

Two other sensor chains were also installed on buoys on
October 25, 2012. One is located at point P in front of the
municipal storm-water inlet and the other at point R in the
southern part of the lake near a reed bed and the lake outlet
(Fig. 1). The three points P, C, and R are aligned with 250 m
between P and C and 150 m between C and R. These addi-
tional chains are composed of two temperature sensors (nke
Instrumentation SP2T) at 0.5 and 2.5 m depths and one mul-
tiparameter probe (nke Instrumentation MP5) which mea-
sures water temperature (accuracy 0.01 ◦C), dissolved oxy-
gen and chlorophyll fluorescence at 1.5 m depth. Variables
are sampled every 30 s as on the central measuring station.

A high-resolution current profiler (2 MHz Nortek
Aquadopp)wasmountedheadupwards on an rigid aluminum

frame near the central measuring station at point C from
September 17, 2013 to October 15, 2013. The velocity pro-
files were sampled every 3 m and spread from 4.5 to 1.5 m
depth with a vertical resolution of 2.3 cm.

Bathymetry was measured in September 2014 with an
echo-sounder (HumminBird 798ci HD SI Combo).

Between 14 May 2012 and 17 January 2014, the water
transparency was measured monthly at points P, C, and R
with a Secchi disk.

2.3 Model Configuration

The 3D hydrodynamical model Delft3D-FLOW was used.
It solves the Navier-Stokes equations for an incompressible
fluid, under the shallow water and the Boussinesq assump-
tions. The system of equation consists of the continuity
equation (Eq. 1), the two horizontal equations of motion
(Eqs. 2 and 3), the equation of motion in the vertical direc-
tion being reduced to the hydrostatic pressure equation, and
the transport equation of heat (Eq. 4). This set of partial dif-
ferential equations in combination with an appropriate set of
initial and boundary conditions is solved on a finite differ-
ence grid with current velocities defined on cell faces and
scalar variables at cell centres. Delft3D-FLOW was fully
described in the user manual [11]. Here, we present the
model configuration we used.
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x, y, and z are Cartesian coordinates (m). t is time (s). u,
v, and w are the three components of the water velocity
(m s−1). T is the water temperature (K), ρ0 is the water den-
sity (kg m−3) and p is the pressure (Pa). νH and νV are the
horizontal and vertical eddy viscosities (m2 s−1). DH and
DV are the horizontal and vertical coefficients of eddy dif-
fusivity of heat (m2 s−1). S is the source of heat per unit
volume (W m−3) and cpw is the water specific heat (J K−1

kg−1). Molecular viscosity and diffusivity are neglected.
The horizontal surface of the lake was meshed with 981

Cartesian cells of 20 m x 20 m. In order to obtain a good
simulation of the water column stratification, the Z-model
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was used with 18 layers of 33 cm. The sensor depths corre-
spond to cell centers. Too thin bottom layers were remapped
automatically in order to better represent the current speed
close to the bottom.

The eddy viscosity and diffusivity of heat are anisotropic.
In the vertical direction, the eddy viscosity νV and the
eddy diffusivity of heat DV were calculated using the k-
ε turbulence closure model. Two parameters are used in
Delft3D-FLOW to reproduce subgrid horizontal motions
and fluxes, the background (minimum) values of the hor-
izontal eddy viscosity νback

H and diffusivity of heat Dback
H .

We used as fixed values for these parameters the time and
space averages of the eddy viscosity and diffusivity of heat
computed by 2D horizontal large eddy simulation on the
calibration period (Table 1). The time and space averages of

the eddy viscosity and diffusivity of heat computed by 2D
horizontal large eddy simulation on the calibration period
were then used as fixed parameters for the 3D simulations.

This configuration enabled to prescribe different levels of
turbulence in vertical and horizontal directions. A sensitivity
analysis on the mean absolute error (MAE) of water temper-
ature showed that no additional mixing was necessary: we
left the Ozmidov lengthLz parameter which triggers mixing
at the thermocline, the background vertical eddy viscosity,
and the background vertical eddy diffusivity of heat to their
default value, zero.

The shear stress at the surface of the lake due to the wind
was modeled with a constant wind drag coefficient, a cali-
bration parameter (Table 1). The shear stress at the bottom
of the lake was modeled with the Manning formulation. A

Table 1 Equations of
Delft3D-FLOW in the used
configuration

Turbulence model

νH = νV + νback
H , DH = DV + Dback

H , νV = νmol + ν3D , DV = νmol

σmol
+ D3D

νH Horizontal eddy viscosity (m2 s−1)

νV Vertical eddy viscosity (m2 s−1)

νback
H Background horizontal eddy viscosity (m2 s−1)

νmol Water kinematic viscosity (10-6 m2 s−1)

ν3D Turbulent viscosity calculated by the k-ε turbulence closure model (m2 s−1)

DH Horizontal eddy diffusivity of heat (m2 s−1)

DV Vertical eddy diffusivity of heat (m2 s−1)

Dback
H Background horizontal eddy diffusivity of heat (m2 s−1)

σmol Prandtl number for heat diffusion (0.7)

D3D Turbulent diffusivity of heat calculated by the turbulence model (m2 s−1)

Flow boundary conditions

τs = ρaCd |U|U, τb = gρ0n
2|ub|ub
H

1
3

τs Shear stress at the lake surface (Pa)

ρa Air density (1.2 kg m−3)

U Wind speed vector (m s−1)

Cd Wind drag coefficient, a calibration parameter (−)

τb Bottom shear stress (Pa)

g Gravity acceleration (9.81 m s−2)

ub Current velocity vector in the layer above the bottom (m s−1)

n Manning’s friction coefficient (s m−1/3)

H Local water depth (m)

Lake surface heat flux model

Qev,f orced = LV ρaceU(qs − qa), Qco,f orced = ρacpacH U(Ts − Ta)

LV Latent heat of vaporisation (J kg−1)

ce Dalton number (−)

qs Specific humidity of saturated air (−)

qa Air specific humidity (−)

cpa Specific heat of air (J K−1 kg−1)

cH Stanton number (−)

Ts Water surface temperature (K)

Ta Air temperature (K)

Qev,f orced Evaporative heat flux (latent heat, Wm−2)

Qco,f orced Convective heat flux (sensible heat, Wm−2)
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value of 0.02 s m− 1
3 was adopted for the Manning coeffi-

cient because the bottom of the lake, a former gravel quarry,
is smooth. The vertical wall roughness of the banks was
neglected.

Heat fluxes through the banks and the lake bottom were
neglected. The heat surface model that we chose to use
was adapted from Gill [12]. The latent heat flux by forced
convection is parameterized by the Dalton number ce, the
sensible heat flux by forced convection, by the Stanton
number cH , and the latent and sensible heat fluxes by free
convection, by the coefficient of free convection CFrCon

(Table 1). These coefficients were calibrated for the North
Sea [13] and applied successfully for Lake Créteil.

In the water column, light dampens according to Beer-
Lambert law. The extinction coefficient was considered
as a calibration parameter. We verified that its value is
close to the extinction coefficient calculated from the water
transparency measurements (Secchi depth).

The water density was calculated according to UNESCO
formulation [14] with a salinity of 0.75 ppt correspond-
ing to the observed specific conductance of 1500 μS cm−1.
This relatively high salinity is due to the geological calco-
carbonated nature of the catchment.

Water level variations were neglected; they never
exceeded 3% of the water height over a simulation period.

Simulations were initialized with water temperature
observed at the measuring station on the first day of the
simulation. The water was supposed to be at rest, an usual
assumption in 3D hydrodynamic simulation. Simulations
were started and stopped at midday. Thirty-second wind
direction and speed, air temperature, relative humidity, and
precipitation recorded at point C and hourly incident solar
radiation and cloud cover measured at the nearest weather
station located at Orly Airport, 10 km west of the lake were
used to force the simulations.

An explicit time integration method was used. The com-
putational time step was set equal to that of the meteo-
rological variables, 30 s. This value respects the Courant-
Friedrichs-Levy stability criterion. The equation of momen-
tum is solved by a multidirectional upwind explicit numeri-
cal scheme and the equation of heat by the second Van Leer
numerical scheme.

The total net radiation through the lake surface, sum
of the incident solar radiation reduced from albedo, the
net atmospheric radiation, and the back radiation of the
lake surface was computed separately with Delft3D-FLOW
equations in order to compare the simulated values to the
measurements.

2.4 Model Calibration and Performance Assessment

A period of 28 days between between 17 September 2013
and 15 October 2013 was chosen for calibration because

this period presented a full stratification and also all mea-
surements were available, including current profiles. Only
two parameters, the wind drag coefficient and the light
extinction coefficient, were calibrated. The trial and error
method was used to calibrate these parameters in order
that simulated profiles of hourly water temperature and cur-
rent velocity at point C best fitted observations. The MAE
was used as performance indicator. Simulated and observed
hourly total net radiation at the lake surface and water tem-
perature at points C, P, and R were compared graphically.
MAE was computed for the total net radiation, at the five
depths of the sensors for water temperatures at point C and
at the three depths of the sensors for water temperatures at
points P and R. The hourly resolution used for this compar-
ison is consistent with the time scale of biological processes
which coupled hydrodynamic-biogeochemical simulations
could later reproduce. Moreover, time averaging is required
to compare the evolution of temperatures simulated in a
large cell (several m3) to much more fluctuating tempera-
tures measured at a point. Only graphical assessment was
performed for current velocities.

The model was then run with the same set of param-
eters, namely the wind drag coefficient and the Secchi
depth during 18 other time periods between two consecu-
tive monthly field campaigns. They covered a wide range of
hydrodynamic situations in the lake and of meteorological
forcing. For each simulation period, the measured temper-
ature profiles were used as initial conditions. Comparison
between observed and simulated values was performed as
described for calibration. For synthesizing multiple aspects
of the model performance, we used a single diagram, the
Taylor diagram [15]. This diagram provides a summary of
two statistical indicators of model performance: the linear
correlation coefficient between model results and observed
values and the ratio of standard deviations of simulated and
measured values. A global skill index was also computed.

3 Results

This section presents first the results of model calibration
based on the discrepancies between model results and mea-
surements of water temperature and speed at point C, of
stratification duration and dates and of the characteristics of
the internal waves (amplitude and frequency). The model
verification is then presented based on the same criteria for
18 simulation periods of around 1 month, from May 2012
to January 2014.

3.1 Model Calibration

The calibration period was chosen between 17 Septem-
ber and 15 October 2013 (28 days). The number of layers
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was set to 18 corresponding to a layer thickness of 33 cm.
With a higher thickness, the velocities under the thermocline
became much lower than measured. Only the drag coeffi-
cient and the Secchi depth were calibrated (Table 2). Values
of wind drag coefficient ranging between 0 and 10−2 were
tested. Finally, the wind drag coefficient was set to 0.0015.
For this value, average MAE of water temperature was low-
est and the model reproduced best the current speeds and the
amplitudes of internal waves. A Secchi depth of 1 m close to
the one observed during the calibration period, correspond-
ing to an extinction coefficient of 1.7 m−1, was adopted
to reproduce properly the temperature differences between
surface (0.5 m depth) and bottom (4.5 m) sensors.

Hourly means of simulated and observed water temper-
ature and horizontal current velocity at point C between 17
September and 15 October 2013 are plotted on Fig. 2a, b. On
Fig. 2c are plotted temperature differences between points P
and R. The temperature evolution is well reproduced (MAE
of hourly temperature during the simulation and over the
five depths is 0.48 ◦C), as well as the alternation between
stratification and mixing periods. The water column was
mixed the first day of the simulation and the onset of the
stratification was observed on 20 September 2013, whereas
the simulation reproduced it one day after, on 21 Septem-
ber. Observed and simulated duration of stratification was
respectively 16 and 15 days. The end of stratification was
reproduced by the model at the correct date on 5 October
2013. The simulated current speeds are very close to the
observed ones (Fig. 2b) as well as the temperature differ-
ences between points P and R (Fig. 2c). The capacity of
the model to reproduce the low velocity values in the layers
below the thermocline during stratification must be high-
lighted. Internal waves are observed in Lake Créteil during
stratification periods. An intense internal wave activity was

observed during the calibration period, between 28 to 30
September 2013 when a strong wind episode occurred. The
observed internal wave patterns showed a period of 17 h and
a maximum temperature variation of 1.5 ◦C from peak to
peak at 2.5 m depth. These high fluctuations of water tem-
perature at 2.5 m depth are well reproduced and the period
of 17 h was also captured by the model.

3.2 Model Verification

Nineteen simulations were run over the period from 14
May 2012 to 17 January 2014 including the calibration
period. The length of these simulations was about 1 month.
Measurements and simulation results of total net radiation
through the lake surface at point C and water temperature at
points P, C, and R were compared.

Hourly values of total net radiation varied between −200
and 900Wm−2, and the daily accumulation of total net radi-
ation varied between −100 and 250 W m−2. Observations
were well reproduced during the calibration period between
17 September 2013 and 15 October 2013. For the 19 simu-
lation periods, MAE between observed and simulated total
net radiations were calculated. They range between 9.9 and
25.7 W m−2. Relative MAE are smaller from spring to
autumn than in winter. It means that the combination of data
used as forcing meteorological variables and the formula-
tion of the radiation part of the heat flux in the model work
well.

The capability of the model to reproduce the water
temperature and the alternation between stratification and
mixing was assessed. Several stratifications were observed
during the study period and their length ranged from
a few hours up to 40 days. The longest stratification
period occurred between 30 June and 8 August 2013. The

Table 2 Comparison of mesh
characteristics and parameter
values used for simulations
with Delft3D-FLOW on
different lakes (nc: not
communicated, na: not
applicable)

This study Wahl et al. Chanudet et al. Zhu et al.

2014 2012 2009

Lake name Créteil Constance Nam Theun 2 Yangchenghu

Horizontal grid size (m) 20 x 20 350 x 1500 150 x 150 nc

Number of layers (−) 18 50 25 10

νback
H (m2 s−1) 0.01 10 2.5 1

Dback
H (m2 s−1) 0.01 10 2.5 na

νback
V (m2 s−1) 0 0 0 nc

Dback
V (m2 s−1) 0 0 0 na

Lz (m) 0 nc 0 nc

Cd (−) 0.0015 Cd (U) 0.0005 0.0025

ce (−) 0.0015 0.0021 0.0016 na

cH (−) 0.00145 0.00145 0.0016 na

cF rCon (−) 0.14 nc nc na

Sd (m) 1 4 nc na
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Fig. 2 Calibration period:
Hourly mean profiles of
observed and simulated water
temperature at point C (a),
horizontal current velocity at
point C (b), and difference of
water temperature between
points P and R (c), between
17/09 and 15/10/2013 (observed
water temperature at point C and
temperature differences are
linearly interpolated between the
five measurement depths (0.5,
1.5, 2.5, 3.5, and 4.5 m), the
vertical resolution of the
velocity profile is 2.3 cm, the
simulated values are linearly
interpolated at the centre depth
of the 18 computational layers)
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alternation between stratification and mixing was very well
reproduced by the model. The maximal water temperature
of 27.6 ◦C was observed in July 2013 and the minimum of
2.7 ◦C was observed in January 2013. Short inverse strat-
ifications were indeed observed. Observed and simulated
water temperature at point C are plotted for the 19 simu-
lations (Figs. 3 and 4). Temperature MAE at point C are
presented in Table 3 and temperature MAE at points P and
R are presented in Table 4. Plots and MAE showed that the
model reproduced well the water temperature at the three
points. Water temperature was better reproduced between
May and October (spring, summer, and early autum) 2012

and 2013 than between October 2012 and March 2013 (late
autumn and winter): Temperature MAE at point C over the
five depths between March and October 2013 is 0.44 ◦C
and between October 2012 and March 2013 it is 1.41 ◦C.
An overview of the model performance is provided by Tay-
lor diagrams (Fig. 5). These diagrams present the model
performance at five depths, 0.5, 1.5, 2.5, 3.5, and 4.5 m,
for 19 simulation periods. Two metrics are considered for
assessing the agreement between model and observations:
the linear correlation coefficient r and the standard devia-
tion ratio σ*. For all considered periods except period 8,
from spring to autumn, at all depths, the results are excellent
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Fig. 3 Observed and simulated water temperature at point C for simulation 1 to 10
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Fig. 4 Observed and simulated water temperature at point C for simulation 11 to 19

and very similar with high correlation coefficients and good
standard deviation ratio. The global skill index indicated by
the isoline area is close to 1, its maximum value. In winter,

the model performance is lower. During period 8, from
10 December 2012 to 15 January 2013, low performance
indicators are obtained at all depths.
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Table 3 Mean absolute error
(MAE) of water temperature in
◦C at point C and 5 depths (0.5,
1.5, 2.5, 3.5, and 4.5 m) for the
19 simulations. Period 16 is the
calibration period

Sim. Start Stop 0.5 m 1.5 m 2.5 m 3.5 m 4.5 m

1 14/05/2012 12/06/2012 0.44 0.44 0.49 0.69 0.81

2 12/06/2012 05/07/2012 0.48 0.42 0.40 0.28 0.33

3 05/07/2012 29/07/2012 0.44 0.43 0.44 0.44 0.28

4 29/07/2012 11/09/2012 0.53 0.48 0.51 0.52 0.54

5 11/09/2012 16/10/2012 0.66 0.64 0.64 0.64 0.67

6 16/10/2012 14/11/2012 0.84 0.82 0.79 0.76 0.77

7 14/11/2012 10/12/2012 1.18 1.17 1.17 1.16 1.16

8 10/12/2012 15/01/2013 2.30 2.29 2.29 2.28 2.27

9 12/02/2013 26/03/2013 1.44 1.42 1.39 1.36 1.34

10 26/03/2013 16/04/2013 0.41 0.40 0.38 0.32 0.25

11 16/04/2013 15/05/2013 0.37 0.32 0.32 0.44 0.57

12 15/05/2013 11/06/2013 0.37 0.41 0.39 0.43 0.53

13 11/06/2013 09/07/2013 0.45 0.44 0.45 0.35 0.29

14 09/07/2013 29/07/2013 0.34 0.37 0.32 0.87 0.47

15 29/07/2013 17/09/2013 0.59 0.53 0.52 0.50 0.53

16 17/09/2013 15/10/2013 0.48 0.45 0.47 0.48 0.55

17 15/10/2013 12/11/2013 0.67 0.66 0.64 0.60 0.57

18 12/11/2013 10/12/2013 1.18 1.18 1.18 1.17 1.17

19 10/12/2013 17/01/2014 1.61 1.60 1.60 1.59 1.57

4 Discussion

In Lake Créteil, the Delft3D model describes properly
the water temperature seasonal evolution and the current
speed at the center of the lake as well as the temperature

difference between points P and R. The best results were
obtained in spring and summer. This is good news because
spring and summer are the most important periods for phy-
toplankton growth. The higher errors, still always below
2.34 ◦C, occur during winter and early spring when

Table 4 Mean absolute error
(MAE) of water temperature in
◦C at points P and R and three
depths (0.5, 1.5, and 2.5 m) for
the 19 simulations. Period 16 is
the calibration period

Point P Point R

Sim. Start Stop 0.5 m 1.5 m 2.5 m 0.5 m 1.5 m 2.5 m

1 14/05/2012 12/06/2012 na na na na na na

2 12/06/2012 05/07/2012 na na na na na na

3 05/07/2012 29/07/2012 na na na na na na

4 29/07/2012 11/09/2012 na na na na na na

5 11/09/2012 16/10/2012 na na na na na na

6 16/10/2012 14/11/2012 1.01 1.03 0.98 0.94 na 0.93

7 14/11/2012 10/12/2012 1.24 1.26 1.22 1.12 na 1.12

8 10/12/2012 15/01/2013 2.34 na 2.31 2.26 na 2.23

9 12/02/2013 26/03/2013 1.47 na 1.37 1.45 na 1.40

10 26/03/2013 16/04/2013 0.52 0.51 0.48 0.60 0.57 0.51

11 16/04/2013 15/05/2013 0.35 0.33 0.32 0.36 0.32 0.35

12 15/05/2013 11/06/2013 0.44 0.47 0.50 0.43 na 0.47

13 11/06/2013 09/07/2013 0.34 0.34 0.44 0.41 0.40 0.46

14 09/07/2013 29/07/2013 na na na na na na

15 29/07/2013 17/09/2013 0.62 0.57 0.51 0.62 0.54 0.51

16 17/09/2013 15/10/2013 0.53 0.49 0.48 0.49 0.45 0.44

17 15/10/2013 12/11/2013 0.67 0.66 0.66 0.67 0.67 0.62

18 12/11/2013 10/12/2013 1.21 1.17 1.21 na 1.15 1.12

19 10/12/2013 17/01/2014 na na na na na na
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Fig. 5 Taylor diagrams of the
model performance at point C, at
5 depths, 0.5, 1.5, 2.5, 3.5, and
4.5 m depth, for 19 simulation
periods (the angle C corresponds
to the linear correlation
coefficient between model
results and measurements, the x-
axis and the y-axis to the ratio of
standard deviations of simulated
and measured values, σ*)
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temperature does not limit phytoplankton growth as much as
light.

Such comparison between different types of observed
and simulated values is very rare, even more in small, shal-
low lakes. This result is promising for the accuracy of the
simulation of ecological processes or of the diffusion of
pollutant plume in a lake, for example from a storm water
inlet. Internal waves are well reproduced by the model, in
amplitude and in frequency. Such simulations were done on
deeper lakes and larger reservoirs like Rappbode Reservoir,
Germany [16], or Itumbiara Reservoir, Brazil [17], but as
far as we know no modeling results exist on such a small,
shallow lake.

In order to assess the model performances on Lake
Créteil, we compared the outcomes in two complemen-
tary ways: (i) by comparing the values of the calibration
coefficients to three other studies using Delft3D-FLOW on
lakes and reservoirs of different morphologies and (ii) by
comparing Lake Créteil performance indicators (R2, MAE,
RMSE) with those obtained with two different hydrody-
namic models (EFCD and ELCOM) applied to shallow
lakes of different sizes, all larger than Lake Créteil.

4.1 Calibration Parameters

The first comparison was done with the results of a study
in Lake Constance, a large (473 km2) and deep perialpine
lake of mean depth of 100 m and maximum depth of 254
m shared by Germany, Austria and Switzerland [18]. The

second comparison was done with a study of Nam Theun 2
reservoir, a large and shallow reservoir of 506 km2, mean
depth of 8 m and maximum depth of 35 m in Lao PDR
[6]. The third comparison was done with a study of Lake
Yangchenghu, a large and shallow lake of 118 km2 in China,
composed of three basins whose the mean depth are 1.7,
1.8, and 2.65 m [7]. We compared the model configuration
between these three study sites and Lake Créteil (Tables 1
and 2): (i) the turbulence model: background horizontal
eddy viscosity, background horizontal eddy diffusivity of
heat, background vertical eddy viscosity, background ver-
tical eddy diffusivity of heat, Ozmidov length; (ii) the
flow boundary conditions: wind drag coefficient; and (iii)
the heat flux model: Dalton number, Stanton number, and
coefficient for free convection.

In Lake Constance, Nam Theun 2 reservoir, and Lake
Yangchenghu, the numbers of layers were respectively 50,
25, and 10. A larger number of layers is needed to describe
deeper lakes.

For Lake Yangchenghu, as water temperature was not
considered as a state variable, only the background hori-
zontal eddy viscosity and the wind drag coefficient were
compared. In these three water bodies, the background hor-
izontal eddy viscosity are two or three orders of magnitude
larger than in Lake Créteil because larger horizontal grids
were used. In Lake Constance and in Nam Theun 2 reser-
voir, the background horizontal eddy diffusivity of heat was
set to the same values as the background horizontal eddy
viscosity and was also two or three order of magnitude
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larger than in Lake Créteil. This is coherent with the pre-
vious comparison. Background vertical eddy viscosity and
diffusivity of heat were set to zero in Lake Créteil as well as
Lake Constance and Nam Theun 2 reservoir. The Ozmidov
length in Nam Theun 2 reservoir is set to zero like in Lake
Créteil. These comparison results show that neither addi-
tional vertical mixing nor mixing around the thermocline is
required. The latter is used in strongly stratified lakes with
large internal waves.

Regarding the wind drag coefficient, a function of wind
speed was used for Lake Constance [18]. This coefficient
increases with the wind speed in order to take into account
its influence in the surface roughness. In Lake Créteil, the
fetch length is not such that large surface waves can form
and increase the wind drag coefficient. The wind drag coef-
ficient was set to 0.0005 for Nam Theun 2 reservoir [6] and
0.0025 for Lake Yangchenghu [7]. This coefficient depends
on the type of wind record and on the location of the mete-
orological station where wind speed was recorded. Wind
speed measured at the meteorological station in Constance
as representative data for the wind characteristics at 10 m
height above lake surface was used for Lake Constance [18].
Both wind data computed by the model of the European
Centre for Medium-Range Weather Forecasts (ECMWF)
with a 6-h time step and measurements from two automatic
meteorological stations located on the lake with a 10-min
time step was used for Nam Theun 2 reservoir [6]. A con-
stant wind speed of 3 m s−1 from wind data measured in the
region around the lake was used for Lake Yangchenghu [7].

Concerning the parameters involved in the heat flux bud-
get, we used for Lake Créteil respectively 0.0015, 0.00145,
and 0.14 for the Dalton and Stanton numbers and for the
coefficient of free convection, close or equal to the default
values. For Lake Constance, an increased Dalton number
to 0.0021 was used and the Stanton number was kept to
the default value of 0.00145 [18]. It can be supposed that
the coefficient of free convection was set to zero because
the Dalton number was very high. This could have been
motivated by the fact that the wind rarely falls to zero on
Lake Constance which means that loss of heat by free con-
vection is negligible compared to forced convection. For
Nam Theun 2 reservoir, slightly increased Dalton and Stan-
ton numbers of 0.0016 were used [6]. Dalton and Stanton
numbers depend also on the height above the surface of
the meteorological station where air temperature and rel-
ative humidity are recorded. Nothing was said about the
coefficient of free convection.

The comparison of the background horizontal eddy vis-
cosity and diffusivity of heat confirmed that their values
depend on the horizontal grid size and on the current inten-
sity. For Lake Créteil, the wind drag coefficient and the
Stanton and Dalton numbers are set to very close values,
0.0015 and 0.00145. This indicates the reliability of the

meteorological forcing and the accuracy of the surface heat
budget and that spatially homogeneity of meteorological
forcings can be assumed for lakes of this size.

4.2 Performance of Three-Dimensional Hydrodynamic
Models

In our modeling results, the monthly mean absolute error
(MAE) in water temperature ranges between 0.25 and 2.34
◦C. The first comparison was done with the study of
Lake Yilong using the Environmental Fluid Dynamic Code
(EFCD) model [19]. Lake Yilong has a mean depth of 3.9 m,
a maximum depth of 5.7 m, and a surface area of 28.4 km2.
The hydrodynamic model was calibrated with data collected
during 15 punctual campaigns over 1 year, from summer
2008 to summer 2009, at three monitoring points. During
the calibration period the R2 between measured and simu-
lated water temperature (15 values), at the three monitoring
points were 0.65, 0.70, and 0.74.

The second comparison was done with the study of Lake
Minnetonka using the Estuary and Lake Computer Model
(ELCOM) [20]. Lake Minnetonka has a very complex mor-
phology. The three studied parts of Lake Minnetonka have
a maximum depth of 10, 8.5, and 24 m for a total surface
area of 8.01 km2. The calibration and the verification of the
hydrodynamic model were performed using bi-weekly mea-
sured profiles of temperature at the deeper point of the three
studied basins. The calibration was conducted with data col-
lected between March 29 and October 20, 2000 (205 days)
and the verification with data collected between April 25
and October 10, 2005 (168 days). The R2 between measured
and simulated water temperature of 12 bi-weekly profiles at
the three stations ranged between 0.91 and 0.98.

The third comparison was done with the study of Lake
Okeechobee using an adapted version of the Environmen-
tal Fluid Dynamic Code (EFCD) model, Lake Okeechobee
Environmental Model (LOEM) [21–23]. Lake Okeechobee
is a very large and shallow lake. It has a mean depth of
3 m and a surface area of 1730 km2. During calibration
between April 15, 1989 and June 14, 1989, the MAE and
the RMSE of water temperature were respectively between
0.6 and 0.8 ◦C, and between 0.7 and 1.0 ◦C. During verifi-
cations between January 17, 2000 and March 5, 2000 and
between October 1, 1999 and September 30, 2000, the MAE
and RMSE of water temperature were respectively between
0.4 and 0.9 ◦C, and between 0.5 and 1.3 ◦C.

The comparison of Delft3D-FLOW performance on Lake
Créteil with other model application on small shallow lakes
is not straightforward because as far we know, no com-
parable high-frequency data collected over nearly 2 years
(21 months) of contrasting meteorological conditions were
used for comparing to model results. The performance of
the models EFCD on Lake Yilong and ELCOM on Lake
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Minnetonka were assessed using dataset based respectively
on 15 and 12 campaigns, performed at three points. The
R2 between measured and simulated water temperature with
Lake Créteil model is higher than for EFDC model on Lake
Yilong and of the same level than for ELCOM model on
Lake Minnetonka. The application of EFCD model on Lake
Okeechobee gave the same range of RMSE andMAE values
than on Lake Créteil.

5 Conclusion

For the first time, high temporal resolution data were used
to assess the performances of the 3D hydrodynamic model
Delft3D-FLOW in a small and shallow urban lake. The
model was calibrated by comparing measurements and sim-
ulation results of water temperature and water velocity at
three points and five depths. The values of performance
indicators were also systematically calculated. The values
of the calibration parameters were compared to literature
values obtained for Delft3D-FLOW on lakes of different
characteristics. This comparison showed the influence of the
forcing data used on the calibration coefficient values but
in general, a good agreement was found. The model was
then verified during 18 other time periods between mea-
surement campaigns over 21 months. It reproduced well the
alternation of stratification and mixing and also the spatial
vertical and horizontal heterogeneities of water temperature
between the three monitored points in the lake. Its perfor-
mances were compared to the literature. This comparison
showed that our model set-up gives good results for Lake
Créteil. The good results obtained during spring and sum-
mer, the key period for biological activity, will allow us to
continue studying phytoplankton dynamics by coupling the
water quality module, Delft3D-WAQ to Delft3D-FLOW.
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